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We report results on studies of the ete™ annihilation into three-body Y (nS)z*z~ (n=1,2,3)
final states including measurements of cross sections and the full amplitude analysis. The cross sections
measured at /s = 10.866 GeV and corrected for the initial state radiation are 6(eTe™ =Y (1S)zt 7™ )=
(2.2740.124+0.14) pb, o(ete™ > Y(2S)zt 77 )=(4.07£0.16£0.45)pb, and c(eTe” - Y(3S)xn™) =
(1.46 +0.09 £ 0.16) pb. Amplitude analysis of the three-body Y (nS)z"z~ final states strongly favors
19(J") =17(1") quantum-number assignments for the two bottomonium-like Zj states, recently
observed in the Y'(nS)z* and h,(mP)z* (m = 1,2) decay channels. The results are obtained with a
121.4 fb~! data sample collected with the Belle detector at the KEKB asymmetric-energy et e~ collider.

DOI: 10.1103/PhysRevD.91.072003 PACS numbers: 14.40.Pq, 12.39.Pn, 13.25.Gv

I. INTRODUCTION

Analysis of the Y(10860) decays to non-BB final
states has led to several surprises. Recently, the Belle
Collaboration reported observation of anomalously high

are attributed entirely to the Y(10860) decays, the mea-
sured partial decay widths T'[Y(10860) — Y (nS)ztz~| ~
0.5 MeV are about 2 orders of magnitude larger than the
typical widths for the dipion transitions amongst Y (nsS)
states with n < 4. In addition, the rates of the eTe™ —

rates for the ete™ - Y(nS)ztz~ (n=1,2,3) [1] and
ete” = hy(mP)r"z~ (m = 1,2) [2] transitions measured
in the vicinity of the Y(10860) peak. If the Y'(nS) signals

h,(mP)z"n~ processes are found to be comparable with
those for eTe™ — Y(nS)z*z~, and hence the process with
a spin flip of the heavy quark [that is, &, (mP) production]
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is not suppressed. These unexpected observations indicate
that an exotic mechanism might contribute to the Y'(10860)
decays. A detailed analysis of the three-body ete™ —
Y (nS)ntz~ and eTe” — h,(mP)xtn~ processes reported
by Belle [3] revealed the presence of two charged
bottomonium-like states, denoted as Z,(10610)* and
Z,(10650)*. These two resonances are observed in the
decay chains ete™ - ZfzT - Y(nS)a"n~ and eTe” —
ZinT — hy(mP)x*n~. The nonresonant contribution is
found to be sizable in the Y(nS)z*z~ channels and
consistent with zero in the h,(mP)z"zn~ ones. Masses
and widths of the Z;t states have been measured in a (one-)
two-dimensional amplitude analysis of the three-body
(ete™ » hy(mP)ntn~) ete” — Y (nS)ztz~ transitions
[3]. Also, observation of the neutral Z,(10610)° partner
has been reported recently by Belle [4]. Although the
simplified angular analysis in Ref. [5] favors the J© = 1*
assignment for the two charged Z, states, the discrimina-
tion power against other possible combinations is not high
enough to claim this assignment unequivocally.

Results of the analysis of three-body ete™ —
Y (nS)ntz~ processes presented in this paper are obtained
by utilizing full amplitude analysis in six-dimensional
phase space that not only allow us to determine the relative
fractions of intermediate components but also provide high
sensitivity to the spin and parity of the Z,, states. Results on
the e*e™ annihilation to the three-body Y'(nS)z"z~ final
states reported here supersede those published in Ref. [1].

We use a data sample with an integrated luminosity of
121.4 fb~! collected at the peak of the Y'(10860) resonance
(/s = 10.866 GeV) with the Belle detector at the KEKB
asymmetric-energy e"e™ collider [6].

II. BELLE DETECTOR

The Belle detector [7] is a large-solid-angle magnetic
spectrometer based on a 1.5 T superconducting solenoid
magnet. Charged particle tracking is provided by a four-
layer silicon vertex detector and a 50-layer central drift
chamber (CDC) that surround the interaction point. The
charged particle acceptance covers laboratory polar angles
between @ = 17" and 150°, corresponding to about 92% of
the total solid angle in the center-of-mass (c.m.) frame.

Charged hadron identification is provided by dE/dx
measurements in the CDC, an array of 1188 aerogel
Cherenkov counters (ACC), and a barrel-like array of
128 time-of-flight scintillation counters (TOF); information
from the three subdetectors is combined to form likelihood
ratios, which are then used for pion, kaon and proton
discrimination. Electromagnetic showering particles are
detected in an array of 8736 CsI(TI) crystals (ECL) that
covers the same solid angle as the charged particle tracking
system. Electron identification in Belle is based on a
combination of dE/dx measurements in the CDC, the
response of the ACC, and the position, shape and total
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energy deposition (i.e., E/p) of the shower detected in
the ECL. The electron identification efficiency is greater
than 92% for tracks with py,, > 1.0 GeV/c, and the hadron
misidentification probability is below 0.3%. The magnetic
field is returned via an iron yoke that is instrumented
to detect muons and K9 mesons. Muons are identified
based on their penetration range and transverse scattering
in the KLM detector. In the momentum region relevant to
this analysis, the identification efficiency is about 90%
while the probability to misidentify a pion as a muon is
below 2%.

We use the EvtGen event generator [8] with PHOTOS
[9] for radiative corrections and a GEANT-based
Monte Carlo (MC) simulation [10] to model the response
of the detector and determine the acceptance. The MC
simulation includes run-dependent detector performance
variations and background conditions.

III. EVENT SELECTION

Charged tracks are selected with a set of track quality
requirements based on the average hit residual and on the
distances of closest approach to the interaction point. We
require four well-reconstructed tracks with a net zero
charge in the event, with two of them, oppositely charged,
identified as muons and the other two consistent with pions.
We also require that none of the four tracks be identified as
an electron (electron veto).

Candidate e"e™ — Y(nS)ztn~ — pTp ntz~ events
are identified via the measured invariant mass of the
utu~ combination and the recoil mass, M (zT7n7),
associated with the z* 7z~ system, defined by

Mmiss<”+”_) = \/(Ec.m. - E;*m)z - pjrzzz’ (1)

where E_, is the c.m. energy and E, and pj, are the
energy and momentum of the z 7~ system measured in the
c.m. frame. The two-dimensional distribution of M (u™*u~)
versus M i (z777) for all selected candidates is shown in
Fig. 1. Events originating from the eTe™ —» p 'y ztn~
process fall within a narrow diagonal band (signal region)
that is defined as |M (7777 ) =M (") <0.2GeV/c?
(see Fig. 1). Concentrations of events within the signal
region near the Y'(nS) nominal masses are apparent on the
plot. Clusters of events below the diagonal band are mainly
due to initial state radiation (ISR) e"e™ — Y(25,38)y
processes and inclusive ete™ — Y(25,38)X X =z"7n",
n, etc.) production with a subsequent dipion transition of
the Y(2S,3S) state to the ground Y(1S) state. The one-
dimensional M (z"7~) projections for events in the
signal region are shown in Fig. 2, where an additional
requirement on the invariant mass of the ztz~ system,
M(z"z~), is imposed (see Table I) to suppress the back-
ground from photon conversion in the inner parts of the
Belle detector. We perform a binned maximum likelihood
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FIG. 1. Scatter plot of all the ete™ — Y(nS)z" 7z~ candidate
events passed through initial selection criteria. The region
between the two diagonal lines is defined as the signal region.

fit to the M (7" z~) distributions with a sum of a Crystal
Ball function [11] for the Y'(nS) signal and a linear function
for the combinatorial background component. The Crystal
Ball function is used to account for the asymmetric shape
of the Y(nS) signal due to initial state radiation of soft
photons. All parameters (seven in total) are free parameters
of the fit. Results of the fits are shown in Fig. 2 and
summarized in Table L.

For the subsequent analysis, we select events around the
respective Y'(nS) mass peak as specified in Table I. After all
the selections are applied, we are left with 1905, 2312, and
635 candidate events for the Y(18)z 7z, Y(2S)z"n~
and Y(3S)z"z~ final state, respectively. The fractions of
signal events in the selected samples are determined using
results of the fit to the corresponding M (7" 77) spec-
trum (see Table I). For selected events, we perform a mass-
constrained fit of the y* ™ pair to the nominal mass of the

250 T

350
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corresponding Y'(nS) state to improve the Y (nS)x invariant
mass resolution.

IV. AMPLITUDE ANALYSIS

In the limit of negligible Y(nS) width, the process
ete” - Y(nS)ztn~ — pu is described by six indepen-
dent parameters. A set of physics observables is not
unique and, in particular, depends on whether there is a
resonant state in the z7z~ or in the Y (nS)z system. As an
example, a convenient set of observables for the process
ete” —» Zfr— - Y(nS)n"n~ is the following: masses
M(Y(nS)z") and M(z"n~), the angle between the prompt
pion and the beam axis in the c.m. frame (), the angle
between the Z; and the ™ momenta calculated in the

Y (nS) rest frame [that is, the Y'(nS) — utu~ helicity angle
Hhel], the angle between the plane formed by the 'z~
system and the Y'(nS) decay plane in the Z, rest frame (¢),
and, finally, the angle between the plane formed by the
prompt pion and the beam axis and the Y'(nS) decay plane
calculated in the Z, rest frame (y). However, this set of
observables is not convenient to parametrize amplitudes
with a resonant state in the z"z~ system [such as
ete” = Y(nS)fy(980)]; thus, we use these parameters
only for visualization of fit results. The transition amplitude
is written in Lorentz-invariant form as discussed in detail in
the Appendix. The six parameters in this case are invariant
masses of six independent two-particle combinations com-
posed of four final state particles [two pions and two muons
from the Y(nS) — pp~] and initial state electron and
positron.

The amplitude analysis of the eTe™ — Y(nS)z* 7z~
transitions reported here is performed by means of an
unbinned maximum likelihood fit. Before analyzing events
in the signal region, one needs to determine the distribution
of background events over the phase space. Samples of
background events are selected in Y (nS) mass sidebands
and then fit to the nominal mass of the corresponding
Y(nS) state to match the phase space boundaries for the
signal. Definitions of the mass sidebands and the event

(b)

300

N
(=]
o

100

Events/2 MeV/c’
£ (=2} -]
o o o
R A
! ! !

N
o
T
1

#
r

« o F
v v [
~ ~ 250
5 5 &
= 150 1 = 200
N N
3 100 J @150
§ 8 100 F
5 > 100 ;
B g5 . & F
] 50
! 4 N £

o A Af;‘f:‘“‘? ot il 0 Bitma e g

9.3 9.35 9.4 9.45 9.5 9.55 9.6 9.9 9. 95
(n'n’), Gev/c?

m1ss m1ss

FIG. 2. Distribution of missing mass associated with the z* 7z~

10
(t'n’), Gev/c?

1035 104 10.5

(n*n’), Gev/c?

10.05 10.1 1025 10.3 10.45

m1ss
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(@) Y(15), (b) Y(25), (¢) Y(3S) mass region. Points with error bars are the data, the solid line is the fit, and the dashed line shows the
background component. Vertical lines define the corresponding signal region.

072003-4



AMPLITUDE ANALYSIS OF ... PHYSICAL REVIEW D 91, 072003 (2015)

TABLE L. Summary of results from the analysis of the M, (z*7~) distribution. Quoted uncertainty is statistical

only.

Final state Y(18)z 7~ Y(2S)rt Y(3S)ztx

M(z*n~) Signal, GeV/c? > 045 > 037 > 032

N gigna 2090 = 115 2476 £97 628 =41

Y Peak, MeV/c? 9459.9 £0.8 100234 £ 0.4 10356.2 £ 0.7

o, MeV/c2 8.34 7.48 6.85

M s (77 77) Signal, GeV/c? (9.430, 9.490) (10.000, 10.050) (10.335, 10.375)

Nevents 1905 2312 635

Ssig 0.937 £ 0.071 0.940 4+ 0.060 0.918 £ 0.076

M niss (777 Sidebands, GeV/c? (9.38, 9.43) (9.94, 9.99) (10.30, 10.33)
(9.49, 9.53) (10.06, 10.11) (10.38, 10.41)

Nevents 272 291 91

yields are given in Table I. Dalitz plots for the sideband  level of the background just above the n "z~ invariant
events are shown in Figs. 3(a), 3(b), and 3(c), where mass threshold. This enhancement is due to conversion of
M(Y(nS)7) pay is the maximum invariant mass of the two  photons into an e e~ pair in the innermost parts of the
Y (nS)z combinations; here the requirementon M (z*z~)is  Belle detector. Due to their low momenta, conversion
relaxed. For visualization purposes, we plot the Dalitz  electrons and positrons are poorly identified by the CDC
distributions in terms of M (Y (nS)x),,,, in order to com-  and so pass the electron veto requirement. We exclude
bine Y(nS)z" and Y(nS)z~ events. As is apparent from  this high background region by applying a requirement
these distributions, there is a strong enhancement in the  on M(z"z~) as given in Table I. The distribution of
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FIG. 3. Dalitz plots for Y(nS)z*z~ events in sidebands of the (a) Y(LS), (b) Y(2S), and (c) Y'(3S). Dalitz plots for Y'(nS)z "z~ events
in the signal region of the (d) Y(1S), (e) Y(2S5), and (f) Y(3S). Regions of the Dalitz plots to the left of the respective vertical line are
excluded from the amplitude analyses.
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background events in the remainder of the phase space is
parametrized with the sum of a constant (that is uniform
over phase space) and a term exponential in M?(z*z~) to
account for an excess of background events in the lower
M?(z*n~) region. In addition, in the Y(1§)z*z~ sample,
we include a contribution from p(770)° — 72z~ decays.

Figures 3(d), 3(e), and 3(f) show Dalitz plots for events in
the signal regions for the three final states being considered
here. In the fitto the e e~ — Y'(nS)z" 7z~ data, we consider
possible contributions from the following set of quasi-
two-body modes:  Z,(10610)*zF,  Z,(10650)*zT,
Y (nS)o(500), Y(nS)fo(980), Y(nS)f,(1270), and a
nonresonant component. The transition amplitude M-,
is written as a coherent sum of these components,

Myz, = -AZ,n + Azzﬂ + Ay, + AYfO + .Ayfz + ANgr-
(2)

Including ¢(500) in the amplitude improves the description
of Y(18)z"z~ data in the low z*z~ mass region as
compared to our previous analysis [3]. Mass and width of
6(500) are poorly defined from the data and are fixed at
600 MeV/c? and 400 MeV, respectively. The effect of this
limitation on the fit results is included in systematic studies.
Mass and coupling constants of the f,(980) state are fixed at
values defined from the analysis of B — Ktatzn:
M(£o(980)) = 950 MeV/c?, g, = 0.23, gxx =0.73
[12]. The mass and width are fixed at world average values
[13]. Parameters of Z,, states are determined from the fit to
data. A detailed description of the amplitude is given in the
Appendix.

For modes with higher Y(nS) states, the available
phase space is very limited, making it impossible to
distinguish unambiguously between multiple scalar com-
ponents in the amplitude. In these cases we fit the data
with an amplitude given by Eq. (A4); components with
statistical significance below 30 are then fixed at zero
and the fit is repeated. As a result, in the nominal model
used to fit the eTe™ — Y(25)z"z~ data, we exclude the
f0(980) amplitude. In addition, in the nominal model
used to fit the eTe™ — Y(3S)z "z~ data, we also exclude
the ¢(500) and f,(1270) components. Possible contri-
butions from higher mass scalar states are effectively
accommodated by a constant term of the nonresonant
amplitude. The total numbers of fit parameters are 16, 14,
and 10 for the final states with Y(1S), Y(25), and Y(3S),
respectively. The effect of this reduction of the amplitude
is considered in the evaluation of the systematic
uncertainties.

In the fit to the data, we test the following assumptions
on the spin and parity of the observed Z, states: J© = 17,
17, 2% and 2. Note that J* = 0" and 0~ combinations
are forbidden because of the observed Z, — Y(nS)z and
Z, = hy(mP)xr decay modes, respectively. [Since the
masses and the widths of two resonances measured in

PHYSICAL REVIEW D 91, 072003 (2015)

the hj,(mP)x and in the Y'(nS)z [3] systems are consistent,
we assume the same pair of Z, states is observed in these
decay modes.] The simplified angular analysis reported in
Ref. [5] favors the J” = 17 hypothesis; thus, our nominal
model here adopts J* = 1.

The logarithmic likelihood function £ is an incoherent
sum of a signal S and background B terms,

L= _2zln(fsigs + (1 _fsig)B)’ (3)

events

where the summation is performed over all selected
candidate events and f, is the fraction of signal events
in the data sample (see Table I). The S term in Eq. (3) is
formed from |My,,|> [see Eq. (A4) of the Appendix]
convolved with the detector resolution, and the background
density function B is determined from the fit to the
sideband events. Both § and B are normalized to unity.

For normalization, we use a large sample of signal
ete” > Y(nS)ntn~ —» ppu atn~ MC events generated
with a uniform distribution over the phase space and
processed through the full detector simulation. The simu-
lation also accounts for the beam energy spread of ¢ =
5.3 MeV and c.m. energy variations throughout the data
taking period. The use of the full MC events for the
normalization allows us to account for variations of the
reconstruction efficiency over the phase space. More details
can be found in Ref. [14]. Results of fits to Y'(nS)z "z~
events in the signal regions with the nominal model are
shown in Fig. 4, where one-dimensional projections of the
data and fits are presented. In order to combine Z; and Z;
signals, we plot the M (Y (nS)x),,,, distribution rather than
individual M (Y (nS)z") and M(Y(nS)z~) spectra.

A more detailed comparison of the fit results and the
data is shown in Figs. 5-7, where mass projections for
various regions of the Dalitz plots are presented.
In addition, comparison of the angular distributions for
the Y(1S)z"z~ final state in the Z, signal region
[M(Y(nS)7)nax > 10590 MeV/c?] and the nonresonant
region [M (Y (nS)x),,., < 10550 MeV/c?] are shown in
Fig. 8. For Y(2S)z"z~ and Y(3S)z"z~ final states,
we define the Z,(10610) region [10605 MeV/c? <

M(Y(nS)z),. < 10635 MeV/c?], the Z,(10650) region
[10645MeV /2 <M (Y (nS) ), <10675MeV /2], and the
nonresonant region [M (Y (nS)z),,, <10570MeV/c?].

Corresponding angular distributions are presented in
Figs. 9 and 10.

To quantify the goodness of fits, we utilize various
approaches. We use a mixed sample technique described in
detail in Ref. [15]. The two samples being combined are
the experimental data and MC samples generated with
the nominal model including background. The statistics in
each MC sample is 10 times that of the experiment. This
technique allows us to test if two data samples share the
same parent distribution. Its power is equivalent to that of
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the y? test for data with enough statistics and is applicable  the Y(18)z"z~, Y(2S)z "7z, and Y(3S)z" 7~ final states,
for multidimensional fits with a small data sample. From  respectively.

this analysis, we find that the nominal model and the data As an alternative approach, we calculate y? values for
are consistent at 27%, 61%, and 34% confidence levels for ~ one-dimensional projections shown in Fig. 4, combining
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max

max

any bin with fewer than nine events with its neighbor. where n; is the number of events observed in the ith bin and
A y? variable for the multinomial distribution is then  p; is the number of events expected from the model. For a

calculated as large number of events, this formulation becomes equiv-
alent to the standard »* definition. Since we are minimizing

Noins the unbinned likelihood function, such a constructed y?

7=-2> n;ln <p_> (4) variable does not asymptotically follow a typical y?

i=1 i distribution but is rather bounded by two y? distributions
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with (Nyips — 1) and (Vy,;,s — k — 1) degrees of freedom  Table II. For all final states, the nominal model provides a
[16], where k is the number of fit parameters. Because itis ~ good description of the data.

bounded by two y? distributions, it remains a useful statistic We find that the model with J¥ = 17 assigned to both
to estimate the goodness of the fits. Results are presentedin ~ Z,, states provides the best description of the data for all
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final states. Fits to the data with alternative J¥ values
assigned to the two Z, states are compared with the
nominal one in terms of the likelihood values returned
by the fits. For each model, we calculate AL = L(JF) —
Ly which is the difference in the likelihood values
returned by the fit to a model with an alternative J”
assignment and the nominal one. Results of this study
for the Y(2S)z"z~ and Y(3S8)z*z~ modes (where the
Z,x signal comprises a significant fraction of the three-

(a bifurcated Gaussian function for asymmetric distri-
butions) to estimate the probability to find AL larger
than the value in data. We find that alternative models
with the same J* assigned to both Z, states are rejected
at a level exceeding 8 standard deviations using the
Udrtn~ channel only. The comparisons of the fit result
where both Z, are assumed to be J© = 2% states (the
next best hypothesis) and the data are shown in Figs. 4
and 8-10.

body signal) are summarized in Table III. For the
Y (1S)z"z~ mode, we fit the data only to models with
the same J? assigned to both Z, states. The obtained AL
values are 64, 41, and 59 for the J® = 1~, 2*, and 2~
models, respectively.

The discrimination power is found to be mainly due to
an interference term between the Z; and the underlying
non-Z, amplitudes. The best discrimination is provided
by the ete” — Y(2S)z"n~ channel, where the two
components are comparable in size, thus maximizing
the relative size of the interference term. To cross-check
the separation power, we perform a MC study in which
we generate a large number of Y'(nS)z "z~ samples, each
with statistics equivalent to the data, and perform fits of
each pseudo-experiment with different J” models. The
obtained AL distributions are fit to a Gaussian function

In fits with different J* values assigned to the Z,(10610)
and Z,(10650) states, the smallest AL value is provided
by the model with Z,(10610) assumed to be a 11 state
and Z,(10650) a 27 state, as shown in Table III. A similar
study with MC pseudo-experiments shows that this alter-
native hypothesis is rejected at a level exceeding 6 standard

deviations.

Finally, we note that multiple solutions are found in
the fit to the Y(1S)z "z~ and Y(2S)z" z~ final states. This
is due to the presence of several S-wave components in
the three-body amplitudes for these modes. While the
overall fraction of the S-wave contribution is a well-defined

TABLE III.

Results of the fit to Y(2S)ztz~ [Y(3S)z" 7]

events with different J” values assigned to the Z,(10610) and
Z,(10650) states. Shown in the table is the difference in £ values
for fits to an alternative model and the nominal one.

) Z,(10650)
TABLE 1II. Results of the x?/nmyy,, calculations for one-
dimensional projections shown in Fig. 4. Z,(10610) 1" 1~ 2t 2-
— _ _ 1" 0(0) 60(33) 42(33) 77(63)
YUSrta  XY@S)#Tam  XBHrA - 226(47)  264(73)  224(68)  277(106)
M(Y'7) s 61.5/53 46.6/54 12.0/20 2 205(33)  235(104)  207(87) 223(128)
M(ztz™) 68.3/49 45.1/48 18.6/20 2~ 289(99)  319(111)  321(110)  304(125)
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TABLE IV. Results on cross sections for three-body e*e™ — Y(nS)z*z~ transitions. The first quoted error is
statistical and the second is systematic. The last line quotes results from our previous publication for comparison.

Final state Y(1S)at 7~ Y(2S)at 7~ Y(3S)atz™
Signal yield 2090 + 115 2476 + 97 628 £ 41
Efficiency, % 459 39.0 24.4

By (ns) syt % [13] 2.48 +0.05 1.93 £0.17 2.18 £0.21
G‘E’ife,_m(ns)’ﬁﬂ,, pb 1.51 £0.08 £ 0.09 2.71 £0.11 £0.30 0.97 £0.06 £0.11

2294+0.12+0.14
1.61 £0.10+£0.12

ae'*e’—»Y(nS)ﬂ*n” pb
gzl‘se’aY(nS)n Fr=> pb [IJ

4.11+0.16 £0.45
2354+0.19+£0.32

1.47 £0.09 £0.16
1447032 £0.19

quantity, the individual components are strongly corre-
lated and thus poorly separated by the fit. Because of
this effect, we do not present relative phases and fractions
of individual S-wave contributions except for the
Y(15)fo(980) mode, whose parameters are well defined
due to a prominent interference pattern. The effect of
multiple solutions on other fit parameters is included as a
systematic uncertainty.

V. RESULTS

The cross sections of the three-body e™e™ — Y(nS)z* 7~
processes are calculated using the following formula:
vis

Ot e =>Y(nS)rta

1+ 5ISR

Octe =Y (nS)ata —

NY(nS)ﬂ*;r“

L By ()=t * €x(ns)t 2 (1 + Oisr)
(5)

where o,; is the visible cross section. The ISR correction
factor (1 + Sgr) = 0.659 + 0.015 is determined using for-
mulas given in Ref. [17], where we use the eTe™ —
Y (2S)z" 7~ cross section measured in Ref. [18]. The quoted
uncertainty in the ISR correction factor is due to uncertainty
in the Y(10860) parameters, assumption on the nonreso-
nance component and selection criteria. The integrated
luminosity is measured to be L = 121.4 fb~!', and the
reconstruction efficiency &y (,s),+,~ (including trigger effi-
ciency and final state radiation) is determined from
the signal MC events generated according to the nominal
model from the amplitude analysis. For the branching
fractions of the Y'(nS) — utu~ decays, the world average
values are used [13]. Results of the calculations are sum-
marized in Table IV. The Born cross section can be obtained
by multiplying Eq. (5) by the vacuum polarization correc-
tion factor, |1—T1]>=0.9286 [19]. The Y(10860) —
Y(nS)ztz~ branching fractions listed in Ref. [13] can
be obtained by dividing our results for 6*** in Table IV by
the ete™ — bb cross section measured at the Y(10860)
peak, 6,+,-_;(v/s = 10866) = 0.340 £ 0.016 nb [20].

The dominant sources of systematic uncertainties con-
tributing to the measurements of cross sections for the
three-body e"e™ — Y(nS)z*z~ transitions are given in
Table V. The uncertainty in the signal yield is estimated by
varying fit parameters within 1 standard deviation one by
one and repeating the fit to the corresponding M (7177
distribution. The uncertainty in the muon identification is
determined using a large sample of J/w — u"u~ events
in data and MC and is found to be 1% per muon. The
uncertainty in tracking efficiency is estimated using par-
tially reconstructed D*~ — 7~ D°[Kz"7~] events and it is
found to be 0.35% per a high momentum track (muons
from Y (nS) — u*pu~ decays) and 1% per a lower momen-
tum track (pions). The uncertainty in the radiative correc-
tion factor is determined from a dedicated study. It is found
to be due mainly to the uncertainty in the parametrization
of the energy dependence of the eTe™ — Y(nS)ztz~ cross
section, the uncertainty in the c.m. energy and the selection
criteria. All contributions are added in quadrature to obtain
the overall systematic uncertainty of 6.2%, 10.9%, and
11.4% for n = 1,2, and 3, respectively. Our results for
ovis(ete™ = Y (nS)ntz~) may be compared with the
previous measurements by Belle performed with a data
sample of 21 fb~! [1] (see last line in Table IV). We find
that the two sets of measurements are consistent within
uncertainties.

Results of the amplitude analysis are summarized in
Table VI, where fractions of individual quasi-two-body

TABLE V. List of dominant sources of systematic uncertainties
(in percent) contributing to the measurement of three-body
ete” = Y(nS)n"a~ cross sections.

Final state Y(1S)ztz~  YQ2S)ztz~ Y(3S)atz
By (ns) syt [13] 2.0 8.8 9.6
Signal yield 4.5 53 4.9
Muon ID 2.0 2.0 2.0
Tracking 2.7 2.7 2.7
ISR correction 2.0 2.0 2.0
Luminosity 1.4 1.4 1.4
Total 6.2 10.9 11.4
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TABLE VI. Summary of results of fits to Y'(nS)z"z~ events in the signal regions.

Parameter Y(1S)zt 7~ Y(2S)atz~ Y(3S)atx™

T 7710610y % 4.8 +1.273 18.1 +3.1732 30.0 £ 6.373
Z,(10610) mass, MeV/c? 10608.5 + 3.4737 10608.1 £ 1.27)3 10607.4 + 1.5798
Z,(10610) width, MeV 18.5 4 5.3751 20.8 £2.5°93 18.7 +3.4173

fz; 050> % 0.87 +0.32101¢
Z,(10650) mass, MeV /c? 10656.7 + 5.0}
Z,(10650) width, MeV 1214113427
¢, degrees 67 £3612

0.40 £ 0.12799
14.6 = 1.5753
86.5 £3.2733
6.9+ 1.6798

CZ/,(10650)/CZ,,(10610)
FY@s)f,(1270)> %
FY0S)(xt7)gs Po
S ns)f,(980)> %

4.05 £ 1.279%3
10650.7 + 1.5703
14.2 37799
—10 4 13733
0.53 £0.077957
4.09 £ 1.07933
101.0 £4.2753

133 +3.6729
10651.2 + 1.0703
9.3 +£2.2"03
—5+22718
0.69 £ 0.09" 5%

44.0+6.27}%

modes, masses and widths of the two Z,, states, the relative
phase ¢, between the two Z, amplitudes and fraction
CZ10610/ €Z10es, Of their amplitudes are given. The fraction fy
of the total three-body signal attributed to a particular
quasi-two-body intermediate state is calculated as

2
P )

f|MY(nS)mr| dQ
where Ay is the amplitude for a particular component
X of the three-body amplitude My (,5).,, defined in the
Appendix. For amplitudes where the z" 7z~ system is in an
S-wave, we do not calculate individual fractions for every
component but present the result only for the combination
Y(nS)(zntz)g of all such components. The only excep-
tion is made for the Y(15)f,(980) component. The
statistical significance of this signal, determined as
Ly, — Ly, where Ly is the likelihood value with the
f0(980) amplitude fixed at zero, exceeds 8 standard
deviations. Note that the sum of the fit fractions for all
components is not necessarily unity because of the
interference. Statistical uncertainties for relative fractions
of intermediate channels quoted in Table VI are deter-
mined utilizing a MC pseudo-experiment technique. For
each three-body final state, we generate a large number
of MC samples, each with statistics equivalent to the
experimental data (including background) and with a
phase space distribution according to the nominal model.
Each MC sample is then fit to the nominal model, and
fractions f; of contributing submodes are determined.
The standard deviation of the f; distribution is then taken
as the statistical uncertainty for the fraction of the
corresponding submode; see Table VI.

Combining results for the three-body cross sections from
Table IV with the results of the amplitude analysis from

Table VI, we calculate the product Ozip X By (ns)x%> Where
Ozin® is the cross section of the e "¢~ annihilation to ZFz¥

and By(,s),+ is the branching fraction of Z decay to
Y (nS)n*:

07=(10610)z% X BT(ls)ﬁ =110+ 2738 fb
0z+(10610)z% X Bys)s = 744 + 127320 fb
0710610y X Br(zs)er = 442 £ 9315 b
0Z7+(10650)2% X By (1527 =20 + 7t§ fb
0Z7%(10650)x+ X BY(zs)ﬁ =167+ 495‘? fb

07=(10650)z% X By (3s). = 196 & 54133 fb. (7)

The main sources of systematic uncertainties in the

amplitude analysis are as follows.

(i) The uncertainty in parametrization of the transition
amplitude. To estimate this uncertainty, we use
various modifications of the nominal model and
repeat the fit to the data. In particular, for the
Y(1S)z"z~ and Y(2S)z"z~ channels, we modify
the parametrization of the nonresonant amplitude,
replacing the 5,3 dependence from linear to a /s»3
form and replacing the Y(nS)f,(1270) amplitude
with a D-wave component in the nonresonant
amplitude. For the Y(3S)z" 7z~ channel, we modify
the nominal model by adding various components
of the amplitude initially fixed at zero: a
Y (3S)f>(1270) component with an amplitude and
phase fixed from the fit to the Y'(15)z"z~ channel.
We also fit the Y(3S5)z "z~ data with the nonreso-
nant amplitude set to be uniform. To estimate
dependence on parametrization of the Z,z ampli-
tudes, we repeat the fit to the data with a Z,, line
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shape parametrized by a Flatté function with a
coupled channel being BB* + c.c. and B*B* for
the Z,(10610) and Z,(10650), respectively. Finally,
we fit the data with the mass and width of ¢(500)
state floating. In this case the fit to the Y/(1S)z "z~
data returns the value of 630 4= 420 MeV/c? for the
mass and 730 + 560 MeV for the width. Variations
in fit parameters and fractions of contributing
channels determined from fits with these models
are taken as an estimation of the model-related
uncertainty [below 12% for Y(2S)z"z~ and
Y(3S)ztn~, up to 30% for Y (18)z "z ~].

(i) Multiple solutions found for the Y(1S)z"z~ and
Y(2S)z"z~ modes are treated as a model-related
uncertainty, with variations in fit parameters in-
cluded in the systematic uncertainty (up to 9%).

(iii) Uncertainty in the c.m. energy leads to uncertainty
in the phase space boundaries. To estimate the
associated effect on fit parameters, we generate a
normalization phase space MC sample that cor-
responds to E.,+3 MeV, where E_, is the
nominal c.m. energy, and we refit [below 3%
for Y(1S)ztz~ and Y(2S)z"z~ and up to 8%
for Y(3S)z" 7" ].

(iv) Uncertainty in the fraction of signal events fg, in
the sample. To determine the associated uncertain-
ties in fit parameters we vary f, within its error and
repeat the fit to the data. We also fit the data with [,
relaxed (from 4% to 7%).

(v) Uncertainty in the parametrization of the distribution
of background events. We repeat the fit to the data
with a background density set to be uniform over the
phase space (from 3% to 5%).

(vi) Uncertainty associated with a requirement on
M(n"z~). To estimate the effect, we remove this
requirement and repeat the analysis (below 6%).

(vii) Uncertainty associated with the fitting procedure.
This is estimated from MC studies (below 4%).

The relative contribution of each particular source of
the systematic uncertainty to the overall value depends
on the three-body Y(nS)ztz~ channel and on the
particular mode. Systematic uncertainties in all param-
eters determined from the fit to the Y'(1S)z"z~ data are
dominated by model-related uncertainties. Contributions
of sources of systematics listed above to uncertainties in
parameters determined from fits to the Y(2S)z"z~ and
Y(3S)z"n~ data are more uniform. All the contribu-
tions are added in quadrature to obtain the overall
systematic uncertainty.

VI. CONCLUSIONS

In conclusion, we have performed a full amplitude
analysis of three-body eTe™ — Y(nS)ztz~ (n=1,2,3)
transitions that allowed us to determine the relative
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fractions of various quasi-two-body components of the
three-body amplitudes as well as the spin and parity of the
two observed Z, states. The favored quantum numbers
are J¥ = 1% for both Z, states, while the alternative
JP =17 and J¥ = 2* combinations are rejected at con-
fidence levels exceeding 6 standard deviations. This
is a substantial improvement over the previous one-
dimensional angular analysis reported in Ref. [5]. This
is due to the fact that the part of the amplitude most
sensitive to the spin and parity of the Z, states is the
interference term between the Z,7 and the nonresonant
amplitudes. Thus, the highest sensitivity is provided by
the ete™ — Y(2S)z "z~ transition, where the two ampli-
tudes Z,7 and the nonresonant one are comparable in
size. The measured values of the spin and parity of the Z,
states are in agreement with the expectations of the
molecular model [21] yet do not contradict several
alternative interpretations [22].

We update the measurement of the three-body e*e™ —
Y(nS)ztz~ cross sections with significantly increased
integrated luminosity compared to that in Ref. [1]. The
results reported here supersede our measurements reported
in Ref. [1]. We also report the first measurement of the
relative fractions of the e"e™ — Z] " transitions and the
first observation of the ee™ — Y(15)f((980) transition.
Finally, we find a significant contribution from the e*e™ —
Y(1S) (71 77) pywave amplitude but cannot attribute it unam-
biguously to the Y(15)f,(1270) channel: the data can be
equally well described by adding a D-wave component to
the nonresonant amplitude.
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APPENDIX: THE e*e” — Y (nS)n"z~ AMPLITUDE

Here, we present a Lorentz invariant form of the
amplitude for the ete™ — [Y(nS)m|ny, Y(nS) - putu~
transition. The amplitude might consist of several compo-
nents, each describing a quasi-two-body process with a
certain spin and parity of the intermediate state. The
following symbols are used: P, P_, K, K,, P| and P,
are 4-momenta for the initial state e™, ¢~, and final state u ™,
U=, my; and 7y, respectively; Qg =P+ P,; Q1 = O, + P»;
0, =K, +K,; Pp= Q1+ Py; and &5 and ¢, are polari-
zation vectors for the virtual photon and Y(nS),
(n=1,2,3), respectively. Greek indices denote 4-momenta
components and run from 0 to 3. The eTe™ - Y(nS)zt 7z~
amplitude can be written as

MY‘(nS)zm = Me*e’—»Y(nS)n’*ﬂ’MY(nS)—ﬁﬁ;F

= %Oﬂygrlygz(ﬁlyauZ) (Al)

and
|MY(nS);m|2 = Eg 6154Ouvgzygzsp(KlyaK2ya’)E;;a/g;{ O;/yr’
(A2)

where u,; are the muon spinors. Performing the summation
over the repetitive Greek indices and neglecting the muon
mass, one obtains

RY = ;7 €2Sp(K v Kavo )€ €4

= 4(KYKY + K5KY — g%/ (K1 - K3)).  (A3)
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where (K, -K,) =g, K{K4, and we used e =

g — % Thus, we arrive at
2

My (ns)2e]* = 81 O, R 051 (A4)
where, neglecting the electron mass,
PL.P” + PrPY,

g = BEAPP) g (as)

(Py-P_)

which is in the c.m. frame with the z-axis along the e~
momentum & = 1if y =v = 1,2 and & = 0 otherwise.
The factor O,, depends on the dynamics of the e*e™ —
Y(nS)zm, process (see below). In what follows, we
consider only the following possible contributions to
the three-body amplitude: ete™ — Z,x, Z, — Y (nS)n,
and e*e” — Y(nS)(775) p, Where (z,7,)g , denotes the
system of two pions in an S- and D-wave configuration,
respectively. We consider the following combinations of
spin and parity of the intermediate Z,, state: ng =1%,1-,
27 and 2~. Factors 0,, corresponding to these six
amplitudes are given below.
(nH J% .= 17. Although both P- and F-waves are
allowed for the =z, here (and in the case of
JZ = 27), the F-wave is substantially suppressed

by the phase space factor, so we keep only the
P-wave component of the amplitude

0%2 = 8Z€”apr0yQ1p€a€wakQ15Q2K
= g"“((Py- 01)(Q1-Q2) — (Py - 02)01)
+ Q5P 0T — Q5 04(Py - Q)

+ Q101 (Py - Oy) — Q1P;(Q1 - Q). (A6)

2) JZ = 1". In this case (as well as in the case of
JZ =27%) S- and D-waves are allowed for the x,.

We keep only the S-wave since the D-wave is
suppressed by the phase space factor. Thus

Oy, = (¢ + arP{P})eiep(¢” + arPyPY)
= g™ + a,P\P! + a, P4 P}
ol
0}

1
+ aoa]GQPIPlz/,

(1—=a(Qy-Py)+ax(Q, - Py))

(A7)

where
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(Q1-P)(Qy-Py).
0} ’
(Po- Q1) — /P30T

ay = (Py - Pp) —

TP
) . ay)
= (01-0,) — V0103 (A3)

(02 Py —m2Q%

Qlan,/i)

and 828/3 = (ga/i - Q%

3) Jb =2,
01;";1'2 = S;‘[}gﬂaw)POyQI/JPgS(rTgymsKQlﬁQZKQE' (Ag)

Taking into account that

1 1
Eqpos = 3 (GaoGps + GosGps) — gGaﬁGoé’
(A10)

0140915

where G5 = — , We obtain
aff ga/)’ Q%

a Pﬂ v
o — v “o 211
A
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1
Oy, =3 [(g”y[(Po 01)(Q1-02) — (Po- 02) 0]
+ Q5POT — 0504 (Py- Q1)
+ Q1% (Py- Q,) — O PH(Q: - 0)))

x <(P0-Q2) P QI)Q(%QI 'Q2)> —d”d”],

(Al1)

where d* = e‘:aﬂPgQ‘f’Qg and &, = ¢""€s4p and
Equqp 1S N antisymmetric tensor.
4 JZ =27,

O, = 5, (9" + a P P§)Pfe(g™ + ar PP) Ph

and

P + PgPZ <a0a2 — (Ql ' Pl)) + P’fplll <a0a1 — (Ql : P2)>

20}

(Po00)(Q1 0:)+3(01 - P(Q1 - P2) =5 Py PO + (P Q1) (30} ~ (1 P2

+a;((Q1 - 02)(m207 — (01 - P1)?)) 4+ 3ag03(a; (Q) - Py) —ax(Qy - Py))

~ aay(3aR0 — (m2Q% — (01 - P)?) (202 — (0, - P2>2>>} ,

where factors ag, a;, and a, are the same as in Eq. (A7).

In the case of production of the ztz~ system with
defined spin and parity, we assume that spin structure of the
bb pair is not modified and the 7z~ system is produced in
an S-wave with respect to the Y(nS) state and decays
depending on its spin. We consider two cases: the relative
angular momentum of the two pions being equal to zero

(decay in an S-wave) and equal to two (decay in a D-wave).
|

Z(POPI)(QOP])(PO QO)

(A12)

[

The O* factor for these parts of the three-body eTe™ —
Y (nS)z*x~ amplitude can be written as follows.

(5) S-wave.
(Po-Qy) — /P05
(Qo-02)* — 0505

05 = g" + Q0% (A13)

(6) D-wave.

Op = O0F |(Po- P1)* — >
9

The combined O* in Eq. (A4) is then calculated as

L (Po-Q0)*(Qo-P1)” 1 (P%—M> <m2 _Mﬂ

o4 3 03 " 03

(A14)

0" = ag(sy3) OF + ap(s23) O + ¢z, (az,(s12) Oy, + az,(513)Oy)) + ¢z, (az,(512) Oy, + az,(s13) O,

(A15)
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where s, = M*(Y(nS)x,), s13 = M*(Y(nS)n,), and
53 = M?(nt7™) (sy3 can be expressed via s, and s3
but we prefer to keep it here for clarity); ¢z, and o, are
free parameters of the fit. Note that the Z; amplitudes
in Eq. (A15) are symmetrized with respect to z; and 7z,
interchange to obey isospin symmetry.

In this analysis, the S-wave part of the amplitude is
comprised of the following possible modes: Y'(nS)s(500),
Y (nS)fy(980) and a nonresonant one, that is,

as(sy) = c,e%a,(sy) + cfoei5f-0af0(523) + AR (s593),

(A16)

where a,(s,3) is a Breit-Wigner function and ay (s23) is
parametrized by a Flatté function. Following the suggestion
given in Refs. [23,24], the nonresonant amplitude ANR (s,5)
is parametrized as

ANR(53) = NRe®T" 4 R sy, (A17)
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The D-wave part of the three-body amplitude consists of
only the Y (nS)f,(1270) mode

ap(sy) = sz“v’lﬁfzaf2 (523)s (A18)
where ay, (s,3) is a Breit-Wigner function with the mass and
width fixed at world average values [13]. In the study of a
model-related uncertainty, we also fit the data with ay, (s523)
replaced by just an s,3 term to represent a possible D-wave
component of the nonresonant amplitude. Parameters cy,
cRR, and phases 6y and &Y in Eqs. (A16)~(A18) are free
parameters of the fit. Finally, terms a (s) in Eq. (A15) are
parametrized by Breit-Wigner functions with masses and
widths to be determined from the fit.

Since we are sensitive to the relative phases and ampli-
tudes only, we are free to fix one phase and one amplitude in
Eq. (A15). In the analysis of the Y'(15)z"z~ mode, we fix
MR = 1 and 8i* = 0; in the analysis of the Y'(2S)z" 7z~ and
Y(3S)z 72~ modes, we fix the amplitude and the phase of
the Z,(10610) component to ¢z, = 1 and & = 0.
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