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Nuclear quantum effects of light and heavy water studied
by all-electron first principles path integral simulations
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2Mizuho Information and Research Institute, Inc., 2-3, Kandanishiki-cho, Chiyoda-ku, Tokyo 101-8443, Japan

(Received 14 August 2017; accepted 8 November 2017; published online 5 December 2017)

The isotopologs of liquid water, H2O, D2O, and T2O, are studied systematically by first princi-
ples PIMD simulations, in which the whole entity of the electrons and nuclei are treated quantum
mechanically. The simulation results are in reasonable agreement with available experimental data
on isotope effects, in particular, on the peak shift in the radial distributions of H2O and D2O and
the shift in the evaporation energies. It is found that, due to differences in nuclear quantum effects,
the H atoms in the OH bonds more easily access the dissociative region up to the hydrogen bond
center than the D (T) atoms in the OD (OT) bonds. The accuracy and limitation in the use of the
current density-functional-theory-based first principles PIMD simulations are also discussed. It is
argued that the inclusion of the dispersion correction or relevant improvements in the density func-
tionals are required for the quantitative estimation of isotope effects. Published by AIP Publishing.
https://doi.org/10.1063/1.5000091

I. INTRODUCTION

Understanding the hydrogen-bonded structure of liquid
water has been a long-standing topic of general interest in
chemical physics due to the ubiquity of water. In recent years,
the structure of liquid water has been frequently studied by first
principles or ab initio molecular dynamics (MD) simulations
owing to computational and methodological advances.1–21

Molecular interactions are computed from electronic struc-
ture calculations on the fly along the molecular trajectory.
Such simulations, without the use of any empirical parameters,
enabled the direct comparison between theory and experiment.
Much effort has been devoted to improve the quality of the
simulations, but complete agreement has not been reached
yet with respect to the true structure of water. In fact, it
has been reported that density functional theory (DFT) cal-
culations tend to promote overstructuring of liquid water,
which results in a melting point higher than in reality.22–24

As the fundamental error in the simulations would be from
the electron correlation issue, elaborations have been made to
the choice of exchange-correlation functionals (for a recent
review, see, e.g., Ref. 2), van der Waals corrections9,13,14,25–28

(for a recent review, see also, e.g., Ref. 2), or post Hartree-
Fock theories13,17–19,29,30 used instead. Meanwhile other errors
may arise from sampling issues,31,32 small system sizes,6,31 the
choice of pseudopotentials(see, e.g., Ref. 33), the basis func-
tions,34 wavefunction optimizations, etc. (for a recent review,
see also, e.g., Ref. 2). Investigations are still under way on these
topics.

In the present paper, our main focus is on the nuclear quan-
tum effects (NQEs) that lead to differences between the struc-
tures of light and heavy water. In standard first principles MD
simulations, it is assumed that the atoms (nuclei) are classical
particles that obey classical statistics. One of the important
outcomes of classical statistics is that the atomic mass does

not affect thermodynamical properties, such as the structures,
energies, free energies and their derivatives, etc. However this
is clearly a theoretical drawback since it is experimentally
evident that the thermodynamics are different under isotopic
substitution. Since it is known that the Born-Oppenheimer
approximation can accurately describe the potential energy of
the electronic ground state, isotope effects on the thermody-
namics are consequences of nuclear quantum effects. There-
fore nuclear quantum effects play a vital role in distinguishing
the properties of light and heavy water. Conversely the ther-
modynamic changes that occur with respect to the deuteration
and tritiation of water are a sign that the quantum nature of
the light proton is suppressed by the heavier deuteron or triton
replacements.

One of the useful approaches to account for nuclear
quantum effects is path integral molecular dynamics (PIMD),
which is a general simulation method based on Feynman’s
imaginary-time path integral (PI) formulation of quantum sta-
tistical mechanics.35,36 The PI theory within the second-order
Suzuki-Trotter expansion establishes an isomorphism between
the quantum statistics of a particle and the classical statistics
of a ring polymer coupled by harmonic springs.37 Accord-
ingly the quantum statistics for a system composed of many
atoms can be obtained from the classical ensemble generated
by the molecular dynamics simulation of a system of many
ring polymers.38 The method can be generalized as first prin-
ciples or ab initio PIMD when combined with corresponding
electronic structure calculations at a given level of theory.39–42

The nuclei and the electrons involved in the electronic structure
calculations are thereby treated quantum mechanically, and all
entities can be considered fully in first principles PIMD based
on all-electron calculations.

A first principles PIMD simulation of liquid water was
first reported by Chen, Ivanov, Klein, and Parrinello in
2003, based on the Car-Parrinello approach for a system of
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64 water molecules [with the Becke-Lee-Yang-Parr (BLYP)
exchange-correlation functional, norm-conserving pseudopo-
tential, and 16 beads].21 Interestingly they reported that the
structure of H2O is almost the same as D2O even in the pres-
ence of simulated nuclear quantum effects. The first peak of the
oxygen-oxygen radial distribution of D2O was slightly higher
than that of H2O, but this was in contrast to the results of
path integral simulations using force fields based on empirical
modeling43,44 and experiment.45 In 2008, another first prin-
ciples PIMD simulation of liquid water by Morrone and Car
based on the Car-Parrinello approach for a system of 64 water
molecules (with the BLYP exchange-correlation functional,
Troullier-Martins norm-conserving pseudopotential, and 32
replicas) found that nuclear quantum effects do significantly
soften the structure.46 The first peak of the oxygen-oxygen
radial distribution from the PIMD simulation of H2O is lower
than from the MD simulations of H2O. Thereafter first prin-
ciples PIMD simulations were used to study the structure of
liquid H2O, the structure of H2O and D2O in the liquid-vapor
interface,47,48 and the fractionation ratio of H2O and D2O of
liquid and vapor.49,50 In recent first principles PIMD simula-
tions of liquid H2O, the focus was on the nuclear quantum
effect on the hydrogen bond structure and its impact on the
electronic structure,19,20 etc. However “on-the-fly” first princi-
ples PIMD simulations on the structural isotope effect of H2O
and D2O in the bulk liquid phase have not been presented since
the first report in 2003.

In this paper, we report first principles PIMD simulations
of light and heavy water in a systematic manner as follows. Our
focus will be on comparing the hydrogen-bonded structures of
H2O, D2O, and T2O in the liquid state at room temperature.
For the first time, the radial distributions of H2O and D2O from
first principles PIMD simulations are compared against exper-
imental data.45,51,52 Furthermore a hydrogen-bonded analysis
of these isotopologs is presented, following the suggestions
of Ceriotti, Cuny, Parrinello, and Manolopoulos.53 We use an
all-electron calculation based on the projector augmented wave
(PAW) method in which the valence orbitals are kept orthogo-
nal to the core orbitals.54 This is in contrast to many of the pre-
vious PIMD simulations in which only the valence orbitals are
explicitly solved based on the pseudopotential method. In addi-
tion, the path integral sampling is conducted directly using the
conventional Suzuki-Trotter scheme without any approxima-
tions. All the electrons and nuclei are thereby treated quantum
mechanically based on first principles. The important assump-
tions are simply the Born-Oppenheimer approximation, the
density functional (BLYP-D2 in the present study), and the
system size (64 water molecules). The impact of the D2 dis-
persion correction is studied systematically for the first time
in the presence of the nuclear quantum effect for H2O, D2O,
and T2O.

To our knowledge, this is the first study of liquid T2O using
first principles simulations. Apart from the viewpoint of basic
science, the chemical properties of tritiated water are impor-
tant data in the context of the separation of nuclear waste and
the impact on environment. In particular, for the contaminated
water generated since the 2011 Fukushima nuclear power
plant accident, it is tritium that has not been still separated
due to its high expense and low efficiency. To develop a new

tritium separation technique using nanostructured materials, a
contribution from computational science is currently required,
see, e.g., Refs. 55 and 56.

II. METHOD

In this work, we carried out first principles path inte-
gral molecular dynamics (PIMD) calculations of H2O, D2O,
and T2O in the liquid and gas phases. We also carried out
first principles molecular dynamics (MD) calculations of H2O
in the liquid and gas phases to study the cases without the
nuclear quantum effect. For convenience, the MD and PIMD
calculations are hereafter called the classical and quantum
simulations, respectively.

All the calculations were undertaken using a combina-
tion of the PIMD code,57 which is capable of path integral
molecular dynamics simulations, and the VASP code,58–62

which enables calculation of the electronic structure based
on PAW method allowing for hierarchically parallel computa-
tion.63 The electronic structure calculations are based on den-
sity functional theory with the Becke-Lee-Yang-Parr (BLYP)
exchange64,65 correlation functional with Grimme’s D2 van
der Waals correction.66 The plane wave basis functions were
employed with a cutoff at 400 eV. Only the Γ-point of the
Brillouin zone was computed.

The quantum and classical simulations were carried out
based on the Born-Oppenheimer scheme where the self-
consistent-field (SCF) convergence criteria was set to be 1.0
× 10�5 eV. For the liquid phase, the system was composed
of 64 water molecules in a cubic box with the side length of
12.417 Å, which amounts to 1.00 g/cm3 in the case of H2O,
with periodic boundary conditions applied. For the gas phase,
the system was composed of one water molecule in the cubic
box of the same size. The temperature was controlled at 300
K with Nosé-Hoover chain (NHC) thermostats67–69 massively
attached to each degree of freedom to efficiently generate the
NVT ensemble. An imaginary time slice of the second-order
Suzuki-Trotter expansion (the number of beads) of P = 16 was
employed for all the quantum simulations. Two independent
studies have found earlier that the use of P = 16 is on the
edge of convergence for path integral simulations of water at
room temperature with respect to the energies70 and the inter-
atomic distributions.71 The quantum and classical simulations
were 21 ps each, of which 6 ps and 15 ps were taken for the
equilibration and the production runs, respectively. The sta-
tistical convergence of the results was checked by the block
averages. We provide the results along with the error esti-
mates from the blocks of two halves of the production runs.
For efficient sampling, the simulations were launched from
the equilibrated structures of preliminary simulations using an
empirical force field. The time step size was chosen to be ∆t
= 0.25, 0.35, and 0.43 fs for H2O, D2O, and T2O, respectively,
which are sufficiently shorter than the respective time scales of
molecular vibrations. The multiple time scale technique with
the reversible reference system propagator algorithm (RESPA)
was employed to integrate the NHC thermostats five times per
∆t.72 In the quantum simulations, the equation of motion was
solved in the normal mode representation to enable an efficient
sampling of beads having stiff harmonic interactions.73 Using
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this setting, it was confirmed that the simulations conserve
energy.

We have used two parallel computer systems (BX900 with
1024 cores and ICE-X with 1536 cores) in JAEA. A single step
of PIMD calculations required 26 s on BX900 and 14 s on ICE-
X. We note that the present PIMD simulations are based on
the explicit Suzuki-Trotter expansion, the Born-Oppenheimer
scheme, and the all-electron PAW method, which is com-
putationally more expensive than most of the previous first
principles calculations of liquid water.2

In obtained MD step data, for convenience, the hydro-
gen bond is defined following the convention by Luzar and
Chandler.74 Two water molecules were assumed to be hydro-
gen bonded when the intermolecular O· · ·O distance was less
than 3.5 Å and simultaneously one of the O· · ·H–O angles was
less than 30◦.

III. RESULTS AND DISCUSSIONS
A. Hydrogen-bonded structures

Snapshots from the present classical and quantum sim-
ulations are shown in Fig. 1. In the classical simulations,
the atomic nuclei were described as classical point particles
[Fig. 1(a)]. Since the classical canonical ensemble generated
in the classical simulation is identical under isotopic substi-
tutions, the molecular structures and the energies obtained
should be identical for D2O and T2O. Therefore all the statis-
tical results will also be identical. In the quantum simulations
shown in Figs. 1(b)–1(d), the quantum nuclei are described
by sets of beads, i.e., members of the ring polymer in the

imaginary-time path integral representation. The spatial spread
of the beads is due to the quantum fluctuations arising from the
uncertainty principle. The quantum canonical ensembles gen-
erated by the quantum simulations reflect the effects of nuclear
mass and thus the isotopic effects on the molecular structure
and energies, in contrast to the classical simulation. The quan-
tum fluctuations of H2O are larger than those for D2O and
T2O because H is stronger than D and T in quantum nature.
However quantum fluctuations are not negligible even for the
heaviest T2O, as can be judged visually by comparing Figs.
1(a) and 1(d).

B. Thermodynamic averages

In Table I, we list the thermal averages of the OH bond dis-
tance, 〈rOH〉, and the HOH bond angle, 〈θHOH〉, for liquid and
gaseous water, and the evaporation energy for liquid water,∆U,
obtained from the classical and quantum simulations along
with the ranges of statistical error. The results are compared
with those from the previous path integral simulations based
on ab initio second-order Møller-Plesset perturbation (MP2)
theory75 and the empirical SPC/F2 model.76 Comparisons are
also drawn with available experimental data.77,78

Comparing the classical and quantum simulations, we find
that the nuclear quantum effect results in a stretching of the
〈rOH〉 distance from 0.995 Å to 1.014 Å in liquid water. The
〈rOH〉 distances for liquid D2O and T2O are within this range.
The 〈rOH〉 distance in liquid water is longer than that in gaseous
water because of the hydrogen bonding. However the nuclear
quantum effect itself is mainly inherited from gaseous water,

FIG. 1. Snapshots from the simulations of liquid water.
(a) Classical simulation of H2O and quantum simulations
of (b) H2O, (c) D2O, and (d) T2O. The red and white
circles represent nuclear positions (nuclear bead posi-
tions) of oxygen and hydrogen, respectively, in classical
(quantum) simulations.
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TABLE I. Bond lengths, bond angles, and evaporation energies.a

Method System 〈rOH〉 (Å) 〈θHOH〉 (deg) ∆U (kcal/mol)

Classical (PAW/BLYP-D2)b Liquid H2O 0.995 ± 0.000 106.5 ± 0.09 11.86 ± 0.17
Gaseous H2O 0.978 ± 0.000 105.0 ± 0.06

Quantum (PAW/BLYP-D2)b Liquid H2O 1.014 ± 0.000 106.5 ± 0.08 11.17 ± 0.10
Liquid D2O 1.008 ± 0.000 106.3 ± 0.00 11.53 ± 0.10
Liquid T2O 1.006 ± 0.001 106.6 ± 0.14 11.78 ± 0.08
Gaseous H2O 0.992 ± 0.000 104.7 ± 0.08
Gaseous D2O 0.989 ± 0.000 104.7 ± 0.05
Gaseous T2O 0.985 ± 0.000 104.8 ± 0.22

Classical (MP2)c Gaseous H2O 0.966 105.4
Quantum (MP2)c Gaseous H2O 0.981 105.0

Gaseous D2O 0.976 105.0

Classical (SPC/F2)d Liquid H2O 1.021 104.1
Quantum (SPC/F2)d Liquid H2O 1.019 104.9 9.7

Liquid D2O 1.020 104.6 10.3

Expt.e Liquid H2O 10.0
Liquid D2O 10.4

Expt.f Gaseous H2O 0.9743 104.52

aIf the error is represented as all digits being filled with zero, e.g., 0.000 and 0.00, it means that the error is less than the reported
precision.
bThis work.
cPath integral simulations based on ab initio MP2 theory.75

dPath integral simulations based on empirical SPC/F2 model.76

eValue derived from the experimental vaporization enthalpy, ∆H,78 with the ideal-gas approximation, ∆U = ∆H � RT.
fReference 77 and references therein.

as it stretches the 〈rOH〉 distance from 0.978 Å to 0.992 Å.
The distances for gaseous D2O and T2O are within this range.
This result is reasonable since the same trend was found in
the previous ab initio MP2 simulations of gaseous water,
in which the 〈rOH〉 distance was stretched from 0.966 Å to
0.976 Å by the nuclear quantum effect. Therefore changes in
the 〈rOH〉 distance from gas to liquid are mainly due to the
anharmonic nature of the intramolecular OH bond in liquid
states affected by quantum fluctuations, in particular, the zero
point vibration. In fact, the nuclear quantum effect on the 〈rOH〉

distance was found to be small in previous empirical SPC/F2
simulations where the OH bonds were modeled as harmonic
springs.

The influence of the nuclear quantum effect on the 〈θHOH〉

angle is small, both in gaseous water and liquid water. On the
other hand, the hydrogen bonding does have a substantial effect
on the 〈θHOH〉 angle. In our quantum simulations of H2O, the
〈θHOH〉 angle is found to shift from 104.7◦ in the gaseous state
to 106.5◦ in the liquid state.

In contrast to the classical case, in the quantum simu-
lations, the evaporation energy of liquid water can be distin-
guished between the isotopologs, H2O, D2O, and T2O. The dif-
ference of evaporation energies between liquid D2O and H2O
is estimated at 11.53 � 11.17 = 0.36 kcal/mol, which agrees
well with the experimental data, 10.4 � 10.0 = 0.4 kcal/mol.
The difference of evaporation energies should be relevant to
the difference of boiling points between H2O (100.0 ◦C at 1
atm) and D2O (101.4 ◦C), indicating that the former evapo-
rates with less energy than the latter. Similarly the quantum
simulations predict that the evaporation energy of liquid T2O
is 0.25 kcal/mol higher than liquid D2O and 0.61 kcal/mol
higher than liquid H2O.

Although the shift for different isotopologs is reasonable,
we find that the absolute values of the evaporation energies do
not agree well between our simulation (11.2 kcal/mol for H2O)
and experiment (10.0 kcal/mol). This overestimation is one
of the limitations of the simulation method. It is presumably
related to the error arising from the estimate of the electron

FIG. 2. Distributions of (a) the HOH
bond angle of the water molecule,
θHOH, and (b) the O· · ·H–O angle,
θO · · · H–O, of hydrogen-bonded pairs of
water molecules in the liquid phase.
The definitions of the angles θHOH and
θO · · · H–O are described in the figure.
The results are shown for the classical
simulation of H2O (violet) and the quan-
tum simulations of H2O (green), D2O
(blue), and T2O (orange).
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correlation, in light of the report that the structure of water
is highly dependent on the type of DFT functional.2 In fact,
the 〈rOH〉 distance of gaseous H2O obtained in the present
PAW/BLYP-D2 quantum simulation, 0.992 Å, is larger than
that obtained from ab initio MP2 quantum simulation, 0.981 Å,
as well as the experimental value, 0.9743 Å. The error can be
traced back to the optimized structure of the gaseous H2O
molecule, i.e., the equilibrium OH bond length is 0.974 Å
in the PAW/BLYP-D2 method while the experimental value
is 0.9572 Å.77 The overestimation of the OH bond length,
and thus the dipole moment of water, may be one of the fac-
tors that results in overly strong hydrogen bonding. This issue
will be discussed again when examining the radial distribution
functions shown in Figs. 4–6.

C. Bond distributions

Although the nuclear quantum effect does not have a sig-
nificant influence on the averages of the HOH bond angle
θHOH, it does have a strong influence on the fluctuations of
θHOH. In Fig. 2(a), it is shown that the θHOH bond angle dis-
tribution is broadest in the H2O quantum simulation, followed
by the D2O and T2O quantum simulations. More importantly,
HOH bending has an impact on the linearity of the hydro-
gen bond. The distribution of the θO · · · H–O angle for a pair of
hydrogen-bonded water molecules follows the same pattern
as above—the quantum H2O simulation is broadest, followed
by D2O and T2O [Fig. 2(b)]. This result is reasonable in that
the hydrogen bond distortion comes from mainly the bend-
ing motion, the libration/rotation or their combinations, and
that the bending modes are of higher frequency than the libra-
tion/rotation modes and thus they are stronger in quantum
nature.

In Fig. 3, we show the hydrogen bond probability, P(n),
which was obtained by counting the number of hydrogen bonds
per oxygen atom. The probability P(2) is smaller and the

FIG. 3. Probability, P(n), of finding the number of hydrogen bonds, n, con-
nected to an oxygen atom as the H-bond acceptor in the classical simulation
of H2O (violet) and the quantum simulations of H2O (green), D2O (blue), and
T2O (orange).

probability P(1) is larger, again, in the order H2O, D2O, and
then T2O. This means that the nuclear quantum effect has the
tendency not only to distort but also to break one of the two
hydrogen bonds that form for the oxygen atom.

D. Radial distributions

The radial distributions obtained from the classical and
quantum simulations are displayed in Figs. 4–6, along with
the experimental results from Refs. 45, 51, and 52. The exper-
imental data were collected from neutron diffractions and
X-ray diffractions for oxygen-oxygen, oxygen-hydrogen, and
hydrogen-hydrogen radial distributions of H2O and D2O. The
peak positions and peak heights of these radial distributions
are summarized in Table II along with the ranges of statistical
error. From Figs. 4–6 and Table II, we can see that the peak
positions are in good agreement between the simulations and
the experiments. However the agreement in the absolute value
of the peak heights is not as good. The strong undulation of the

FIG. 4. Oxygen-oxygen radial distri-
butions of liquid water. (a) The results
of the classical (violet) and quantum
(green) simulations of H2O and the
experimental result (black) from Ref.
52. (b) Results of the quantum simula-
tions of H2O (green) and D2O (blue) and
the experimental results of H2O (black)
from Ref. 52 and D2O (red) from Ref.
45. (c) Results of the quantum simula-
tions of H2O (green), D2O (blue), and
T2O (orange).
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FIG. 5. Oxygen-hydrogen radial distri-
butions of liquid water. (a) Results of the
classical (violet) and quantum (green)
simulations of H2O and the experi-
mental result (black) from Ref. 51. (b)
Results of the quantum simulations of
H2O (green) and D2O (blue) and the
experimental results of H2O (black)
from Ref. 51 and D2O (red) from Ref.
45. (c) Results of the quantum simula-
tions of H2O (green), D2O (blue), and
T2O (orange).

radial distribution found in the classical simulation is due to
the overstructuring of the hydrogen bonds. This is significantly
improved in the quantum simulations as the quantum fluctu-
ations induce structural disordering, but the discrepancy still
remains between the simulations and the experiments. This
is presumably due to the limitation of the BLYP-D2 density
functional since it tends to overestimate the hydrogen bond
strength as discussed above for the evaporation energy.

Nevertheless the radial distributions from the quantum
simulations resemble those from experiments in many ways
with respect to the isotope shift between H2O and D2O except

for the oxygen-oxygen first peak. Upon deuteration, the peak
heights for the first peak of the oxygen-oxygen radial dis-
tribution are slightly shortened, which is the same tendency
as seen in Ref. 21. However, this is not consistent with the
experimental observation.45 Here, it should be noted that even
the present calculation taking into account NQE with D2 cor-
rection cannot reproduce the experimental observation. This
delicate inconsistency might be improved by the use of more
elaborate exchange-correlation functionals such as the hybrid
functionals.19,20 However, such a PIMD calculation will
require a huge computational effort, especially in the present

FIG. 6. Hydrogen-hydrogen radial dis-
tributions of liquid water. (a) Results
of the classical (violet) and quantum
(green) simulations of H2O and the
experimental result (black) from Ref.
51. (b) Results of the quantum simula-
tions of H2O (green) and D2O (blue)
and the experimental results of H2O
(black) from Ref. 51 and D2O (red)
from Ref. 45. (c) Results of the quan-
tum simulations of H2O (green), D2O
(blue), and T2O (orange).
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TABLE II. The peaks in the radial distributions of liquid water.a

Peak Expt.b Quantumc Classicalc

Pair Number Valued H2O D2O H2O D2O T2O H2O

OO 1 r 2.80 2.76 2.75 ± 0.01 2.75 ± 0.00 2.76 ± 0.01 2.74 ± 0.02
1 h 2.50 2.62 3.14 ± 0.02 3.05 ± 0.06 3.10 ± 0.02 3.38 ± 0.06

OH 2 r 1.85 1.77 1.78 ± 0.02 1.77 ± 0.01 1.77 ± 0.01 1.76 ± 0.01
2 h 1.09 1.10 1.43 ± 0.01 1.44 ± 0.04 1.50 ± 0.03 1.66 ± 0.06
3 r 3.27 3.20 3.28 ± 0.02 3.24 ± 0.02 3.27 ± 0.00 3.23 ± 0.00
3 h 1.53 1.48 1.64 ± 0.01 1.60 ± 0.02 1.63 ± 0.01 1.65 ± 0.02

HH 1 r 1.62 . . . 1.61 ± 0.00 1.60 ± 0.00 1.60 ± 0.00 1.58 ± 0.01
1 h 1.54 . . . 1.55 ± 0.01 1.81 ± 0.01 1.97 ± 0.01 3.16 ± 0.03
2 r 2.34 2.33 2.31 ± 0.02 2.29 ± 0.01 2.30 ± 0.01 2.26 ± 0.00
2 h 1.35 1.41 1.46 ± 0.01 1.51 ± 0.03 1.59 ± 0.02 1.66 ± 0.03
3 r 3.81 3.84 3.81 ± 0.02 3.81 ± 0.01 3.82 ± 0.02 3.75 ± 0.00
3 h 1.15 1.21 1.21 ± 0.01 1.22 ± 0.02 1.26 ± 0.02 1.26 ± 0.00

aIf the error is represented as all digits being filled with zero, e.g., 0.00, it means that the error is less than the reported precision.
bData interpolated from Refs. 45, 51, and 52.
cThis work.
dThe peak position r in Å, and the peak height h.

calculation scheme employing the all-electron PAW scheme
and the explicit imaginary-time representation based on
Suzuki-Trotter expansion. On the other hand, the third peak
of the oxygen-hydrogen radial distribution and the second
peak of the hydrogen-hydrogen radial distribution are slightly
shortened in agreement with the experimental observation.
Meanwhile the second peak of the oxygen-hydrogen radial
distribution does not shift significantly.

Taking a closer look at the OH radial distribution, it is
interesting that the distribution in the quantum simulation does
not have a region with completely zero values between the
first and second peaks. Then, in order of OH, OD, and OT, the
radial distributions in the quantum simulations approach zero
between the first and second peaks. On the other hand, the OH
radial distribution in the classical simulations has a wide zero-
valued region as well. This implies that fluctuating OH bonds
can stretch nearly up to the dissociative region in the presence
of the nuclear quantum effect. The OH bond fluctuation can be
mainly ascribed to the large zero-point vibration of OH bonds.
The OD and OT bonds do not so frequently approach to the
dissociative region such as OH as their zero-point vibration is
not as large as that of OH bonds. This can be seen more clearly
from a distribution defined with respect to the difference in the
oxygen-hydrogen distances, δ, for the hydrogen bonded pairs
(Fig. 7). In the quantum simulation of H2O, the distribution is
not zero at δ = 0, which means that the probability of finding H
atom in the middle of two oxygens is finite. In the cases of D2O
and T2O, such a probability clearly decreases. This result was
also found in the earlier studies in which quantum and classical
simulations were compared,19,53 but the difference among the
isotopologs is revealed for the first time in this study.

E. Hydrogen bond analysis

Now we analyze the hydrogen bonding in more detail.
In Figs. 8 and 9, we show the two-dimensional distribu-
tions of the OH bond distance against the oxygen-oxygen
distance and the O· · ·O–H angle, respectively, for pairs of

hydrogen-bonded molecules in liquid water. In the classical
simulations, we find a clear correlation between the OH bond
distance and the oxygen-oxygen distance [Fig. 8(a)] as well
as the O· · ·O–H angle [Fig. 9(a)]. We can consider the hydro-
gen bond fluctuation relevant to the hydrogen bond strength in
the following way. As the OH bond is stretched, the oxygen-
oxygen distance is shortened and the O· · ·O–H angle is closer
to linear, thus trying to strengthen the hydrogen bond. On the
other hand, when the OH bond is compressed, the oxygen-
oxygen distance is extended and the O· · ·O–H angle deviates
from being linear, thus trying to weaken the hydrogen bond.
This clearly means that OH bond stretching and its orthogonal
motion bring about strengthening and weakening of the hydro-
gen bonding, respectively, i.e., these fluctuations compete with
each other on hydrogen bonding strength. In the quantum sim-
ulations, both of these correlations still remain. This finding is
consistent with what has been suggested before as the “compet-
ing quantum effects.”79 However, the strength of correlation
is dependent on the isotopologs. Among the quantum simu-
lations, it was found that the correlation is the strongest for

FIG. 7. Distributions of the proton sharing coordinate, δ = |rO···H − rO−H |, of
hydrogen-bonded pair of water molecules. Results are shown for the classical
simulation of H2O (violet) and the quantum simulations of H2O (green), D2O
(blue), and T2O (orange).
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FIG. 8. Two dimensional distributions
of the intramolecular OH distance of
the hydrogen bond, rOH, and the inter-
molecular O· · ·O distance, rO · · · O, for
pairs of hydrogen bonded molecules in
liquid water. Results are shown for (a)
the classical simulation of H2O and (b)
the quantum simulations of H2O, (c)
D2O, and (d) T2O.

FIG. 9. Two dimensional distributions
of the intramolecular OH distance of
the hydrogen bond, rOH, and the inter-
molecular O· · ·H–O angle, θO · · · H–O,
for pairs of hydrogen bonded molecules
in liquid water. Results are shown for
(a) the classical simulation of H2O and
(b) the quantum simulations of H2O, (c)
D2O, and (d) T2O.

T2O, followed by D2O and H2O. On the other hand, the two-
dimensional distributions are significantly “blurred,” and the
blurred effect is the strongest for H2O, followed by D2O and
T2O.

F. Effects of dispersion correction

Finally it is interesting from the theoretical point of view
to study the influence of the dispersion correction of DFT on
the structure of water. For this purpose, the oxygen-oxygen,
oxygen-hydrogen, and hydrogen-hydrogen radial distributions

were compared between those obtained from quantum sim-
ulations with and without the dispersion correction (Figs.
10–12). When the dispersion correction is absent from the
classical simulation, the undulation of the radial distribu-
tions becomes greater showing the over-structured behavior
(figure not shown). As was pointed out in previous litera-
tures,9,13,14,25–28 this feature can be explained by the nature
of attractive van der Waals interactions to stabilize water
molecules in the interstitial location between the first and sec-
ond hydration shells(see, e.g., Ref. 2). Figure 10 implies that
the nuclear quantum effect also helps stabilize the interstitial

FIG. 10. Oxygen-oxygen radial distri-
butions from the quantum simulations
of liquid (a) H2O, (b) D2O, and (c)
T2O. Results are shown for the BLYP-
D2 functional (violet) and the BLYP
functional (green).
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FIG. 11. Oxygen-hydrogen radial dis-
tributions from the quantum simulations
of liquid (a) H2O, (b) D2O, and (c)
T2O. Results are shown for the BLYP-
D2 functional (violet) and the BLYP
functional (green).

FIG. 12. Hydrogen-hydrogen radial
distributions from the quantum sim-
ulations of liquid (a) H2O, (b) D2O,
and (c) T2O. Results are shown for the
BLYP-D2 functional (violet) and the
BLYP functional (green).

water molecules in a similar way. However a new finding here
is that the dispersion correction and the nuclear quantum effect
both correct the overstructuring, but they do not act necessarily
in an additive manner. In the quantum simulations, the over-
structuring in the absence of the dispersion correction is not
serious for H2O, at least for the present Grimme’s D2 type.
Meanwhile the dispersion correction remains important for
D2O and T2O. Thus the dispersion correction acts differently
among the isotopologs depending on the degree of structural
distortions induced by quantum fluctuations. We can therefore
conclude that the dispersion correction has a substantial influ-
ence only on the heavier isotopes of water. Actually we find
that the oxygen-oxygen radial distributions with the dispersion
correction are in better agreement compared to those without
the dispersion correction in H2O, but not in D2O and T2O.
The oxygen-hydrogen and hydrogen-hydrogen radial distri-
butions shown in Figs. 11 and 12 are quite similar to one
another between those with and without the dispersion correc-
tion in H2O. Although not as surprising, this confirms that the
dispersion correction is not so important for hydrogen atoms.

IV. CONCLUSION

We carried out first principles PIMD simulations to study
the structures of light and heavy water. The simulations were

based on all-electron calculations, and the nuclear quantum
effect was fully taken into account by the second-order Suzuki-
Trotter expansion. We found a systematic change in the hydro-
gen bond between liquid H2O, D2O, and T2O, The structural
fluctuations and the strength of hydrogen bonds change accord-
ing to the nuclear quantum effect. It is encouraging that most of
the simulation results are in reasonable agreement with avail-
able experimental data on isotope effects. In particular, the
radial distributions of D2O were found to be slightly lower
for the following peaks compared with the ones for H2O:
the second peak of the hydrogen-hydrogen radial distribution
and the third peak of the oxygen-hydrogen radial distribu-
tion. The D2O evaporation energy is slightly higher than the
H2O counterpart by 0.36 kcal/mol, implying that the hydrogen
bond is slightly stronger in D2O than in H2O. For quantitative
estimation of isotope effects, the inclusion of the dispersion
correction of density functionals is required. This is because
the dispersion correction and the nuclear quantum effect both
induce hydrogen bond fluctuations, but they do not work in an
additive manner. The quantum fluctuations in H2O fully cover
the disordering induced by the dispersion correction, but do
not do so fully for D2O and T2O.

The quantum simulations predict that the oxygen-
hydrogen radial distribution of H2O is non-zero between the
first and the second peaks. Meanwhile the corresponding
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distributions in D2O and T2O approach zero as the mass
becomes heavier. Due to large quantum fluctuations, the H
atoms in the OH bonds can access the dissociative region
up to the hydrogen bond center, O· · ·H· · ·O, whereas the D
(T) atoms in the OD (OT) bonds are less able to access this
region.

The present quantum simulations were useful in explor-
ing the isotope effect, and the differences among H2O, D2O,
and T2O. However agreement with experiment was not per-
fect for each system, presumably due to the density functionals
employed in this work having the tendency to overestimate the
hydrogen bond strength. A more reliable simulation would
be ab initio PIMD simulations method based on the post
Hartree-Fock theory, which have been already used for hydro-
gen bonded molecules and molecular clusters.80–82 Technical
advances in computational efficiency will assist in conducting
such completely parameter-free and accurate simulations of
the condensed phases.
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