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1. Introduction 
The 2005 Symposium on Nuclear Data was held at Nuclear Science Research 

Institute in Tokai Research and Development Center, Japan Atomic Energy Agency (JAEA), 
on 2nd and 3rd of February 2006, with about 90 participants. Japanese Nuclear Data 
Committee and Nuclear Data Center, JAEA organized this symposium.  

The program of the symposium is listed below.  In the oral sessions, presented were 
16 papers on topics of nuclear data for the innovative reactor development and upgrade of 
current light water reactor, the past and future of nuclear data research, capability of the latest 
evaluated nuclear data files, and recent cross section measurements.  In the poster session, 
presented were 21 papers concerning experiments, evaluations, benchmark tests, applications 
and so on.  A part of those presented papers are compiled in this proceedings. 

Program of Symposium on Nuclear Data 2005 

Feb. 2 (Thu.) 
9:50-10:00 
1. Opening Address A. Hasegawa (JAEA) 

10:00-12:00 
2. Nuclear Data for Innovative Reactor Developments and Further Developments of Current Reactors 

�Chairperson: T. Yamamoto (Osaka Univ.)�

2.1 Analysis of Core Physics Experiments of High Moderation Full MOX LWR [25+5] 
 T. Yamamoto (JNES) 
2.2 Nuclear Data for Design of Reduced Moderation Light Water Reactor [25+5] 

H. Akie (JAEA) 
2.3 Nuclear Data for Non-refueling Core Design [25+5] T. Matsumura (CRIEPI) 
2.4 Impact of Nuclear Data on Design Work for High Temperature Gas-cooled Reactors [25+5] 
 S. Shimakawa (JAEA) 

12:00-13:00 Lunch 

13:00-14:30 
3. Poster Presentations (Odd Numbers�
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14:30-15:30 
4. Past and Future of Nuclear Data Research �Chairperson: Y. Tahara (EDC)�

4.1 Past Organization for Nuclear Data Evaluation in Japan [25+5] 
 T. Nakagawa (JAEA) 
4.2 Nuclear Data Evaluation Activities in JAEA and the Mid-Term Plan [15+10] 
 J. Katakura (JAEA) 

15:30-15:50 Coffee Break 

15:50-17:40 
5. Panel Discussion - Future of Nuclear Data Research - �Chairperson: T. Yoshida (Musashi Tech.)�

5.1 Expectation for Nuclear Data Development [20] (K. Tsujimoto, JAEA) 
5.2 Expectation for Nuclear Data Development [20] (A. Zukeran, NAIS) 
5.3 Human Resources [20] (M. Baba, Tohoku Univ.) 
5.4 A Proposal for New Treatment of Radiation Behavior with Combination of 

Nuclear Data and Reaction Model [20] (K. Niita, RIST) 

18:00-20:30 Reception (Akogi-ga-ura Club) 

Feb. 3 (Fri.) 
9:45-11:15 
6. Status and Performance of Latest Evaluated Nuclear Data Files 

�Chairperson: T. Fukahori (JAEA)�

6.1 Comparison of Major Nuclear Data Libraries 
- JENDL-3.3, ENDF/B-VI.8, ENDF/B-VII�1.2, and JEFF-3.1 - [25+5] K. Shibata (JAEA) 

6.2 Integral Comparison of Library Performance [25+5] T. Mori (JAEA) 
6.3 Nuclear Data Library in Design Calculation [25+5] G. Hirano (TEPSYS) 

11:15-11:45 
7. Nuclear Data Needs and Activities in Abroad �Chairperson: T. Ohsawa (Kinki Univ.)�

7.1 Present Status of CENDL Project [25+5] (canceled) YU Hongwei (CIAE) 

11:45-12:00 Photo 

12:00-13:00 Lunch 
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13:00-14:30 
8. Poster Presentations (Even Numbers�

14:30-16:00 
9. Latest Nuclear Data Measurements �Chairperson: Y. Watanabe (Kyushu Univ.)�

9.1 Utilization of J-PARC --- Research Plan with Neutron-Nucleus Reaction
Measurement Facilities --- [25+5] M. Igashira (TIT) 

9.2 Measurement of Neutron Capture Cross Sections [25+5] S. Nakamura (JAEA) 
9.3 Measurement of Cross Section for 94Zr(�, n) Reaction Using Laser Inverse 

Compton Gamma Rays [25+5] S. Hohara (ITRI) 

16:00-16:10 
10. Closing Session Y. Tahara (EDC) 

Poster Presentations 
Feb. 2 (Thu.) 13:00-14:30 (Odd Numbers) 
Feb. 3 (Fri.) 13:00-14:30 (Even Numbers) 

P1. The Investigation of Deuteron Production Double Differential Cross Section 
Induced by 392 MeV Protons 

T. Kin (UOEH) 
P2. Measurement of Double Differential Fragment Production Cross Sections of 

Silicon for 70 MeV Protons 
T. Oishi (Tohoku Univ.) 

P3. Measurement of Double-differential Cross Section of Fragments on C, Al, Cu, Ag 
Induced by 400 MeV Helium 

T. Sanami (KEK) 
P4.  Measurements of Cross-sections of Producing Short-lived Nuclei with 14 MeV Neutrons  

- 27Al(n, �)24mNa, 144Sm(n, 2n)143mSm, 206Pb(n, 2n)205mPb, 208Pb(n, 2n)207mPb - 
K. Arakita (Nagoya Univ.) 

P5. Measurement of Angle-correlated Differential (n,2n) Reaction Cross Section with 
Pencil-beam DT Neutron Source 

S. Takaki (Osaka Univ.) 
P6. Study on keV-neutron Capture Cross Sections and Capture Gamma-ray Spectra of 

117,119Sn
J. Nishiyama (TIT) 

P7. Measurement of Fission Cross-sections with Lead Slowing-down Spectrometer 
using Digital Signal Processing 
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Analysis of Core Physics Experiments of High Moderation Full MOX LWR 

Toru YAMAMOTO 

Reactor Core and Fuel Reliability Group, Safety Standard Division 

Japan Nuclear Energy Safety Organization (JNES) 

Fujita Kanko Toranomon Bldg. 7F, 3-17-1, Toranomon, Minato-ku, Tokyo 105-0001 

E-mail: yamamoto-toru@jnes.go.jp 

  NUPEC carried out an core physics experimental programs called MISTRAL and BASALA in order to 

obtain the major physics characteristics of the high moderation full MOX LWR cores from 1996 to 2002. In 

addition to those data, NUPEC also obtained a part of experimental results of the EPICURE program that 

CEA had conducted for 30 % Pu recycling in French PWRs. The analysis of those experimental data was aslo 

performed by NUPEC with SRAC, a deterministic code system for pin cell and core calculations, and MVP, 

a continuous energy Monte Carlo calculation code, based on a common nuclear data library, JENDL-3.2. A 

part of analysis was also done with JENDL-3.3, ENDF/B-VI and JEF-2.2 This paper summarizes the analysis 

results of those MOX core physics experiments referring to the published papers etc.. 

1. Introduction 

  Full MOX LWR cores are favorable since they enable a large amount of plutonium to be loaded in a small 

number of reactors. Higher moderation LWR cores are also favorable to enhance the consumption of 

plutonium and reduce the residual plutonium in burned MOX fuel. Nuclear Power Engineering Corporation 

(NUPEC) studied such high moderation full MOX cores1-3) as a part of advanced LWR core concept studies 

from 1994 to 2003 supported by the Ministry of Economy, Trade and Industry. In order to obtain the major 

physics characteristics of this advanced MOX cores, high moderation full MOX LWR cores, NUPEC carried 

out the core physics experimental programs called MISTRAL4-7) and BASALA8,9) in collaboration with CEA 

in the EOLE critical facility of the Cadarache Center from 1996 to 2002. NUPEC also obtained a part of 

experimental data of the EPICURE program10) that CEA had conducted for 30 % Pu recycling in French 

PWRs under the collaboration with French industrial partners. Those experimental data was transferred to 

Japan Nuclear Energy Safety Organization (JNES) by March 2005 for further effective utilization. 

  The analysis of the experimental data was performed by NUPEC from 1996 to 2003 with SRAC11), a 

deterministic code system for pin cell and core calculations, and MVP12), a continuous energy Monte Carlo 

calculation code, based on a common nuclear data library, JENDL-3.2.13) A part of analysis was also done 

with JENDL-3.3,14) ENDF/B-VI and JEF-2.2. 

  This paper summarizes the analysis results of those MOX core physics experiments that have been 

published in a large number of papers4-9) and others.15)
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2. Outline of Core Physics Experimental Programs 

  An outline of core configurations and measurement items of EPICURE, MISTRAL and BASALA 

programs is shown in Table 1 and Fig. 1. The UO2 and MOX fuel rods used for the experiments other than 11 

wt% MOX fuel rods have the same geometry of the standard PWR 17x17 assembly with Zry-4 claddings of 

an outer diameter of 9.5 mm except for the fuel effective length, about 800 mm. Those rods are sealed by 

Aluminum over-claddings for adjusting the core moderation ratio and protecting the rods in handling. The 

MOX pellets except for the 11% MOX fuel are composed of typical reactor grade plutonium with a fissile 

plutonium content of 60 to 70% and 240Pu content larger than 20% in a depleted UO2 matrix. The total 

Plutonium contents of the MOX pellets are 3.0, 4.3, 7.0 and 8.7wt%. 

3. Analysis Results and Discussion 

  Table 2 shows a summary of major analysis results obtained with SRAC-CITATION (Diffusion) and/or 

-TWORAN (Sn Transport) based on JENDL-3.2. Fig. 2 shows the values of critical keff of MVP with 

different nuclear data libraries in the order of MOX fraction in the core. 

3.1 Criticality 

  UO2 vs MOX cores: As shown in Table 2 and Fig. 2, it is seen that the values of keff of JENDL-3.3 

increase with the fraction of MOX in the core. This trend is also seen for the other libraries. The critical keff 

in full MOX cores seems to increase with the date of critical measurements that cause a Pu composition 

change by decaying of 241Pu and piling of 241Am in MOX fuel rods. Fig. 3 shows a correlation between the 

critical keff and absorption fraction of 241Am in MVP analysis. 

  Moderation ratio: This effect is less than 0.1 %dk from comparison between MISTRAL Core 2 

(H/HM=5.1) and 3 (H/HM=6.2), and BASALA Core1 (H/HM=5.0) and 2 (H/HM=9.0). 

  Homogeneous and Mockup: The effect in the PWR cores is 0.2 to 0.3 %dk in the from comparison 

between MISTRAL Core 3 (homogeneous) and 4 (mock up). The effect in BWR cores is less than 0.1 %dk 

as seen in MISTRAL Core 2 (homogeneous) and BASALA Core 1 (mock up). 

3.2 Other Characteristics 

  The power distributions calculated by SRAC-CITATION with JENDL-3.2 agree well with the 

measurements almost within the measurement errors of 1 to 2 % in the same manner for the UO2 an the 

MOX cores, the conventional and the high moderation cores, the homogeneous and the mockup cores. The 

influence of the nuclear data libraries on the analysis results of the power distributions was surveyed with 

MVP for several cores and it turned out the influence is negligibly small. 

  The trend of C/E of spectrum index for MH1.2 is different from that of the MISTRAL cores, which may be 

caused from systematic error in the measurements in MH1.2. 

  Analysis of reactivity worth with SRAC-TWOTRAN generally shows better C/E than that of 

SRAC-CITATION for the absorbers, the burnable poisons, the control cluster, the control blade, the water 

hole/rod and the void burnable poison. 
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Nuclear Data for Design of Reduced Moderation Light Water Reactor

Hiroshi AKIE
Japan Atomic Energy Agency

Tokai-mura, Ibaraki-ken, 319-1195, Japan
e-mail : akie.hiroshi@jaea.go.jp

Reduced Moderation Water Reactor (RMWR) is a MOX fueled light water reactor (LWR) which
can realize a higher conversion ratio than 1.0 by reducing moderator to fuel ratio than the current LWR.
Neutronically, the reactor has intermediate neutron spectrum between conventional LWR and fast reactor
(FR). To study the effect of nuclear data uncertainty on the physics behavior of RMWR, by using a simple
benchmark calculation model, reactor physics characteristics were estimated with the different nuclear
data libraries JENDL-3.3, ENDF/B-VI.8 and JEFF-3.0. As a result, for the precise estimation of the
important integral parameters such as multiplication factor, void reactivity and conversion ratio, the
nuclear data in all fast, resonance and thermal energy regions are found to be important. The most
important difference in multiplication factor and void reactivity between ENDF/B-VI.8 and JENDL-3.3
was shown to be caused from the difference in the fast neutron spectrum mainly due to the difference in
238U inelastic scattering cross section.

1. Introduction
For the efficient utilization of uranium resources based on the well experienced light water reactor

(LWR) technology, Reduced Moderation Water Reactor (RMWR) concept has been studied in Japan
Atomic Energy Agency (JAEA). In RMWR, it is possible to achieve the conversion ratio of higher than
1.0 and to keep the quality of plutonium (ratio of fissile to total plutonium) after burnup. The reactor
can therefore sustainably supply energy for a long term through plutonium multiple recycling.
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Fig. 1 Neutron spectrum in LWR, RMWR and FR.

The current RMWR design is a boiling
water reactor (BWR) type, and a high con-
version ratio is realized by reducing the mod-
erator to fuel ratio with a triangular tight
pitched fuel lattice and a higher core aver-
aged moderator void fraction than the ex-
isting BWR. In Fig. 1 are compared the
neutron spectra in the current standard ax-
ially heterogeneous RMWR core with those
in LWR and fast reactor (FR). In both up-
per and lower core regions in RMWR with
different moderator void fraction, the neu-
tron spectrum is intermediate between con-
ventional LWR and FR as shown in this
figure, and the neutronic characteristics of
RMWR are different both from current LWR
and FR. To study the effect of nuclear data
uncertainty on the reactor physics character-
istics of RMWR, by using a 1-dimensional
simplified benchmark calculation model on
the axially heterogeneous RMWR core, re-
actor physics characteristics such as multiplication factor, void reactivity and conversion ratio were esti-
mated with the different nuclear data libraries JENDL-3.3, ENDF/B-VI.8 and JEFF-3.0.

2. Calculation model and method
One-dimensional slab geometry benchmark calculation model is considered based on the current stan-

dard axially heterogeneous RMWR design. The model consists of two MOX fueled core regions of 23cm
height and 18 wt.% fissile Pu, 20cm height upper and lower blanket and 40 cm height inner blanket

1
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regions with depleted UO2 and upper and lower reflector regions. moderator void fraction increases from
0% in lower reflector region to 85% in upper blanket and reflector regions.
Cross sections in the core and the blanket regions are to be obtained by the cell calculations on a

cylindrical pin cell model. The cell model is consisted of the fuel pin of the pin diameter of 13mm with
the zircaloy cladding of 0.83mm thickness surrounded by the H2O coolant region of the cell diameter of
15.016mm. This cylindrical cell diameter corresponds to the fuel pin pitch of 14.3mm in hexagonal pin
cell.
The cell calculations were performed with the collision probability method by using the SRAC95 code

system [1], and the 1-D core calculation based on the diffusion method also by using the SRAC95 and
COREBN95 [1] system.

3. Integral parameters of RMWR core
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Fig. 2 Calculated multiplication factor difference from
JENDL-3.3 of 1-d axially heterogeneous RMWR core
model.

3.1 Effective multiplication factor
Effective multiplication factors of 1-

dimensional axially heterogeneous RMWR
core model calculated with nuclear data li-
braries ENDF/B-VI.8 and JEFF-3.0 as a dif-
ference from JENDL-3.3 are compared in Fig.
2. As shown in this figure, ENDF/B-VI.8 was
found to give∼1.5% larger multiplication fac-
tor than JENDL-3.3 and JEFF-3.0. This dif-
ference corresponds to, in terms of burnup
period, about 500days or >5GWd/t. This is
a very big difference from the viewpoint of
reactor core design to precisely estimate the
discharge burnup of RMWR.

3.2 Void reactivity
Moderator void reactivities were esti-

mated both for the 5% void fraction increase
from the nominal condition, and for the void
change from nominal to 100% void. In both
cases, more positive side void reactivities
were obtained with ENDF/B-VI.8 data
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Fig. 3 Void reactivity difference from JENDL-3.3 of
RMWR core calculated for nominal to 100% void fraction
change.

library than the other libraries.
For the 100% void case, void reactiv-

ity difference from the JENDL-3.3 result is
shown in Fig. 3, and the difference between
ENDF/B-VI.8 and the other libraries corre-
sponds to about 1.5×10−4dk/k in terms of
void reactivity coefficient. Almost the same
difference in void coefficient is also observed
in the +5% void case. The prediction of void
coefficient, if it is to be negative or not, is very
important in RMWR design study. As the
negative void coefficient of current standard
RMWR design is in the order of 10−4dk/k,
above shown difference between nuclear data
libraries is also very large.

3.3 Conversion ratio
In contrast with the multiplication fac-

tor and void reactivity cases, the difference
in conversion ratio between the results with
different nuclear data libraries is not so large.
It was found ENDF-B-VI.8 gives 0.5% larger
conversion ratio at the beginning of burnup
life (BOL) and 0.5% smaller at the end of burnup life (EOL) than JENDL-3.3 and JEFF-3.0.
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4. Nuclide-wise and energy group-wise breakdown of the difference in integral parameters
4.1 Multiplication factor difference
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Fig. 4 Nuclide-wise contribution to the difference of
multiplication factor in lower core cell calculated with
ENDF/B-VI.8 from JENDL-3.3 (P : production rate, and
A : absorption rate of nuclides).

To understand the cause of the difference
in integral parameters estimated with differ-
ent nuclear data libraries, nuclide-wise and
energy group-wise contributions to the dif-
ference were next compared. Figure 4 shows
the neutron production and absorption reac-
tion rate differences between ENDF/B-VI.8
and JENDL-3.3 in the lower core region cell
both at BOL and EOL. These reaction rate
differences show the contribution of each nu-
clide to the difference in multiplication fac-
tor. This figure indicates that the most im-
portant contributions are from the produc-
tion rates of 238U, 239Pu and 240Pu both at
BOL and EOL. Similar contributions were
observed also in the upper core cell.
From the energy group-wise comparison

of the production rates of 238U, 239Pu and
240Pu, all the contributions of these reac-
tions to the multiplication factor difference
were shown to come from the fast energy
range above 105eV (Fig. 5). Furthermore
from the comparison of the cross sections, no
significant difference in fission cross sections
between ENDF/B-VI.8 and JENDL-3.3 was
found in the energy region of 105 <E<107eV, and only slight difference in ν values without such strong
energy dependence as in Fig. 5. The difference in the production rates of these nuclides in the fast
energy region is mainly caused from the neutron spectrum difference calculated with ENDF/B-VI.8 and
JENDL-3.3, as shown in Fig. 6.
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Fig. 5 Energy dependency of the difference in production rates between ENDF/B-VI.8 and JENDL-3.3.

4.2 Void reactivity difference
Similarly to the multiplication factor case, the difference between ENDF/B-VI.8 and JENDL-3.3 is

mainly caused from the production rates of 238U, 239Pu and 240Pu, due to the difference in the fast energy
range of the neutron spectrum change from nominal to voided state.

3
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Fig. 6 Neutron spectrum in the lower core cell calculated
with ENDF/B-VI.8 relative to the spectrum calculated
with JENDL-3.3.

4.3 Conversion ratio difference
Table 1 summarizes the conversion ratio

in each region of the axially heterogeneous
core calculated with ENDF/B-VI.8 and
JEFF-3.0 in comparison with the JENDL-3.3
results. The conversion ratios of the whole
core do not differ very much each other be-
tween the libraries, but there are found sev-
eral larger differences in the region-wise con-
version ratio. In the core regions, ENDF/B-
VI.8 and JEFF-3.0 give smaller conversion
ratio than JENDL-3.3, and the difference
between ENDF/B-VI.8 and JENDL-3.3 is
larger. In the blanket regions, ENDF/B-VI.8
and JEFF-3.0 both give similarly larger con-
version ratio than JENDL-3.3.
In the core regions, the difference is

mainly contributed by 240Pu capture rate es-
pecially in resonance energy region around
E∼103eV (Fig. 7). The difference is mainly
due to 240Pu capture cross section around
1keV. While in the blanket regions, the conversion ratios calculated with ENDF/B-VI.8 and JEFF-
3.0 are larger than the JENDL-3.3 case because the absorption rate of 235U is smaller than JENDL-3.3.
But from the viewpoint of the 239Pu production in the blanket regions, the difference in the 238U capture
rate between the libraries is large and important. The difference comes from all fast to thermal energy
regions, particularly in the lower blanket region (Fig. 8), where the neutron spectrum is much softer than
the other regions. The difference is due to both the 238U capture cross section and the neutron spectrum.

Table 1 Conversion ratio in each region

region JENDL-3.3 ENDF/B-VI.8 JEFF-3.0
whole core BOL 1.164 (+0.5%) (+0.0%)

EOL 1.085 (-0.4%) (+0.0%)
lower blanket BOL 6.051 (+0.2%) (+0.2%)

EOL 1.477 (+0.3%) (+0.1%)
lower core BOL 0.4524 (-1.1%) (-0.51%)

EOL 0.6687 (-1.0%) (-0.09%)
inner blanket BOL 11.85 (+0.3%) (+0.3%)

EOL 1.610 (+0.7%) (+0.3%)
upper core BOL 0.4494 (-1.4%) (-0.60%)

EOL 0.6642 (-1.3%) (-0.14%)
upper blanket BOL 17.96 (+0.2%) (+0.3%)

EOL 1.650 (+0.8%) (+0.4%)
( ) : difference from JENDL-3.3

5. Library effect on multiplication factor and void reactivity
The difference in multiplication factor and void reactivity between ENDF/B-VI.8 and JENDL-3.3 is

very important from the RMWR core design point of view. It seems necessary to further investigate the
cause of the difference, i.e., what kind of cross section difference results in the neutron spectrum difference
such that is shown in Fig. 6.
Since the main contributing nuclides to the difference are 238U, 239Pu and 240Pu, the calculations were

firstly carried out by using the three data libraries based on ENDF/B-VI.8 but the data for 238U, 239Pu
or 240Pu are from JENDL-3.3, respectively. As a result, the data replacement of 239Pu and 240Pu does
not have an effect at all on multiplication factor and void reactivity. On the other hand, by replacing
ENDF/B-VI.8 238U data by JENDL-3.3, both multiplication factor and void reactivity values approach

4
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Fig. 7 240Pu capture rate difference between ENDF/B-VI.8 and JENDL-3.3 in lower core cell.

-2E-4

 0E+0

 2E-4

 4E-4

 1E-2  1E-1  1E+0  1E+1  1E+2  1E+3  1E+4  1E+5  1E+6  1E+7

R
ea

ct
io

n 
ra

te
 d

iff
er

en
ce

 fr
om

 J
E

N
D

L-
3.

3

Energy (eV)

ENDF/B-VI.8 - JENDL-3.3
JEFF-3.0 - JENDL-3.3

U238 capture
lower blanket cell, BOL
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Fig. 9 Infinite multiplication factor difference from
JENDL-3.3 in lower core cell calculated with different nu-
clear data libraries for 238U.

to a large extent to the JENDL-3.3 results :
The multiplication factor becomes about
1% smaller by using JENDL-3.3 238U data,
and the void reactivity coefficient by about
1×10−4dk/k/%void more negative.
From these results, the fast neutron spec-

trum difference between ENDF/B-VI.8 and
JENDL-3.3 calculations seems to be caused
mainly by the 238U data. The calculation
was next made by using such library that
is based on ENDF/B-VI.8 and only the in-
elastic scattering cross section of 238U is re-
placed by JENDL-3.3 data. Figures 9 and 10
show the calculated multiplication factor and
void reactivity as a difference from JENDL-
3.3 in the lower core cell by using this library
(”ENDF/B-VI.8 + U8inJ33”) in comparison
with those obtained with the libraries based
on ENDF/B-VI.8 and ENDF/B-VI.8 but for

5
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238U from JENDL-3.3 (”ENDF/B-VI.8 + U8J33”). In these figures, the effect of 238U data on multi-
plication factor and void reactivity is shown to totally come from inelastic scattering cross section. The
neutron spectrum difference between ENDF/B-VI.8 and JENDL-3.3 calculations at around 1MeV also
decreases very much by replacing 238U inelastic scattering cross section (Fig. 11).
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change calculated with different nuclear data libraries for 238U.
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Fig. 11 Neutron spectrum in lower core cell calculated
with different nuclear data libraries for 238U. relative to
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6. Summary
Reactor physics characteristics were cal-

culated on the 1-dimensional axially hetero-
geneous Reduced Moderation Water Reactor
(RMWR) core model by using the nuclear
data libraries JENDL-3.3, ENDF/B-VI.8 and
JEFF-3.0, and the effect of nuclear data un-
certainty was studied.
As a result, ENDF/B-VI.8 was found to

give nearly 1.5% larger effective multiplica-
tion factor, and more positive void reactivity
coefficient by about 1.5×10−4dk/k/%void,
than JENDL-3.3. The differences are very
important in the RMWR core design study,
and caused mainly due to the difference in
the fast neutron spectrum calculated with
ENDF/B-VI.8 and JENDL-3.3. The differ-
ence in conversion ratio calculated with the
libraries is not so large as in the multiplica-
tion factor and void reactivity cases, but the
source of the difference seems to be in all fast
to thermal energy regions.
From the results obtained here, it can be said that the nuclear data in all fast, resonance and thermal

energy regions are important in the RMWR core design study for a precise estimation of the important
integral parameters such as multiplication factor, void reactivity and conversion ratio.
From the library effect study on the most important differences in multiplication factor and void

reactivity between ENDF/B-VI.8 and JENDL-3.3, the main cause was found to be the inelastic scattering
cross section of 238U.

References
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JAERI-Data/Code 96-015 (1996) [in Japanese].
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Impact of Nuclear Data on Design Work 
 for High Temperature Gas-cooled Reactors 

Satoshi SHIMAKAWA, Minoru GOTO and Yasunobu NAGAYA 
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4002 Oarai-machi, Higashi-ibaraki-gun, Ibaraki-ken 311-1393

e-mail: shimakawa.satoshi@jaea.go.jp 

Concerning to nuclear design for the high temperature gas-cooled reactors (HTGRs), the 

calculation method has been improved with experimental data of the research reactors, such as 

the HTTR in Japan and the HTR-10 in China. One of the HTGRs type with very high 

temperature, called VHTR, has been proposed in the Generation IV International Forum. 

In nuclear design of HTGRs, several cross sections were interested to characterize the 

criticality and burn-up situations. 

 - U-235, Pu-241: (n,f) and (n,g) reactions 

 - U-239, Pu-239, Pu-240 : (n,g) reaction 

 - C : elastic and (n,g) reactions 

 - MAs and LLFPs: generation and transformation 

From the recent studies, it is indicated that JENDL-3.3 gives the keff agreement with the 

experiments within 1.5%�k, JENDL-3.2 gives within 1.7%�k, and ENDF/B-IV.8 and JEFF-3.0 

give within 1.8%�k for the some HTTR core conditions. The keff discrepancy between 

JENDL-3.3 and JENDL-3.2 is caused by difference of U-235 fission data and its ratio of 

(n,f)/(n,g) reaction in neutron energy range of 0.1-1.0eV. There is no discrepancy of keff value 

between ENDF/B- IV.8 and JEFF-3.0. 

In thermal energy range, the capture cross section of carbon in the nuclear library JENDL is 

about 4% larger than those of ENDF/B and JEF. From the calculation results of the HTR-10 and 

HTTR, it was found that the reactivity discrepancy by the carbon capture data is about 0.6%�k/k

for criticality analysis, although the section is very small as about 3mb at 2200m/s. 

The influence of cross sections of carbon and impact for design work of HTGRs will be 

cleared by the neutronics calculation using the Monte Carlo code MVP and the diffusion code 

system SRAC. 
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 Nuclear data activities in Japan were started in 1963 by organizing Japanese Nuclear 
Data Committee (JNDC). Since then, JNDC and Nuclear Data Center which was 
established in Japan Atomic Energy Research Institute as Nuclear Data Laboratory in 
1968 have made efforts to provide various kinds of information on nuclear data and to 
develop Japanese own evaluated nuclear data library (JENDL). Especially various 
versions of JENDL and JENDL special purpose files are excellent products of Japanese 
nuclear data activities. 

     The nuclear data activities in Japan started about 40 years ago. In 1963, two Japanese Nuclear 
Data Committees (JNDC) were organized in Japan Atomic Energy Research Institute (JAERI) and 
Atomic Energy Society of Japan (AESJ). They started work to develop theoretical calculation codes 
for unknown cross sections, and collaborations with international organizations. The optical model 
code ELIESE-1[1] is a result of the code development. 
     The Nuclear Data Laboratory which was a precursor of Nuclear Data Center (NDC) was 
established in JAERI in 1968. Full-scale evaluation work was started in 1970. In 1971, they discussed 
eagerly if they need their own evaluated nuclear data libraries. After long discussion, they decided to 
make own data library, Japanese Evaluated Nuclear Data Library (JENDL). A trial of data compilation 
began in the next near. During the test compilation of evaluated nuclear data file, computer codes 
needed for the compilation were developed.  
     The compilation work of JENDL-1 started in 1974. Results of nuclear data evaluation work 
made in JNDC were compiled in the ENDF format. JENDL-1 [2] was completed in1976 and released 
in 1977 after benchmark tests. Since then, several versions of JENDL were released as listed in Table 
1. Special purpose files listed in Table 2 were also released so far. Nuclear data evaluation for those 
JENDL files was successfully performed under the collaboration among JAERI NDC and JNDC.  
     JNDC has a few subcommittees which consist of several working groups (WG). An example of 
JNDC structure is given in Fig.1, which is a JNDC in 1992 when they were making JENDL-3.2 [3]. 
The evaluation work was made by the WG’s of the Nuclear Data Subcommittee, such as FP Nuclear 
Data WG, Heavy Nuclear Data WG and Gamma-ray Production Data WG. Those of Data for fusion 
reactors, Activation cross sections, PKA Spectra, Charged particles and Photonuclear data were 
organized for JENDL special purpose files. Benchmark tests of JENDL files were performed by WG’s 
of the Reactor Constant Subcommittee. 
     For example, FP Nuclear Data WG made evaluation of nuclear data of FP nuclides; 28 nuclides 
for JENDL-1, 100 nuclides for JENDL-2, 172 nuclides for JENDL-3.1, and 63 nuclides for 
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JENDL-3.2. The WG members from NDC mainly performed jobs of theoretical calculations, 
comparison of calculated cross sections with experimental data, data compilations in the ENDF format 
and maintenance of computer codes. Other members made evaluation of resonance parameters, 
determination of model parameters, and benchmark tests. 
     The structure of JNDC was changed often to meet the circumstances. The number of JNDC 
members has been also changed as is shown in Fig. 1. It has a peak around 1990 to 1997, and has 
decreased recently. The number of JNDC meetings also has the same tendency. When JAERI 
dissolved at the end of last September, JNDC also disappeared once. New JNDC is going to be 
organized in Japan Atomic Energy Agency (JAEA). The new JNDC will be expected to be as quite 
active as old JNDC in the past. 
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Table 1  JENDL general purpose files 

��������������������������������

 Version Year of release Number of nuclides 
��������������������������������

 JENDL-1 [1] 1977 72 
 JENDL-2 [4] 1982/1985 181 
 (JENDL-3 [5]) 1989 171 
 JENDL-3.1 [5,6]   1990 304 
 JENDL-3.2 [3] 1994 340 
 JENDL-3.3 [7] 2002 337 

��������������������������������

Table 2  JENDL special purpose files 

��������������������������������

 File name JNDC WG* Working year Total years 
��������������������������������

 Dosimetry File 91 [8] � 1987�1991 4 
 Dosimetry File 99 [9] � 1990�1999 9 
 Activation Cross Section File 96 [10] � 1988�1996 8 
 Fusion File 99 [11] none 1990�1999 9 
 FP Decay Data File 2000 [12] � �2000
 High-energy Files 2004 [13] � 1993�2004 11 
 Photoreaction File 2004 [14] � 1988�2004 16 
 (�,n) Data Files 2003 [15] � 1988�2003 15 
 (�,n) Data Files 2005 none 2003�2005 2 

��������������������������������

*) WG for data evaluation. � means a WG worked for the evaluation. 
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FP nuclear data WG, Heavy nuclear data WG, Gamma-ray production data WG, WG 
on Data for Fusion reactor, Activation cross section WG, PKA spectrum WG, 
Charged particle WG, Photonuclear data WG, WG on database for nuclear data 
evaluation, Theoretical calculation code WG, WG for international collaboration 
(WPEC) WG  

  Reactor Constants Subcommittee  
FBR integral test WG, LWR integral test WG, Shielding integral test WG, Dosimetry 
integral test WG, WG on standard reactor constants 

  Nuclear Structure and Decay Data Subcommittee  
Decay heat evaluation WG, WG on Evaluation of Nuclide Generation and Depletion 

 (Standing groups) 
ENSDF group, JENDL Compilation group, CINDA group, WRENDA group, 
Editorial group of “Nuclear Data News”, Medical use group on atomic, molecular 
and nuclear data 

Fig.1  JNDC in 1992 

Fig.2  Numbers JNDC members 
Data were taken from “Nuclear Data News” and biennial reports of JNDC. 



JAEA-Conf  2006-009

－ 30 －

Nuclear Data Evaluation Activities in JAEA and the Mid-Term Plan 
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      Japan Atomic Energy Agency (JAEA) was established at October 1, 2005. 
The activities relating to nuclear data evaluation in JAEA are described.  

1. Introduction 
      Japan Atomic Energy Agency (JAEA) was established at October 1, 2005 
after the merger of Japan Atomic Energy Research Institute (JAERI) and Japan 
Nuclear Cycle Development Institute (JNC).  Missions of JAEA are described as 
followings: (1) Establishment of nuclear fuel cycles, (2) Research and development 
of nuclear fusion energy, (3) Contribution to hydrogen economy by nuclear process 
heat, (4) Quantum beam technology, (5) Research on nuclear safety, (6) 
Non-proliferation and safeguards technology, (7) Decommissioning of nuclear 
facilities, treatment and disposal of low level waste, (8) Cooperation with 
academic and industrial communities/ international collaboration/ human 
resource development/ atomic energy information and (9) Basic nuclear 
engineering research, advanced basic research. The nuclear data evaluation 
activities are included in the mission of (1) and (9). In order to perform the 
missions, the nuclear data evaluation work is carried out in JAEA. 

2. Mid-term plan 
     When JAEA was established, the mid-term plan was issued to the Minister 
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of Education, Culture, Sports, Science and Technology and was approved by the 
minister. The mid-term plan is the work list JAEA promises to perform during the 
mid-term from October 1, 2005 through March 31, 2010. In the mid-term plan the 
nuclear data activities are written in two parts. One is the activities relating to 
the development of nuclear conversion system including FBR and ADS systems. 
In the part nuclear data evaluation is written as “Design precision will be 
enhanced by establishing nuclear data for nuclear conversion target MA and 
LLFP, establishing nuclear design code, and conducting reactor physics 
experiment. Through the acquisition of physical property of fuel containing MA, 
and test production of target containing LLFP, we will contribute to building a 
base for nuclear conversion technology”. (From the JAEA English home page. 
http://www.jaea.go.jp/english/index.shtml).  The second one is relating to the 
basic nuclear engineering research. In the part it is written that “With fuel 
burn-up rate becoming higher, FP and MA nuclide will be playing increasingly 
important role. Thus, efforts will be made to mainly assess such nuclear data, and 
to complete JENDL-4, the General-Purpose, Pre-Assessed Nuclear Data Library 
featuring expansive error data, so to enhance the reliability of nuclear 
calculation.” (From the JAEA English home page. 
http://www.jaea.go.jp/english/index.shtml). So the missions of Nuclear Data 
Center are to complete the Japanese Evaluated Nuclear Data Library JENDL-4 
(Japanese Evaluated Nuclear Data Library) and to provide the nuclear data for 
development of nuclear conversion system until the end of the mid-term. 

3. Nuclear Data Evaluation Activities 
      Although we have a mission to provide the necessary nuclear data for 
development of nuclear conversion system, we consider that the primary purpose 
of our group is to complete JENDL-4. The main effort to compile the JENDL-4 
library focus on the nuclear data evaluation of minor actinide (MA) nuclides and 
fission product (FP) nuclides and the provision of more covariance data than the 
present evaluated nuclear data library JENDL-3.3. The planed schedule for the 
development of JENDL including the development of high energy relating files is 
shown in Fig. 1. 
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Fig. 1 Planed Time Schedule of JENDL Development 

     As seen in Fig. 1, benchmark tests of JENDL-4 are indispensable to ensure 
the performance of the nuclear data included. We have to cooperate for the tests 
with reactor engineers who have the activities to perform the calculation using 
the nuclear data. The benchmark tests will be performed by not only other 
research groups in JAEA but also the groups outside JAEA. 
     In JAEA there is a research group which has the activity of nuclear data 
measurement. The group has the plan to obtain the measured data of minor 
actinide and long-lived FP nuclides. Nuclear data center keeps close contact with 
the group to obtain the up-to-date measured data. When new measured data are 
obtained we are going to use them for new evaluation. 

4. Summary 
     Under the new organization, Japan Atomic Energy Agency, the nuclear data 
evaluation is performed based on the mid-term plan which is approved by the 
Minister of Education, Culture, Sports, Science and Technology. In the plan, the 
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goal of the nuclear data evaluation work is to complete the JENDL-4 library until 
the end of the term. In the work of the JENDL-4 compilation, main effort focuses 
on the evaluation of MA and FP nuclides and covariance data in addition to 
solving the problems of the JENDL-3.3 nuclear data. 
     The Nuclear Data Center in JAEA continue the effort to compile and to 
maintain the Japanese Evaluated Nuclear Data Library JENDL. 
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e-mail : tsujimoto.kazufumi@jaea.go.jp 

The nuclear data has a crucial role in development of nuclear power systems. From a point of 
view for future nuclear systems, expectation for nuclear data development is discussed in this paper. 
The purpose of this paper is to give some proposal for the future improvement of nuclear data.  

1. Introduction 
The nuclear data has played an important role in the development of the nuclear power 

development. There is no practical meaning in the reactor physics without the nuclear data. It provides 
a fundamental database for various research fields, such as astrophysics. However, will it continue to 
play a crucial role in the development of future nuclear system? Many nuclear plants are now operated 
in the world. Some people say that the current data has sufficient accuracy In this paper, from the view 
point of future nuclear system, expectation for the nuclear data development will be discussed. 

2. Future Nuclear Power System 
In the development of future nuclear power system, first of all, it is necessary to think about 

extrapolation of the present nuclear power plant, such as high-burn up and recycling of Pu. For the 
reactor performance, nuclear data of the higher actinides will become increasingly essential to reduce 
the potential uncertainties. As far as the fuel cycle, it will be desired to reduce the uncertainties of the 
isotope contents of the discharged fuel from viewpoint of critical safety issues. 

One of the most important issues for sustainable utilization of nuclear energy is steady 
implementation of High Level Waste (HLW) disposal.  The long-term radio-toxicity of the HLW is 
mainly dominated by the minor actinides (MA). The Partitioning and Transmutation (P&T) 
technology is aiming at the reduction of the radio-toxicity by transmuting MA and other long-lived 
fission products. Various P&T conceptual studies were performed over the past dozen years or so. The 
Japan Atomic Energy Agency (JAEA) has developed a concept of double-strata fuel cycle, in which 
P&T is carried out in a dedicated and small-scale fuel cycle attached to the commercial fuel cycle1).
For a dedicated transmutation system, JAEA has been proceeding with the research and development 
on accelerator-driven subcritical system (ADS)2). In this concept, the ADS loaded with MA nitride 
fuel is considered as the most powerful tool for transmutation because such dedicated fuel cannot be 
loaded in critical nuclear reactors for safety reasons. 

For the future systems, it will be strongly desired by minimizing the long-lived radioactive waste. 
To develop future-generation nuclear systems, the Generation-IV International Forum (GIF) was 
launched in 2000 by US-DOE. The six systems, GFR, LFR, MSR, SFR, SCWR, and VHTR, were 
selected as Generation-IV systems to be developed. Three out of the six concepts in Gen-IV foresee 
the full TRU recycling in Fast Reactors (FR) in order to meet the requirement for waste minimization. 

As described above, the nuclear data, especially neutron cross-sections, of MA will play 
important role in future nuclear systems. The present status and the potential needs for nuclear data of 
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MA are discussed in following section. 

3. Current Status and Data Needs 
The reduction of analytical uncertainties for core parameters, such as subcriticality and burnup 

swing, are very important issues for design study of ADS. In the operation of ADS, the system must 
be subcritical in any case because there are no control rods in present design of ADS proposed by 
JAEA. Moreover, the proton beam current required to keep predefined power level is directly related 
to the subcriticality (keff). To indicate the current status for nuclear cross-section of MA, the results of 
the burnup calculations using JENDL-3.3, ENDF/B-VI and JEF-3.0 libraries, respectively, are 
presented in Fig.1(a). The calculated core was a Pb-Bi cooled ADS3). For the core fuel, mixture of 
mono-nitride of MA (60%) and plutonium (40%) was used with an inert matrix, ZrN. The isotopic 
composition of MA and Pu were assumed as the spent PWR fuel of 50 GWd/t burnup. As shown in 
Fig.1, even at initial core, the difference among calculated keff is about 2%. The burnup reactivity 
swings also show very different trend with the libraries. To clear the reason of discrepancy for 
calculated results, contributions of each nuclide for difference of k-eff at initial state are shown in 
Fig.1(b). The results show that the discrepancy among the nuclear data libraries is mainly attributed to 
the uncertainties of MA cross-section data. 

The sensitivity and uncertainty analysis are very strong tools to investigate the impact of nuclear 
data uncertainties on the core parameters. These analyses will help to indicate future direction for 
improvement of the nuclear data. For sound uncertainty studies, variance-covariance data to be 
associated to nuclear data library are absolutely essential. Recently, new evaluations for 
variance-covariance data for MA and other nuclides related to ADS were carried out by Nuclear Data 
Center in JAEA. The results of the uncertainty analysis for keff at initial state are given in Fig.2 
together with main contributor for the total uncertainties. Total value is the square root of the sum of 
the squares. The total value (±0.9%) for keff is higher than corresponding values for critical fast reactor. 
The major contributor among the actinide nuclides is 237Np and 241Am, and the capture cross-section of 
241Am especially has considerable impact. The variance data, diagonal section of covariance matrix, of 
capture cross section of 241Am is shown in Fig.3 with differences between the corresponding values 
based on JENDL-3.3. The variance data for the capture cross section of 241Am are relatively large in 
the energy region from 100keV to 1MeV because there is less experimental data in this energy 
domain. 

As simply indicated in previous section, neutron cross-sections for MA are needed with 
improved accuracy for the development of the future nuclear system. Of course, other nuclear data, 
such as data related to delayed neutron and decay heat, are also important. To give the feedback to the 
nuclear data from the integral experiments, the sensitivity and uncertainty analysis provide strong tools. 
For this purpose, estimation of the variance-covariance data should be enhanced. 

4. Conclusions 
The nuclear data still play an important role in the future nuclear power development. 

The neutron cross-sections of MA, especially, will become key issues. Current status of MA 

nuclear data is not so satisfactory. What must be done for the future nuclear data? To improve 

the nuclear data for MA, significant efforts are needed not only to measure nuclear data but 

also to evaluate the reliability of existing data by using integral measurements. For this 

purpose, well-organized framework program with coordinating role will be necessary. 
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Future for Nuclear Data Research 
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  A comment is given on the problem of human resources to support the future nuclear data activity which 

will be indispensable for advanced utilization of nuclear energy and radiations. Emphasis is put in the 

importance of the functional organization among the nuclear data center (JAEA), industries and universities 

for provision of human resources.        

1. Introduction 

The nuclear data is a fundamental data base for nuclear technology and science. It has played a crucial 

role in the course of nuclear energy development of fission reactors and fusion reactors, and will be so also 

in the future because the nuclear power is expected to support the future human activity as the energy 

source with low load to nature such as a green room effect and chemical pollution. Nowadays, the data 

requirement is not restricted to nuclear energy but extending over various fields from basic to application 

areas such as astrophysics, space technology and medical application and so on [1]. 

Sometimes it is pointed out that the nuclear data reaches to “satisfactory level” both in quantity and 

quality. It may be partially true so long as the nuclear data for traditional fields is concerned. It should be 

noticed that, nevertheless, nuclear data requirement is extending to “exotic fields” like minor actinides, 

high energy region, basic fields and medical fields and so on to develop new concept and/or technology for 

advanced utilization of nuclear energy and radiations [2,3,4]. The nuclear data will continue to be a 

“fundamental infrastructure” for the modern society which utilizes nuclear energy and radiation. Recently, 

in particular, the nuclear data requirement in non-energy fields like radiation application to medicine, space 

and industries etc seems extending. Therefore, in the future, the filed which nuclear data should cover will 

be  much wider than in the past, covering atomic and molecular data and also a macroscopic material like 

radiation transport.  

It is also true that, however, the man power and the funding for nuclear data activity is decreasing as the 

world wide trend [1]. Therefore, it is necessary to look for the way of effective organization of nuclear data 

activity and keep the human resources which is the most essential base for the activity. 

2. Nuclear Data activity  

The characteristic and important point of “nuclear data” is the “completeness of the data” which means 

the coverage of all the items required e.g., a type of cross sections/physical quantities, energy and nuclides 

in a consistent manner with accuracy as high as achievable. The accuracy required is very high, e.g., the 

accuracy required for fission cross section and number of prompt fission neutron of 235U is as high as 1 % 
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or higher.  

Such high performance of nuclear data has been achieved and maintained through well-organized 

collaboration among experiment/ measurement, evaluation and compilation, and the feed back from 

benchmark analysis. In Japan, systematic benchmark analyses were undertaken by reactor physicists/ 

engineers and radiation engineers to assess the accuracy and to pickup problems prior to the release of the 

file. Owing to the systematic work, JENDL has achieved highest quality-assurance among nuclear data 

libraries over the world. Therefore, one important point in the nuclear data activity is such collaboration 

among different fields. Such characteristics will be stronger in the future because of inter-disciplinary 

nature of the nuclear data.  

In addition to such traditional and newly arising nuclear data, as proposed by Niita in the next talk [5], 

the problem of integral radiation transport should also be covered by the nuclear data because it is strongly 

correlated with the nuclear data itself. The unification of nuclear data and the particle transport through an 

appropriate computer code like PHITS [5] will provide various benefits to the user of both items and also a 

new “market” of the nuclear data.     

     

3. Importance of human resources 

To meet such a wide requirement with keeping the activity of nuclear data society, sew up of good 

human resources is most essential as well as effective organization among scientists or engineer who have 

motivation on nuclear data. Peoples who are expected to support nuclear data activity may be divided into 

three types:1) experimenters who produce experimental data, 2) evaluators who produce evaluated data, 

and 3) bench-marker doing quality assurance of the evaluated data. As mentioned in sect. 2, evaluators are 

highly desired to cover the modeling and/or the development of computer codes treating radiation transport 

including new transport analysis schemes. To support such highly inter-disciplinary jobs, well-organized 

collaboration of peoples in different fields are required as well as supply of new human resources.  

From the above mentioned view points, I would like to point out two recommendations;  

One is the promotion of collaboration with peoples in nuclear physics, particle physics, mathematics and 

other related fields to promote the production of “exotic nuclear data” taking account of new models and 

theories developed in the physics fields. For the reason, establishment of an appropriate scheme is highly 

required to promote the collaboration in particular with young people. A good example of such 

collaboration can be seen in EU and USA; young peoples graduated from physics departments look to be 

working very actively in the nuclear data fields having challenging subjects [6]. This is also true for the 

experimental area for production of new nuclear data because experiments required for “exotic” data 

should be more complicated and comprehensive than in traditional nuclear data experiments. In such 

experiments, sophisticated detector and data acquisition systems which have been developed and employed 

in the physics filed will open a new possibility of nuclear data. Examples are seen in the n-TOF project in 

CERN [7] and Nuclear Data Project in Japan lead by Dr. Igashira [8] which enable new high sensitive and 

functional radiation detectors providing very detailed and redundant out put data.  

The second one is to provide young people with opportunities to do nuclear data work like internship. 

Nuclear data research will be attractive for young peoples owing to its deep underlying contents on 
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nuclear/particle physics, nuclear engineering, data engineering, mathematics and computer technology and 

so on. The presently-carried out tutorial course on nuclear data and the seminar like one on PHITS seem  

very effective as well as the nuclear data symposium to encourage the young people and provide the chance 

to touch such a fascinating subject. They are expected to continue and even extended. Universities in the 

nuclear engineering field will be expected to encourage students to learn such subjects and nurture 

specialists with strong motivation on nuclear engineering. The problem is a very limited number of jobs 

after graduation, but such basic knowledge will useful in any fields around nuclear engineering. 

  The nuclear data center JAEA and/or the Sigma Committee is expected to act as an organizer of 

collaboration with other fields including physics society and young people.  
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A Proposal for New Treatment of Radiation Behavior with 
Combination of Nuclear Data and Reaction Model. 

K. Niita 
Research Organization for Information Science & Technology, 

Tokai, Naka, Ibaraki, 319-1106, Japan 

The nuclear data are extensively used in the Monte Carlo transport calculations to 
analyze the radiation behavior in various fields such as accelerator facilities, spacecrafts, and 
radiotherapy. Most of the Monte Carlo transport calculations are based on Boltzmann equation 
for one-body phase space distribution of the transport particles. By such transport calculations, 
particularly with the nuclear data, one could obtain only the mean value of the one-body 
observables in the phase space, e.g. heat, flux, and so on. We cannot calculate the fluctuations 
around the mean value, since the Boltzmann equation has no information for the two-body and 
higher order correlations which determine the fluctuation around the mean value.  

Recently, however, the higher order quantities, i.e. the fluctuations around the mean 
values of the one-body observables are often required in a certain field. A typical example for 
such a correlated quantity is the deposit energy distribution in a cell, which is necessary for the 
estimation of the response function of the detector or a single event upset probability of a 
semiconductor memory cell. The solution of the Boltzmann equation cannot describe the 
distribution but only the mean value. Furthermore, Monte Carlo calculations by using the 
nuclear data cannot deal with these quantities, since the nuclear data includes only the inclusive 
one-body cross sections but no information of the correlations. 

We have therefore developed a new treatment of radiation behavior in the transport 
calculations by combining the nuclear data with the reaction models so as to trace all higher 
correlations. We would like to discuss a possibility of this new treatment in the nuclear data 
field.
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Comparison of Major Nuclear Data Libraries 
– JENDL-3.3, ENDF/B-VI.8, ENDF/B-VII�1.2 and JEFF-3.1 – 

Keiichi SHIBATA 
Nuclear Data Center, Japan Atomic Energy Agency 
Tokai-mura, Naka-gun, Ibraki-ken 319-1195, Japan 

 Compared are neutron-induced reaction data contained in major general-purpose 
libraries: major actinides, minor actinides, long-lived fission products, and structural materials 
in JENDL-3.3, ENDF/B-VI.8, ENDF/B-VII�1.2, and JEFF-3.1.  It is found from the 
comparison that there still exist large discrepancies among the cross sections in different 
libraries. 

1. Introduction 
 Evaluations for JENDL-4 are in progress in order to improve fission product and minor 
actinide data in JENDL-3.3 [1].  In Europe, the OECD/NEA Data Bank released JEFF-3.1 
[2] in 2005.  Moreover, the National Nuclear Data Center in BNL, which released 
ENDF/B-VI.8 [3] in 2001, is now preparing for the release of ENDF/B-VII whose � version 
[4] is available on Web.  It is worthwhile to compare the data in the existing major libraries 
including the � version ENDF/B-VII�1.2 to clarify their differences.  Comparisons were 
made for major actinides (233, 235, 238U, 239, 240, 241Pu, 232Th), minor actinides (237Np, 241, 242g, 242m, 

243Am, 242, 244, 245Cm), long-lived fission products (79Se, 93Zr, 99Tc, 107Pd, 126Sn, 129I, 135Cs), 
and structural materials (Cr, Fe, Ni).  The following sections describe the results of the 
comparisons.

2. Major Actinides 
 The same resolved resonance parameters of 235U [5] were used for all libraries below 
2.25 keV, which gives the same thermal behavior of the total, elastic scattering, fission and 
capture cross sections.  In the energy region above 2.25 keV, the difference in the fission 
cross section of 235U is small, i.e., several %, while the capture cross sections of JENDL-3.3 
are about 10% larger than the other libraries in the region from 30 keV to 1 MeV as seen in 
Fig. 1.  At thermal energy, there is little difference (0.02%) in the average number of prompt 
neutrons emitted in the 235U(n,f) reaction, although several-percent difference can be seen in 
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the case of delayed neutrons.  As for 238U, JEFF-3.1 and ENDF/B-VII�1.2 adopted the new 
resolved resonance parameters [6] evaluated in ORNL, which yield somewhat smaller thermal 
capture cross sections and capture resonance integrals than those of JENDL-3.3 and 
ENDF/B-VI.8, as seen in Table 1.  It is found from Fig. 2 that the 238U(n,n’) cross section of 
ENDF/B-VII�1.2 is close to that of JENDL-3.3 below 6 MeV.  The 233U data were 
completely revised for ENDF/B-VII�1.2, whereas JEFF-3.1 adopted the 233U data in 
JENDL-3.3. 
 The same resolved resonance parameters of 239Pu [7] were adopted for all libraries 
below 2.5 keV, although background fission cross sections are contained in ENDF around 2 
keV.  It should be noted that all libraries but JENDL-3.3 adopted the evaluation of Fort et al. 
[8] for the average number of prompt neutrons emitted in the 239Pu(n,f) reaction, which 
exhibits fluctuations in the region from 10 to 700 keV.  Concerning 240Pu, there is a question 
why ENDF/B-VII�1.2 did not adopt the latest resolved resonance parameters evaluated by 
Bouland et al.[9]  Resolved resonance parameters of 241Pu were revised for JEFF-3.1 and 
ENDF/B-VII�1.2 below 20 eV. 
 As for the fission cross section of 232Th, there is several-percent difference among 
libraries above 1 MeV. 

3. Minor Actinides 
 Differences can be seen in the fission cross section of 237Np below the sub-threshold 
between JENDL-3.3, JEFF-3.1 and the two ENDF libraries.  Even at thermal energy, there is 
about 10% difference in the capture cross section of 237Np.   
 The fission cross section of 241Am in JEFF-3.1 deviates from those of the other libraries 
considerably below 1 eV.  Figure 3 shows the isomeric ratio of the 241Am(n,�) reactions and 
it indicates that each evaluator has different views of measurements and nuclear model 
calculations.  The 242g, 242m, 243Am data of JEFF-3.1 were taken from JENDL-3.3, while the 
242g, 242mAm data of ENDF/B-VII�1.2 were partly taken from JENDL-3.3. 
 Figure 4 shows the fission cross section of 242Cm.  In the energy region from 10 keV to 
1 MeV, available measurements, which are not shown in the figure, support JENDL-3.3 and 
JEFF-3.1.  The 244, 245Cm data of JENDL-3.3 were adopted by ENDF/B-VII�1.2, while the 
245Cm data of JEFF-3.1 were taken from JENDL-3.3. 

4. Long-lived Fission Products 
 Only the capture cross sections of long-lived fission products (LLFPs) were examined in 
the present work. 
 As for 79Se, ENDF/B-VI.8, ENDF/B-VII�1.2 and JEFF-3.1 adopted JENDL-3.3 data.  
There exist no experimental data on 79Se.  No resolved resonance parameters are compiled in 
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the libraries.  It is strongly recommended that measurements should be performed for this 
nucleus.
 The 93Zr data of ENDF/B-VI.8 contains no resolved resonance parameters, while there 
is only one resonance level in those of JEFF-3.1.  The thermal capture cross section of 93Zr 
in ENDF/B-VII�1.2 is 70% smaller than that of JENDL-3.3, as seen in Fig. 5. 
 The difference in the capture cross section of 99Tc among the libraries is smaller than 
that of 93Zr.  However, 10-20 % differences can be seen depending on energy region. 
 As for the capture cross section of 107Pd, a large difference can be seen between 
JENDL-3.3 and JEFF-3.1 in the resonance region from 10 eV to 1 keV. 
 There are no experimental data on 126Sn.  The data of ENDF/B-VII�1.2 were taken 
from JENDL-3.3, while those of JEFF-3.1 were taken from ENDF/B-VI.8.  Measurements 
are also required for 126Sn to produce reliable evaluated data. 
 Recently, Noguere et al. [10] evaluated the resolved resonance parameters of 129I, and 
their parameters were adopted by JEFF-3.1.  As shown in Fig. 6, there is a marked difference 
in the low energy tail of the lowest resonance of the 129I(n,�) cross section between JEFF-3.1 
and JENDL-3.1.  Preliminary data of the cross section measured by Kobayashi [11], which 
are not shown in the figure, seem to support the JEFF-3.1 data. 
 As for the capture cross section of 135Cs, the resonant cross sections are discrepant 
among the libraries. 

5. Structural Materials 
 Only the total cross sections of elemental Cr, Fe and Ni were examined in the present 
work.  Maximum 20% differences are seen between JENDL-3.3 and ENDF-VII�1.2 in Fig. 
7, although the difference is about 2-3 % in the case of Fe and Ni.  It is recommended to 
re-examine the resonance parameters of Cr isotopes for the JENDL-4 evaluation. 

6. Conclusions 
 Major actinide, minor actinide, long-lived fission product and structural material data 
were compared among the existing major nuclear data libraries JENDL-3.3, ENDF/B-VI.8, 
ENDF/B-VII�1.2 and JEFF-3.1.  Even for major actinides, there still remain differences 
among the libraries.  New measurements are required to resolve the differences.  Moreover, 
re-analyses of old measurements are also encouraged with the aid of advanced theoretical 
techniques.
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Table 1 Thermal capture cross sections (�c) and  
capture resonance integrals (Ic)of 238U at 300 K 

Library �c (b) Ic (b)* 
JENDL-3.3 2.718 278.1 

ENDF/B-VI.8 2.718 278.1 
ENDF/B-VII�1.2 2.684 275.3 

JEFF-3.1 2.684 275.3 
Mughabghab 2003 [12] 2.608�0.019 277�3

 * Integration was performed from 0.5 eV to 20 MeV. 
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Fig. 1  Capture cross sections of 235U relative to JENDL-3.3 

Fig. 2  Inelastic scattering cross sections of 238U



JAEA-Conf  2006-009

－ 49 －

Fig. 3  Isomeric ratio of the 241Am(n,�) cross section 

Fig. 4  Fission cross sections of 242Cm
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Fig. 5   Capture cross sections of 93Zr 

Fig. 6  Capture cross sections of 129I
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Fig. 7  Total cross sections of elemental Cr relative to JENDL-3.3 
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The 2003-2004 activities of Reactor Integral Test WG under Subcommittee on Reactor Constants 
of Japanese Nuclear Data Committee are presented. During this period, the WG carried out integral 
tests of JENDL-3.3, ENDF/B-VI and JEF 2.2 (JEFF-3.0) for reactor applications. Some results of 
integral tests for other latest libraries, JEFF-3.1 and ENDF/B-VII are also presented. 

1. Introduction 
The latest version of Japanese Evaluated Nuclear Data Library (JENDL-3.3) [1] was released in 

May, 2002. After the release of JENDL-3.3, the activities of Reactor Integral Test Working Group 
under Subcommittee on Reactor Constants of Japanese Nuclear Data Committee have been 
concentrated on the benchmark testing of JENDL-3.3 and other recent libraries to improve JENDL-3.3 
for the next version, JENDL-4. This paper summarizes the 2003-2004 activities of the WG.�. During 
this period, the WG discussed on the following topics: 

��Benchmark analysis for thermal systems 
��Analysis of LWR MOX physics experiments MISTRAL/BASALA 
��Sensitivity analysis for thermal systems 

      -Dependence of criticality prediction accuracy on U-235 enrichment- 
�� Integral test for fast reactors at JNC with BFS, MOZART, SEFOR experiments 
��PIE and burn-up calculation for MA irradiated at PFR 
��Applicability of JENDL-3.3 to MOX critical experiments 
��FUBILA project for full-MOX BWR and its preliminary analysis 
��FCA Benchmark for JENDL-3.3 and ENDF/B-VII Preliminary 
��Benchmark system for JENDL-4 

Among these topics, the following 4 topics are briefly reported in this paper. 
1. Integral test of JENDL-3.3 in U-fueled thermal reactors by K. Okumura (JAEA), 
2. Integral test for FCA cores by S. Okajima (JAEA), 
3. Integral test of latest libraries by K. Okumura (JAEA), and 
4. Action plans now underway by Reactor Integral Test WG chaired by M. Ishikawa 

�  Members of Reactor Integral Test WG(2003-2004): T.Iwasaki (Tohoku Univ.), H. Unesaki (Kyoto 
Univ.), T. Kitada, T. Takeda (Osaka Univ.), K. Ikeda, Y. Tahara (MHI), M. Yamamoto (GNF-J), T. 
Sanda (JAPC), K. Ishii, A. Zukeran (Hitachi), H. Akie, M. Ishikawa, H. Oigawa, S. Okajima, K. 
Okumura, H. Takano, Y. Nakano, T. Hazama, A. Hasegawa, Y. Miyoshi, T. Mori (JAEA)  
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2. Integral Test of JENDL-3.3 in U-fueled Thermal Reactors by K. Okumura 
Extended benchmark tests were carried out by K. Okumura for light water moderated uranium 

fueled systems, aiming at investigating dependence of criticality evaluation accuracy on U-235 
enrichment. The benchmark cores selected are shown in Table 1. All the benchmark calculations were 
performed by using a continuous-energy Monte Carlo code MVP [2] and its four different nuclear data 
libraries generated from JENDL-3.2 [3], JENDL-3.3, JEF-2.2 [4] and ENDF/B-VI (R8) [5].  

The results are summarized in Figs.1-4. The dependence of C/E values on U-235 enrichment is 
apparently seen in Fig.2 (JENDL-3.3) and Fig.3 (all nuclear data). The C/E values for all nuclear data 
increase with the enrichment. However, the U-235 enrichments for C/E value �1.0 vary from 2.5% to 
10%, depending on the libraries as shown in Fig.4. No apparent dependence of prediction accuracy is 
observed for other parameters such as H/U ratio and leakage. In order to solve the systematic 
dependence on U-235 enrichment, 4 factors of k� were evaluated for the benchmark cores with MVP 
and JENDL-3.3. Only the �-value showed a similar dependence on the U-235 enrichment, as shown in 
Fig.5. It was concluded from this fact and some consideration that 3% decrease of 235238 / a��

�
 solves 

the dependence of prediction accuracy on u-235 enrichment.  

Table 1� List of benchmark cores for integral test of JENDL-3.3 in U-fueled thermal reactors 

No Core U-235/U H/U Remarks 

1 TRX-1 1.3 3.3 Metal-U, Hexagonal lattice, Al clad. (11.506mm�)
2 TRX-2 1.3 5.6 Metal-U, Hexagonal lattice, Al clad. (11.506mm�)
3 KRITZ2:1 1.89 3.4 Zry-2 clad (12.25mm�), Boron:218ppm 
4 KRITZ2:13 1.89 5.0 Zry-2 clad (12.25mm�), Boron:452ppm 
5 B&W-XI* 2.46 5.4 Al-6061 clad (12.06mm�), Boron:1511ppm 

6-8 TCA-1.50U* 2.6 4.3 3 cases of different loading patterns, Al clad (14.17mm�)
9-13 TCA-1.83U* 2.6 5.3 5 cases of different loading patterns, Al clad (14.17mm�)

14-18 TCA-2.48U* 2.6 7.2 5 cases of different loading patterns, Al clad (14.17mm�)
19-23 TCA-3.00U* 2.6 8.6 5 cases of different loading patterns, Al clad (14.17mm�)

24 DIMPLE3* 3.0 3.0 SS clad (10.937mm�)
25 MISTRAL-C1 3.7 5.1 By NUPEC, Zry-4 clad (9.5mm�), Boron:300ppm 
26 DIMPLE7* 7.0 8.4 SS clad (8.324mm�)

27-33 
STACY* 
001-007 

10.0
72~
103

Nitrate solution in water reflected 600mm� cylindrical tank, 
7 cases of different U concentrations: 310.1~225.3 gU/liter, 

34 TRACY 10.0 7.2 Nitrate solution, 430g/liter, critical level:45.3cm with CR 
35 JRR4-U20 20.0 - U3Si2-Al dispersed fuel, minimum critical core (12 elements)
36 JRR4-U93 93.0 - U-Al alloy, minimum critical core (12 elements) 
37 KUCA-B(1:1) 5.4 9.56 EU:NU=1:1, B3/8”P33EU-NU-NU-EU(5) 
38 KUCA-B(1:1) 9.6 13.4 EU:NU=2:1, B3/8”P36EU-NU-NU-EU(3) 
39 KUCA-B(1:1) 93.0 9.3 EU:NU=1:0, B1/8”P80EU(2) 

*Experimental data and benchmark models are taken from the ICSBEP Handbook[6] 
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3. Integral Test for FCA Cores by S. Okajima 
   Eight different FCA cores were selected from a 
viewpoint of benchmark test for the main revision in 
JENDL-3.3: the IX-1 to IX-6, X-1 and X-2 cores. 
These cores were simple in geometry. Each core was 
composed of a core region and axial and radial blanket 
regions. The characteristics of these cores were 
summarized in Table 2.  

The IX series cores were constructed for the integral 
test of actinide nuclides cross sections. Figure 6 shows 
the calculated neutron spectra at the core center. The 
spectrum is soft in the IX-1 core and becomes harder 
for a core of later number. 

The X-1 and X-2 cores were constructed for the 
mockup experiment of the Fast Experimental Reactor 
“JOYO” Mark II Core. The X-1 core had a cylindrical core surrounded by a depleted uranium blanket, 
while the X-2 core consisted of the core and reflector regions comprised of sodium and stainless steel. 
Both cores had a similar geometry and fuel configuration in core cells.   

Table 2    Characteristics of the FCA cores for a benchmark test 

Core name  IX-1 IX-2 IX-3 IX-4 IX-5 IX-6 X-1 X-2 
Geometry 
  Core 

dimension 

 (cm) 
Radius 
Height 

30.4
61.0

23.1
40.6

17.9
35.6

27.6
50.8

20.4
40.6

22.9
40.6

28.6
50.8

28.0
50.8

  Blanket  
  thickness 

Radial 
Axial 

31.2
35.6

35.1
35.6

39.6
35.6

32.5
35.6

37.1
35.6

36.0
35.6

33.1
30.5

33.8* 
35.6* 

Fuel material 
(Enrichment) 

EU
(93%) 

EU
(93%)

EU
(93%)

EU
(93%)

EU
(93%)

EU
(93%) 

Pu+EU 
(35%) 

Pu+EU 
(35%) 

Principal diluent 
material C C C SUS† SUS† SUS† Na Na 

Volume fraction of fuel 0.06 0.13 0.19 0.13 0.19 0.19 0.5 0.5 
* : Reflector thickness,  † : Stainless steel 

   Figure 7 compares calculated results�C/E values for criticality�between JENDL-3.3 and 
JENDL-3.2. No large discrepancy is seen between both the libraries, except for IX-1 to –3 cores. For 
IX-1 to –3 cores, neutron spectrum dependence is observed in the results with JENDL-3.3, while no 
spectrum dependence is seen in JENDL-3.2. This tendency is caused by the revised capture cross 
section of U-235. 
   In Fig.8, calculated results are compared between ENDF/B-VI.8 and JEFF-3.0, together with 
JENDL-3.3. Both libraries give a similar tendency of C/E values. The ENDF/B-VI.8 gives C/E values 
of 0.999 ~ 1.017, while the JEFF-3.0 results are 0.996 ~ 1.010. In the IX-1 to –3 cores, similar spectral 
dependence is found among the three libraries including JENDL-3.3. On the other hand, spectral 
dependence in the IX-4 to –6 cores, which is found in the JENDL-3.3 results, is not observed in the 

Fig.6  Neutron spectra in FCA IX cores
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ENDF/B-VI.8 and JEFF-3.0 results. 

4. Integral Test of Latest Libraries by K. Okumura 
Benchmark test of latest libraries JEFF-3.1[7] and ENDF/B-VII�1.2[8] were carried out by K. 

Okumura with the MVP code for typical thermal and fast cores with U or Pu fuel. The results are 
shown in Fig.9, together with those of JENDL-3.3 and ENDF/B-VI.8. As for the thermal systems with 
U fuels, both the latest libraries improve the U-235 enrichment dependence of prediction accuracy. 
However, the underestimate in lower enrichment remains.  

C/E value of keff with a Contineous-Energy Monte Code MVP
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5. Action Plans Now Underway by Reactor Integral Test WG Chaired by M. Ishikawa 
The Reactor Integral Test WG has been chaired by M. Ishikawa since FY2005. It is carrying out 

extended benchmark tests for JEFF-3.1, ENDF/B-VII, JENDL-3.3. etc. to clarify problems in current 
nuclear data and to give recommendation to the evaluation work for JENDL-4. For this purpose, the 
following benchmark cores are selected: 

       - FUBILA and REBUS experiments with JEFF-3.1 
       - NCA 
       - Small fast cores: FCA-IX-1, -2, -3, -4, -5, -6, -7, FCA-X-1�-2  
       - Benchmark cores with metal or oxide fuel: FCA-XVI-1, -2, FCA-XVII-1 
       - Large Na-MOX cores: ZPPR-9 � -19B (19 cores) 
       - Large Na-UO2 cores: BFS-62-1�5, BFS-66-1 (6 cores) 
       - JOYO MK-I, -II
       - Experiments in ICEBEP 
       - etc. 
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Abstract 
 In core design calculation, nuclear data takes part as multi group cross section library 

during the assembly calculation, which is the first stage of a core design calculation. This 
report summarizes the multi group cross section libraries used in assembly calculations and 
also presents the methods adopted for resonance and assembly calculation. 

1. Nuclear data library in light-water reactor core design calculation 
The current core design calculation does not treat whole core heterogeneous geometry of a 

reactor directly (for instance, the actual shape of a fuel assembly). Instead, the calculation is 
first done at an assembly level, and then to a reactor level. The assembly calculation is 
executed using multi group cross section data prepared beforehand from the nuclear data 
library, which then provides a few group cross section library to be used for the reactor 
calculation. The reactor calculation is then performed using this few group library to evaluate 
core characteristics such as eigenvalue or flux distribution. 
 Since a few group cross section library used in the reactor calculation consists of collapsed 
energy groups and homogenized spatial geometry, the characteristics of nuclear data library 
in reactor calculation is less obvious compared to that of assembly calculations which utilizes 
finer multi group cross section and more detailed geometry information. Therefore, this paper 
will focus on the assembly calculation and will present base library and neutronic calculation 
methods adapted in its calculation. 

2. Present Design Assembly Code 
The assembly codes were first introduced into Japan by nuclear fuel vendors such as WH 

(Westinghouse) or GE (General Electric) at the same time when light-water reactors were 
introduced. These assembly codes are based on ENDF/B-4/5 library, which have been 
constantly improved and updated. They are widely used now for a commercial core design. 

Some of the features of assembly calculation codes for a core design calculation are noted as 
follows. 
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2.1 PHENIX-P(PWR) [1],[2] 
PHENIX-P has been used for PWR fuel assemblies at MHI (Mitsubishi Heavy Industries). 

It was developed with WH and was released for design use in 1987. It employs a 42-group 
cross-section library based on ENDF/B-V. The resonance calculation method is based on IR 
approximation. The assembly calculation employs S4 using energy-condensed 6-group 
cross-section data as a transport solver. The 6-group cross-section data is collapsed in energy 
and space by using 42 energy groups flux distribution which is obtained by Node Joined 
Method. The heterogeneous neutron flux distribution of the fuel cells in the assembly is 
evaluated by combining the heterogeneous flux of the fuel cells obtained by the Node Joined 
Method with the homogeneous flux of the fuel cells obtained by the assembly calculation.  
2.2 Improved NULIF(PWR) [3],[4] 

Improved NULIF(PWR) has been used for PWR fuel assemblies at NFI (Nuclear Fuel 
Industries). It was developed by NFI and was released for design use in 1988. It employs a 
99-group cross-section library based on ENDF/B-V. The resonance calculation method is 
based on NR approximation and NRIA (Narrow Resonance Infinite Absorber). The assembly 
calculation is based on diffusion theory, and uses energy-condensed 3-group cross-section data. 
One of the remarks for Improved NULIF is very short run time, which makes the generation 
of few-group cross-section library easy. 
2.3 CASMO(PWR/BWR) [5] 

CASMO was developed by Studsvik of America (now Studsvik Scandpower), and has been 
used as a nuclear design code for PWR fuel assemblies at NEL (Nuclear Engineering Ltd.) 
and for BWR fuel assemblies at TEPSYS (Tepco Systems). It usually employs a 70-group 
cross-section library based on ENDF/B-IV and V. The resonance calculation method is based 
on IR approximation. Method of characteristic (MOC) is applied with energy-condensed 
7-group cross-section data as a neutron transport solver. The explicit geometry of an assembly 
can be treated. 
2.4 TGBLA(BWR) [6],[7],[8] 

TGBLA has been used for BWR fuel assemblies at GNF-J (Global Nuclear Fuel Japan). It 
was developed by GE and Toshiba and was released for design use in 1982. It employs a 
98-group cross-section library based on ENDF/B-4 and 5. The resonance calculation method is 
based on IR approximation and IRCM [9] code. The assembly calculation is based on diffusion 
theory, and uses energy-condensed 3-group cross -section data. 
2.5 HINES(BWR) 

HINES has been used for BWR fuel assemblies at GNF-J. It was developed by Hitachi and 
was released for design use in 1982. It employs a 98-group cross-section library based on 
ENDF/B-IV and V. The resonance calculation method is based on IR approximation. The 
assembly calculation is based on diffusion theory, and uses energy -condensed 3-group 
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cross-section data. 
2.6 NEUPHYS(BWR)[10] 

NEUPHYS has been used for BWR fuel assemblies at NFI. It was developed by NFI and 
was released for design use in 1985. It employs a 98-group cross-section library based on 
ENDF/B-IV. The resonance calculation is based on IR approximation. The assembly 
calculation is based on diffusion theory, and uses energy-condensed 3-group cross-section 
data. 

��Next Generation Design Assembly Code 
Decades have passed since the introduction of assembly codes, and domestic vendors are 

now developing next generation assembly codes. The next generation assembly codes feature 
improved accuracy with more explicit treatment of geometry and more energy groups. Some 
domestic venders have started employing JENDL series (3.2/3.3) as one of the main nuclear 
data besides ENDF series. 
3-1) PARAGON(PWR)[11] 

PARAGON has been in development at WH and MHI for PWR fuel assemblies. For Core 
design calculation, it usually employs a 70-group cross-section library based on ENDF/B-VI. 
For research purposes, some multi-group cross-section libraries such as a 187-group based on 
JENDL-3.3 can be applied optionally. The resonance calculation is based on IR approximation 
with spatially dependent Dancoff method [12]. Current-coupling collision probability methods 
(CCCP methods)[13] with 70-group cross-section data is utilized in PARAGON as a neutron 
transport solver. 
3-2) AEGIS(PWR)[14] 

AEGIS has been in development at NEL for PWR fuel assemblies. It employs three 
172-group cross-section libraries made from ENDF/B-VI, ENDF/B-VII and JENDL 3.3. The 
resonance calculation is done in super fine groups. MOC is currently applied with 172-group 
cross-section data as a neutron transport solver. It can treat the large-scale calculation with 
explicit geometry, higher order anisotopic scattering, and resonance shielding effect. 
3-3) LANCER(BWR)[15] 

LANCER has already been developed for BWR fuel assemblies at GNF-J. It was developed 
by GNF-J and was released for design use in 2005. It employs a 190-group cross-section 
library based on ENDF/B-VI. The resonance calculation method is based on F-table. CCCP 
methods used energy-condensed 35-group cross-section data is utilized in LANCER as a 
neutron transport solver in the assembly calculation. 
3-4) Improved NEUPHYS(BWR)[16] 

Improved NEUPHYS has been in development at NFI for BWR fuel assemblies. It employs 
a 98-group cross-section library based on JENDL 3.2. The resonance calculation is based on 
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IR approximation. MOC with energy-condensed 20-group cross- section data is utilized in 
Improved NEUPHYS as a neutron transport solver. It can treat the large-scale calculation 
with explicit geometry. 

��Summary 
 The features of assembly codes are summarized in Table 1. The present assembly codes 

mainly employ the library based on ENDF/B-IV or V. On the other hand, some assembly codes 
have started employing JENDL series (3.2/3.3) as one of the main nuclide data besides ENDF 
series. The assembly codes are providing more accurate results, which makes the role of the 
nuclear library in the calculation more prominent.  
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PHOENIX-P and PARAGON, M. Tatsumi and H. Hyoudou(NFI) on Improved NULIF, M. 
Yamamoto(GNF-J) on TGBLA, HINES and LANCER, T. Ito(NFI) on NEUPHYS and 
Improved NEUPHYS.  

Reference 
[1] MAPI-1087 rev.6 (2004) [in Japanese]  
[2] R.J.J.Stamm’ler, M.J.Abbate,”Method of Steady-state Reactor Physics in Nuclear Design,” 
Academic Press, London, (1983) 
[3] NFK.8102 [in Japanese] 
[4] NFK.8113 rev.2  [in Japanese] 
[5] BTN-0204036 [in Japanese] 
[6] M. Yamamoto, et al. “Development and Validation of TGBLA Lattice Physics Methods”. In 
proceedings of the Topical Meeting on Reactor Physics and Shielding, Chicago, USA, 
September 17-19 1984. 
[7] M. Yamatomo, et al. “Recent Developments in TGBLA Lattice Physics Code”. In
Proceedings of the International Topical Meeting on Advances Reactor Physics, Mathmatics 
and Computation, Paris, France, April 27-30 1987. 
[8] M. Yamatomo, et al. “New Physics Models Recently Incorporated in TGBLA”. In 
Proceedings of the International Topical Meeting on Advances Reactor Physics, Mathmatics 
and Computation, Pittsburgh, USA, April 28-May2 1991. 
[9] JAERI 1134 
[10] NLR-01[in Japanese] 
[11] M. Ouisloumen, et al., “The New Lattice Code PARAGON and Its Qualification for 
Nuclear Applications”, Proc. International Conference on Supercomputing in Nuclear 



JAEA-Conf  2006-009

－ 62 －

Applications,SNA’ 2003, September 2003, Paris, France(2003)  
[12] H. Matsumoto, et al., “Development of Spatially Dependent Resonance Shielding 
Method”, Journal of NUCLEAR SCIENCE and THECHNOLOGY, Vol. 42, No.8, 
p.688-694(2005) 
[13] E. A. Villarino, et al. “HELIOS: Angularly Dependent Collision Probabilities”, Nuc. Sci. 
Eng., 112,16(1992) 
[14] N. Sugimura, et al., “Development of Advanced Neutronics Design System of Next 
Generation, AEGIS”, Proc. Mathmatics and Computation, Supercomputing, Reactor Physics 
and Nuclear Biological Application, Avignon, France, September 12-15 (2005) 
[15] K. Azekura, et al. “Development of a BWR Lattice Abalysis Code LANCER Based on an 
Improved CCCP Method”. Advances in Nuclear Fuel Management III, HiltonHead Island, 
South Carolina, USA, October 5-8, 2003 
[16] Y. Kanayama, et al., “An Applicability of the Advanced Fuel Assembly Design Code 
NEUPHYS for LWR Next Generation Fuels”, GENES4/ANP2003, Kyoto, Japan, September 
15-19 (2003) 



JAEA-Conf  2006-009

－ 63 －

Ta
bl

e 
1 

Su
m

m
ar

y 
of

 th
e 

Fe
at

ur
es

 o
f A

ss
em

bl
y 

C
od

es
  

�
�
��

��
��

�
�
��
�
��
��
��
��

�
�
��

�
�
��
��
��
�

�
��
�
�

�
��
�
��
��
�

�
�
��
�
��
�
�

�
��
�
�
��
��
�
�

�
��
�
�
�
��

�
��
�
�
��
��
�
�

�
�
�
��
��

�
�
�
�
�
��
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�
�
�

�
�

��
�
�
��
��
�
��
�
��

��
�
�

�
�
��
��
�
�
�
�

�
��
�

��
�
��
��
�

��
�
�
��

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�

�
�

�
�
�
�
�
��

�
�
��
��
��
��
�
�

�
�
�
��
��
�
�

�
��
�

�
�
�
�
�

�
�
�
�
�
�
�
�

��
��
�

�
�
�
�

�
�

��
�
�
��
��
�
��
�
��

��
�
�
�

�
��
���
��

�
�
�
�
��
��

�
�
�
�
�

�
�
�
�
�
�
�
�

��
��
�

�
�
�
�

�
�
�
�
�
��
��
�

�
�

��
�
�
��
�

�
�
��
��
��
��
�
�

�
�
�
��
��
�
�

�
��
�

�
��
�
�

�
�
�
�
�
�
�
�

��
��
�

�
�
�
�

�
��
��
�
�

�
�

��
�
�
��
��
��
��
�
�

�
��
�
��
�
��

�
�
��
�
�
��
�
�

�
�
�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�
�

�
�
�

�
�
��
��
�

��
�
��
��
��
�
�
��

��
�
�
�
�

�
��
���
��

�
�
�
�
��
��

�
�
�
�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�

�
�

��
�
�
��
��
��
��
�
�

�
�
�
��
��
�
�

�
��
�

�
�
�
�
�

�
�
�
�
�
�
�
�

��
��
�

�
�
�
�

�
�

��
�
�
��
��
�
��
�
��

��
�
�
�

�
��
���
��

�
�
�
�
��
��

�
�
�
�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�
�
�
�

�
�

��
�
�
�
�
�

��
�
��
��
��
�
�
��

��
�
�
�
�

�
�
�
�
�
���
�
�
��
��
��
�
�
��
�
�
�

�
�
�
��
�
��
�
��

�
�
�
��

�
�
�
�
�
�
�
�
��

��
��
�
�
�
�
�
�
�
��

�
�
�
�

�
�
�

�
�
�
�
��
�
��
�

�
��
�
�

��
��

��
��
��
�
�
��

��
�
�
�

�
��
��
�
�
�
��
�
��
��
�
�
��
��
�
�

�
��
�
��
��
���
��
��
�
�
�
�
��
�

�
�
�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�
�

�
�
�

�
�
��
��
�

��
�
��
��
��
�
�
��

��
�
�
�
�

�
�
��
�
�
��
�
�
�
���
�
��
��
�

�
�
�
��
��
��
�
�
��
��
��
�
�

��
��
�
��
�

��
�
�
�
�
�
�

�
�
�
�
�
�
�
��

�
�
�
�

�
�

��
��
�
��
��
��
�
�
��

��
�
�
�

�
��
��
�
�
�
��
�
��
��
�
�
��
��
�
�

�
��
�
��
��
���
��
��
�
�
�
�
��
�

�
�
��

�
�
��
��
��
�
�

�
��
�
�
�
��

�
�
��

�
�
�

�
�
�

�
�
�

�
�
�

�
��
��
�
�

�
��
�
�
�
�

�
�
��
�



JAEA-Conf  2006-009

－ 64 －

Utilization of J-PARC 
-Research Plan with Neutron-Nucleus Reaction Measurement Facilities- 

Masayuki Igashira 
Research Laboratory for Nuclear Reactors, Tokyo Institute of Technology 

2-12-1, N1-26 O-okayama, Meguro-ku, Tokyo 152-8550, Japan

We proposed installing “Neutron-Nucleus Reaction Measurement Facilities” in 
the Materials and Life Science Facility (MLF) in the High-Intensity Proton Accelerator 
Project (J-PARC: Japan Proton Accelerator Research Complex) in 2002 to conduct three 
research projects: (1) fast-neutron reaction and nuclear astrophysics, (2) neutron 
nuclear data on minor actinides and long-lived fission products, and (3) all-elements 
simultaneous, non-destructive and high-sensitivity nuclide-quantification. Fortunately, 
the proposal was approved in 2004. MLF will receive the first 3-GeV proton beam by the 
end of 2007, and will provide test neutron beams for users in 2008. In this contribution, 
the research plan with our facilities will be presented. 
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Measurement of Neutron Capture Cross Sections 

Shoji NAKAMURA *1), Alexander LAPTEV 1), Masayuki OHTA 1), Hideo HARADA 1),
Toshiyuki .FUJII 2) and Hajimu YAMANA 2)

1) Japan Atomic Energy Agency, 2-4Shirane, Shirakata, Tokai-mura, Naka-gun, Ibaraki-ken 319-1195 
2) Kyoto University Research Reactor Institute, Kumatori-cho Sennan-gun, Osaka 590-0494 

*E-mail: nakamura.shoji@jaea.go.jp 

The social acceptability of nuclear power reactors is related to the waste management of long-lived fission 
products (FP) and Minor Actinides (MA) during the burn-up of nuclear fuel.  The transmutation is one 
of ways to reduce the radio toxicity of nuclear waste.  In the transmutation study of FP’s and MA’s, the 
accurate data of neutron capture cross sections are necessary to evaluate reaction rates by reactor 
neutrons.  In this view point, the cross section measurements have been made by an activation method, 
neutron time-of-flight (TOF) method and so an. 
  As for neutron TOF measurement, a high-speed data acquisition system has been developed, which 
comprising two parallel channels with a flash-ADC shown in Fig.1.  One channel is intended for 
measuring fast neutrons, of which energies range from 10 eV up to several keV.  The sampling rate is 
40 MHz.  The other is operated at a 4 MHz sampling rate for measuring slow neutrons of which 
energies range down to a few 10 eV.  Laboratory tests for the developed system were performed, and 
the good efficiencies for the incoming counting rate were obtained. 

The 241Amd and 243Am nuclides are important in the nuclear waste management, since the presence 
of these nuclides in the nuclear waste induce long-term radio toxicity because of long-lived alpha 
emitters.  However, there are discrepancies among the reported data for the thermal neutron capture 
cross section �0 of 241Am, which reach more than 20%.  In addition, there is a discrepancy among the 
values for 243Am(n,�) reaction cross section, which reaches about 10%.  In these problems, the cross 
section measurements were made for the 241Am(n,��242Am and 243Am(n,�)244m+gAm reactions.   

In the session, the recent activities of cross section measurements will be presented as well as the 
details of the experiments and the tentative results. 

Fig. 1� Block diagram of the data acquisition system with two parallel F-ADC’s 
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Photoneutron Cross Section Measurement for 94Zr 
Using Laser Inverse Compton � Rays

Sin-ya Hohara* 1), 2), Shinji Goko 1), Ayano Makinaga 1), Takeshi Kaihori 1),
Hiroyuki Toyokawa 2), Hiroaki Utsunomiya 1), Kaoru Y. Hara 3), Fumito Kitatani 3), Hideo Harada 3)

Tetsuro Matsumoto 2), Hideki Harano 2)

1) Konan Univ. / 8-9-1 Okamoto, Higashinada-ku, Kobe, Hyogo  
2) National Institute of Advanced Industrial Science and Technology / AIST Tsukuba Central 

2,Tsukuba, Ibaraki 
3) Japan Atomic Energy Agency / 2-4 Shirane, Shirakata, Tokai-mura, Naka-gun, Ibaraki 

* E-mail: s.houhara@aist.go.jp 

Abstract 
Quasi-monoenergetic � rays produced in laser inverse Compton scattering (LCS) were used to 

measure photoneutron cross sections for 94Zr near neutron threshold.  The photodisintegration 
measurement is expected to probe neutron capture for 93Zr (a long-lived fission product) within the 
framework of the statistical model.  Measured cross sections are reported. 

1. Introduction  
In recent years, nuclear transmutation of minor actinides (MA) and long-lived fission products 

(LLFP) has promoted direct measurements of neutron capture cross sections for MA and LLFP [1,2].  
However, the direct measurement is feasible only at dedicated facilities, for example, CERN n-TOF 
[1] and J-PARC [2], where strong neutron sources are/will be available.  Yet preparation of 
radioactive samples is very difficult if not impossible.   

Photodisintegration serves as an indirect probe of neutron capture because photoneutron cross 
sections can be used as constraints on the E1 � strength function in the statistical model to predict 
neutron capture cross sections.  Quasi-monoenergetic � rays produced in laser inverse Compton 
scattering (LCS) at the National Institute of Advanced Industrial Science and Technology (AIST) are 
an ideal photon source for photodisintegration measurements.  The present work represents a 
photodisintegration measurement for 94Zr as a probe of neutron capture for 93Zr (t1/2 = 1.53 � 106

years) among other LLFP (80Se, 108Pd, etc.). 

2. Experiment 
Quasi-monoenergetic � rays were generated in head-on collisions of laser photons from the 

INAZUMA laser system on relativistic electrons in the storage ring TERAS.  The INAZUMA (a 
fiber-coupled diode-pumped Q-switch Nd: YVO4 laser) was operated in the fundamental mode (� = 
1054 nm) at 20 kHz with the maximum power of 24 W.  The beam line of the laser inverse 
Compton scattering (LCS) is shown in Fig. 1.  Laser photons were led to a region of interaction 
with electrons through a laser optics consisting of an expander, a lens, and a mirror.  The energy of 
the LCS ��rays was changed from 8.4 MeV to 9.8 MeV by adjusting the electron beam energy.  
Pencil-like beams of the LCS � rays in 2mm diameter were produced with a 20cm lead collimator.  
A macro-time structure was generated in the LCS �-ray beam by applying a 10 Hz external gate with 
80 ms ON and 20 ms OFF to the laser system as shown in Fig. 2.   
 The LCS beam was used to irradiate a 94Zr target mounted at the center of a neutron detector.  The 
target was oxide powder (ZrO2) with 99.60% in isotopic purity and 99.942% in chemical purity.  
The powder was encapsulated in an aluminum container.  Fig. 3 shows the neutron detector 
consisting of twenty 3He proportional counters (CANBERRA/ Dextray: Eurisys Mesures) embedded 
in a polyethylene moderator.  The 3He counter is 25mm in diameter and 500mm in length. The 
polyethylene moderator is 360mm in height, 360mm in width and 500mm in length.  Three 
concentric rings of 4 (inner), 8 (middle), and 8 (outer) 3He counters mounted at distances of 76mm, 
140mm and 200mm from the beam axis, respectively, provide high detection efficiencies (60 – 70%) 
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for moderated neutrons.  The electronic circuit for the triple-ring neutron detector is shown in Fig. 4.  
Signals from the 3He counters in each ring were processed by an AMP-Discri module that is 
composed of 10 sets of pre-amplifiers, main amplifiers and pulse-height discriminators.  The OR 
signal for the individual ring of 3He counters was generated with a FANIN/OUT module.  The 
beam ON and OFF gates were applied to the OR signals in a coincidence module to select events of 
reaction plus background neutrons and background neutrons, respectively.   

neutron detector

6.7 m

14 m 50 cm

20 cm

Power Meter

Expander

Lead
Collimator

NaI (Tl)
Scintillator

Nd: YVO  Laser4

Lens

Interaction region
(forcusing point)

Electron 5 m

Fig. 1 Schematic view of the LCS �-ray beam line. 
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Fig. 2 Macro (upper) and micro (lower) time structures of the  
Nd: YVO4 laser power (INAZUMA: Spectra-Physics) 

The LCS � ray was measured with a 120% high-purity germanium detector.  The response function 
of the Ge detector to the LCS � rays was analyzed in EGS4 Monte Carlo simulations to obtain the 
energy distribution of the LCS � beam [3].  A typical response function of the Ge detector and 
energy spectrum of the LCS � rays are shown in Fig. 5.  Obviously � rays above the neutron 
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threshold induced photoreactions.  The LCS � beam was monitored with a large volume NaI(Tl) 
detector (20cm in diameter and 30cm in length).  A pile-up spectrum of the LCS � rays from the 
NaI(Tl) detector is shown in Fig. 6.  The pile-up spectrum was analyzed to obtain the number of 
incident � rays [3].   

AMP
Discri
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Discri

AMP
Discri

FANIN
FANOUT

FANIN
FANOUT

FANIN
FANOUT

4�

8�

8�
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COIN
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COIN
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COIN

Clock
Generator

Gate
Generator

OUT

OUT
Laser Gate

Counter

He counter x 43

He counter x 83

He counter x 83

Fig. 3 Schematic view of the triple-ring neutron 
detector  

Fig. 4 Electronic circuit for the triple-ring neutron detector 
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Fig. 5 Response function of the germanium detector  
and the energy distribution of the LCS � rays

Fig. 6 Pile-up spectrum of the LCS �-ray beam from 
the NaI(Tl) detector. A single photon response of  
the detector is also shown.

3. Analysis and Result 
 Photoneutron cross sections were experimentally determined at the average �-ray energies in the 
monochromatic approximation from �(E

�
) = Nn/(Nt N�

(E
�
) �n f), where Nn is the number of neutrons 

detected, Nt is the number of target nuclei per unit area, N
�
(E

�
) is the number of incident � rays, �n is 

the neutron detection efficiency, and f is a correction factor for the present thick-target measurement.  
The correction factor is given by f = (1 ��e���)/�t with�the linear attenuation coefficient of � rays �
and target thickness t [4].  The detection efficiency was determined from ring ratios [3,5], where 
three ring ratios were averaged with weights being proportional to the inverse of the square of 
associated statistical uncertainties.  It is to be noted that the monochromatic approximation provides 
cross sections near the neutron threshold within typical uncertainties of a few percents [6].   

 Fig. 7 shows the present result of photoneutron cross sections for 94Zr.  The statistical error bars 
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are smaller than the size of the data points.  The data of Berman et al. [5] are also shown for 
comparison.  The present data are consistent with the previous data above neutron threshold, 
whereas non-vanishing cross sections below neutron threshold obtained in the previous measurement 
are apparently problematic.   

4. Summary 
 We measured (�, n) reaction cross section for 94Zr with the LCS �-ray beam at AIST.  The present 
result is consistent with that of Berman et al. [5] above neutron threshold.  However, the 
non-vanishing cross sections of the previous measurement below neutron threshold are apparently 
problematic.   The present result exhibits a large cross section even at 8.36 MeV which is already 
very close to the threshold.  The threshold behavior of the photoneutron cross section needs to be 
studied carefully further.        

Reference 
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The investigation of deuteron production double differential cross section
induced by 392 MeV protons

Tadahiro KIN1,∗, Masahiro NAKANO1, Minoru IMAMURA2,
Yusuke YAMASHITA2, Hiroki IWAMOTO2, Naoya KOBA2,

Yusuke KOBA2, Hiroaki FUKUDA2,
Genichiro WAKABAYASHI2, Yusuke UOZUMI2, Nobuo IKEDA2,

Norihiko KOORI3, and Masaru MATOBA4

1University of Occupational and Environmental Health, Fukuoka 807-8555, Japan
2Department of Applied Quantum Physics and Nuclear Engineering, Kyushu University, Fukuoka 812-8581, Japan

3Faculty of integrated Arts and Sciences, University of Tokushima, Tokushima 770-8502, Japan
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We have investigated the deuteron productions from 392 MeV proton induced reaction for target nuclei of 12C,
27Al, 93Nb. Deuteron production double differential cross sections were determined over a broad energy range and
scattered angles from 20 to 105 degrees in laboratory system. Those spectra were compared with two theoretical
models; Quantum Molecular Dynamics model and Intranuclear Cascade model. We developed the code of Intra Nuclear
Cacade model and we’ve got good results to reproduce the experimental data.

KEYWORDS: intermediate enegy, deuteron production cross section, double differential cross section, 12C, 27Al,
93Nb, QMD, INC

I. Introduction

The data of nuclear reactions induced by intermediate-energy charged particles are important for variety of
sciences and technologies. We have reported about proton induced proton production double differential cross
section (DDX) already.1) Many kinds of charged particles are produced by proton induced reactions. Proton
production events are the largest and the second-largest events are deuteron production. The cross section of
deuteron production is about 10% compared with protons. We can’t ignore such a large number of events,
because deuterons possess high energy and cause much effect in materials. Therefore, deuteron production DDX
data induced by intermediate energy protons are very important.

On the other hand, the simulation codes based on physical theories are necessary to evaluate the nuclear
data. We also need these codes to know the reactions that cannot be measured easily by experiment. There
are many models of nuclear reaction calculation codes. We adopted Quantum Molecular Dynamics (QMD) 2, 3)

and Intranuclear Cascade (INC)4–10) models. These models are widely used for cross section calculations in an
intermediate energy region.

We measured the deuteron production cross sections for reactions induced by 392 MeV protons as the data of
this energy region. And we compared them with the QMD and the INC model calculations.

II. Experiment

Measurements of deuteron production reactions were carried out at the Research Center for Nuclear Physics,
Osaka University. Proton beams were accelerated by the ring-cyclotron up to 392 MeV, and bombarded a target
located in a vacuum chamber of 800-mm outer diameter. Target foils were mounted on a ladder, which was
located at the center of the chamber. The targets were CD2, 12C, 27Al and 93Nb. We used CD2 target for taking
quasi-monochromatic peaks for energy calibration. Other targets were used for measurements of DDX induced
by 392 MeV protons. Energy spectra of emitted deuterons were measured by using stacked GSO(Ce) scintillators
detectors11, 12) placed out of the chamber. A sketch of detectors is given in Fig. 1 and the size of each scintillator
is shown in Table 1. The outline of the experimental setup is shown in Fig. 2.

∗ Corresponding author, Tel. +81-92-642-3764, Fax. +81- 92-642-3800, E-mail: kinnya@nucl.kyushu-u.ac.jp
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Table 1 The Size of Detectors of stacked scintillators detectors

Detector intended purpose Size Number
Plastic Scintillators Active Collimator 44×44×5 mm3 2
Plastic Scintillators ∆E Detector 20×30×0.5 mm3 2
Plastic Scintillators ∆E Detector 20×30×2 mm3 2
GSO(Ce) Scintillators ∆E and E Detector 43×43×43 mm3 5
GSO(Ce) Scintillator E Detector φ 62×120 mm 1

Plastic scintillators Plastic scintillators

GSO(Ce) scintillators
GSO(Ce) scintillators

Fig. 1 Stacked GSO(Ce) spectrometers. The long one (left) and the short one (right).

The detectors are most suitable for investigating gross structures of energy spectra. Measurements were made
at seven laboratory angles from 20 deg. to 105 deg.

Double differential cross sections were determined through off-line analyses. Pulse heights of signals were
converted into particle energy using the light output and non-linearity 12, 13) took into accounts. Then, the particle
identification was carried out by using the parameter PI: 14)

PI = Eb
total − (Etotal − ∆E)b, (1)

where b is the parameter representing the range of each particle, E total the total energy deposited on the spec-
trometer, and the ∆E the amount of energy deposited on the transmission detector.

Figure. 3 shows a typical two-dimensional plot of PI versus particle energy for the 392-MeV proton induced
reaction on 93Nb at 20◦. A value of 1.73 was employed for the parameter b, and the ∆E is the sum of deposit
energies of deuteron for the two thin plastic scintillators. The thick belt lying at around PI = 120 corresponds
to proton good events. The lower area is a group of the proton bad events, which accidentally underwent nuclear
reactions with crystal elements or out-scattering from the crystal volume. Deuteron events that we want to focus
distribute in the large PI area.

PI projection spectra were generated for each energy bin of a 10-MeV width. The deuteron events were
separated from proton events in terms of PI for each of the spectra and then counted up by using Gaussian
fittings. The number of deuteron event was corrected in terms of the peak efficiency that represents the good-to-
total ratio. The peak efficiency for the spectrometers had been determined as a function of deuteron energy with
both experiments and Monte Carlo calculations .12) Finally, the double differential cross sections were determined
for each energy bin through a correction for the dead time of the CAMAC-PC data acquisition system.

III. Results and discussion

The measured energy spectra were compared with the QMD and the INC models.
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Fig. 3 Plot of PI versus deuteron kinetic energy obtained for the 392-MeV 93Nb(p,dx) reaction at 20◦.

The QMD model is a semi-classical simulation method, in which a Gaussian wave packet is used to express
nucleon states. The time evolution of each nucleon is traced in event-by-event simulations through Newtonian
equations of motion in the self-consistent mean field. In this work, we employed the JQMD code for the QMD
model calculation. We also employed the SDM (Statistical Decay Model) code for the light particle evaporation
and fission.

The INC model is based on two-body collisions and widely known to be a powerful tool to simulate a variety
of nuclear reactions in an intermediate energy range. In this work, we have developed the INC code. The INC
code is a semi-full-particle cascade model. It means the code make full particle ground state i.e. each nucleon
has position and momentum. However, a nucleon keeps the ground state position before the first collision of it
happens. The positions are determined to have Woods-Saxon type density distribution. The momenta are defined
randomly to make sure that the nucleons energy is from 0 to 42 MeV. After the ground state is created, if there
are proton and neutron that have short distance (≤ 1.4fm), we define the pair as a pre-formed deuteron. The
number of deuterons in a target is about 10% (See Table 2).

There are two deuteron production processes. One is the knock-out process of pre-formed deuterons. The
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other one is indirect pickup process. The deuteron from indirect pickup process is defined after the reaction by
checking the distance and momentum of nucleons.

Table 2 The number of pre-formed deuterons in targets of 12C, 27Al and 93Nb by the INC code.

Target Number of Nucleons Average Number of Deuterons
12C 12 1.30
27Al 27 2.98
93Nb 93 10.94

The energy spectra of 12C(p,dx), 27Al(p,dx) and 93Nb(p,dx) are shown in Fig. 4
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Fig. 4 Spectra of double differential cross section for (p,dx) at 392 MeV with the INC (solid) and the QMD+SDM (dotted).

The spectra by the QMD didn’t have good reproducibility. At all angles about all targets, the simulated spectra
were 10 times smaller than experimental ones. The INC spectra were very close to experimental ones. Most
of the produced deuterons by the INC model are from the knock-out process. The QMD model doesn’t have
the knock-out process and fragments are determined by checking nucleons distance and momentum. The SDM
calculation increased the DDX only around the low energy part of the spectra.

Without the knock-out process, the spectra by the INC model underestimated the experimental data as same
as the QMD model. Therefore, we found the knockout processes of the pre-formed deuterons took main part of
deuteron production.

IV. Conclusion

Experiments for double differential cross sections of (p,dx) reactions were conducted to facilitate compil-
ing new nuclear data libraries for applications. Deuteron production DDX energy spectra were measured on
12C(p,dx), 27Al(p,dx) and 93Nb at incident proton energy 392 MeV.

The results were compared with the INC and the QMD model calculations to check the reliability of these
calculations.
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Then, we found that the deuteron production reaction of intermediate-energy region can be simulated satisfac-
torily with the INC model that has the pre-formed deuterons knock-out and the indirect pickup processes.
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Double-differential fragment production cross-sections of silicon are measured for 70 MeV proton with a 
specially designed Bragg curve counter (BCC). New method for particle identification and energy 
correction of range over fragments are applied to BCC and succeed in extension the energy dynamic range. 
The experimental results of double-differential cross-sections for Li, Be, B, C, N, O production are 
obtained at 30, 60, 90, 135 degree. The comparisons between the experimental data and theoretical 
calculations with different models clarified strong dependence of the fragment production on the 
intra-nuclear cascade model used in calculation.  

1. INTRODUCTION 
Single Event Effect (SEE) which is a radiation effect induced on a micro-electronics device by hitting of 

a single ion originated in cosmic radiation has been recognized as a serious problem which disturb the 
reliability of space technologies. Recently, with miniaturization of a micro-electronics device, SEE 
becomes a serious problem even on the ground level where there are terrestrial cosmic-rays composed 
mainly of secondary neutrons created by nuclear spallation reaction in the atmosphere. The most of SEE 
phenomena induced on the ground is caused by large LET (Linear Energy Transfer) secondary particles 
produced by the nuclear reaction in a device with the neutrons. 

To analyze the SEE mechanism, information on the energy-angular double-differential cross-sections 
(DDX) of silicon which is main element of a semiconductor device are essential for secondary charged 
particles productions, especially for large LET secondary particles (called fragment thereafter) by ten's of 
MeV neutron. However, at present, there are no experimental DDX data for fragment production of silicon 
in ten's of MeV. Thereby theoretical models for fragment production DDXs have not been examined at all. 
It is important to accumulate reliable experimental DDX data for fragment production in ten's of MeV. 

DDX data for neutrons are of prime importance to estimate SEE on the ground level. However the data 
are difficult to measure because an intense mono-energetic neutron source enough for the measurements of 
secondary fragment production which have usually very low cross-section (~ µbarn) is not available in ten's 
of MeV. To give information about fragment production reaction by ten's of MeV nucleon, DDX data for 
protons is useful in place of the data for neutrons In the case of a proton experiment, beam intensity is 
enough to adopt the experiment. Our group has conducted the measurement of the DDX for fragment 
production reaction by proton using a Bragg curve counter (BCC) [1,2] and Energy Time-of-Flight 
(E-TOF) method [3,7]. In the previous study [4], DDXs were obtained for the C(p,x) and the Al(p,x) 
reaction (Ep = 70 MeV) with the BCC and E-TOF method.  

The present study aims to obtain DDX of silicon for 70 MeV proton. To improve energy dynamic range 
of DDX, new methods for particle identification and utilization of range over fragment are described. As a 
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result, DDXs for fragment production are obtained wide energy range. The DDXs by theoretical calculation 
with various models are compared with experimental data.  

2. BRAGG CURVE COUNTER (BCC)
The details of Bragg curve counter (BCC) are described in the previous report [4]. The BCC is a 

cylindrical gridded ionization chamber [5,6] (300 mm � x 360 mm long) filled with an Ar + 10�CH4 gas 
at a pressure of ~200 torr. A fragment is identified from the transition of the anode signal which reflects the 
distribution of free electrons produced by the fragment. Since the distribution represents Bragg curve 
proper to the fragment, the fast part and the whole integration of the signal are proportional to the atomic 
number (Z) and energy of the fragment, respectively. The energy region which can be measured by the 
BCC (energy dynamic range) depends on gas pressure of detector and a species of fragment. The high 
energy limit is determined by maximum stopping energies in detector. In present detector configuration, the 
maximum stopping energies is 25 MeV for Beryllium, however maximum energy of Beryllium from 70 
MeV proton induced reaction reaches 40 MeV. On the other hand, a fragment with energy lower than the 
energy of Bragg peak can not be identified because Bragg peak information is not included in the anode 
signal. The energy reaches more than 10 MeV for the fragments heavier than Carbon.  

In this study, two new approaches are adopted to extend the energy dynamic range: 1) new identification 
scheme using a fragment range in place of Bragg peak, and 2) utilization of fragments which penetrate 
through BCC. For 1), the cathode electrode of BCC is designed to obtain the timing pulse which gives the 
timing of a fragment entering BCC. Since the anode signal gives the timing of free electron reaching at gird 
as shown in Fig.1, the time difference between the cathode and the anode shows inverse proportion to 
fragment range. By using the range, fragment can be identified with any energy, in principle. Thus, the 
threshold for particle identification is improved considerably. Besides, this method allows identification of 
not only Z number but also mass number. For 2), the energy of the fragment which penetrated through 
BCC is estimated from deposition energy in BCC. The relationships between deposition energy and 
incident energy are calculated by SRIM code for each fragment. The schematic view of this method is 
shown in Fig. 2. By combining these two approaches, the energy dynamic range of BCC covers almost all 
the energy of fragments from 70 MeV proton induced reactions. 
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Fig.1. Schematic view of fragment identification 
from the time difference between the cathode and 
anode signal 

Fig.2. Detection scheme of particle which have
the range longer than the detector length. 
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3. EXPERIMENTS 
The experiment are performed using the AVF cyclotron at National Institute of Radiological Science 

(NIRS) with almost same apparatus as one employed in the previous measurement [4]. The silicon target of 
310 µg/cm2 thick, which is deposited on a tantalum foil of 10 µm thick, is set at the center of a vacuum 
chamber and irradiated by 70 MeV proton beam with ~30 nA. The effects of the tantalum foil are 
eliminated by subtracting background data obtained with a tantalum foil without silicon. The fragments 
from the targets are measured with BCC at 30, 60, 90, 135 degree. Owing to large solid angle of BCC, only 
1 hour irradiation is enough for each measurement. At 30 degree, a counter telescope consisted of two SSD 
(25 µm and 250 µm thickness) and 900 mm flight path is also employed to measure fragments based on 
E-TOF method. The results of E-TOF are used to evaluate the validity of BCC data.  

Figures 3 and 4 show two-dimensional spectra on the energy vs. Bragg peak for silicon sample (Si (310 
µg/cm2) + Ta (10 µm)) and backing sample (Ta (10 µm)), respectively. Excellent separation of each 
fragment and S/N ratio are confirmed up to Z = 8 (Oxygen) for silicon sample in the energy region where 
particles are separated by the difference of Bragg peak value. As shown in Fig.4, background fragments 
heavier than lithium are less than 10 % compared with the foreground yields owing to the low fragment 
production cross-sections of tantalum. Identifications of the fragments were also performed by time 
difference between cathode and anode signals as shown in Fig 5 and the performances of two methods 
(Bragg peak and time difference method) are compared. As the results, identification with a time difference 
is better than with a Bragg peak on the point of lower energy limit to identify each fragment and isotope 
identification.  

The turning blows at maximum energy point in Fig. 3 and 4 are caused by the fragments which have 
ranges longer than the cathode-grid distance (300 mm) which is the detector active region. In the past BCC 
method, the events were excluded from the energy spectra because the fragments are not fully deposit the 
energy to the detector and therefore become limitations of measurable detector energy in high energy. It is 
meaningful to extend the measurable energy range by developing a correction method for this effect from 
the information of the partial energy deposit (�E) In this study, the energy dynamic range of fragments was 
extended by introducing the energy correction method with the relation of E (energy which fragments have 
before the injection to detector) and �E (energy which fragments give to detector) calculated by SRIM 
code.   

Fig.3 Two dimensional spectrum 
of energy vs. Bragg peak for 
silicon sample�

Fig.4 Two dimensional spectrum 
of energy vs. Bragg peak for 
tantalum backing�

Fig.5 Two dimensional spectrum 
of time difference vs. energy for 
silicon sample�
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4. RESULTS AND DISCUSSION 
Figure 6 shows the comparison of beryllium spectra with and without the energy correction for range 

over particle for example. The dynamic range of beryllium was extended reasonably by the corrections 
from around 25 to 38 MeV which is close to a kinematics maximum energy of beryllium. 

Figure 7 shows the comparison between experimental data by BCC and ETOF with LA150[9]. The data 
by BCC are consistent with one by E-TOF in the overlapping region and are also consisted with one by 
LA150 which have been examined by another experiment. These facts confirm the method for absolute 
normalization and energy calibration of the data by BCC. 

Figure 8 shows the Li, Be, B, C, N, O production double-differential cross-sections of silicon for 70 MeV 
proton at 30, 60, 90, 135 degree with the results of PHITS [10] calculations. The calculations carried out 
using three different intra-nuclear cascade models (ISOBAR, JQMD, Bertini) combined with one 
evaporation model (GEM). Considerable amount of fragments whose energy reaches to 20 MeV are 
observed as the results of 70 MeV proton induced reaction. The threshold energies of experimental data are 
determined from the thicknesses of sample and incident window. These thicknesses can be improved by the 
experimental setup focused at low energy fragments. The ISOBAR model generally reproduces 
experimental data except for the data of light fragments. The calculations with Bertini model show 
remarkable underestimates for all results. Therefore, to calculate correct deposition energy by a code in this 
energy range, we should pay much attention what model embedded in the code. At forward angle of lithium 
and beryllium DDXs, the experimental data show a different shape from the other data. This fact indicates 
that a new reaction mechanism is indispensable to reproduce these components. For the experimental data 
of 7Be production cross-sections [12] and mass distribution [7] in this energy region, ISOBAR model 
underestimate the data, the discrepancies of which are similar trends for the present results as shown in Fig. 
9. The models will be required for the improvements of the light cluster treatments to improve the 
calculation accuracy.  

Figure 10 shows the comparison between DDXs of silicon and aluminum for He, Be, C and O at 30 
degree. The magnitude and shape of fragment DDXs of aluminum are in good agreement with ones of 
silicon which are similar results in Fig. 9. Thus, the data of silicon can be estimate from ones of aluminum 
which can be obtained using a self-support sample. From an experimental point of view, it is important 
because a sample of aluminum is easy to fabricate in comparison with one of silicon.  
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5. CONCLUSION 
Fragment production double-differential cross-sections of silicon for 70 MeV proton induced reaction are 

obtained using a specially designed BCC. The energy dynamic range of BCC is extended remarkably by a 
new identification scheme using particle range and a utilization of particles whose ranges are longer than 
the detector. The �-particle production double-differential cross-section data by the new methods are 
consistent with the data by E-TOF method and LA150. It becomes clear that considerable amount of 
fragments whose energy reaches to 20 MeV are produced from the Si(p,x) reaction in tens MeV region. By 
the comparison with theoretical calculations, the applicability of the calculation for fragment productions 
strongly depends on the model of an intra-nuclear cascade part. The ISOBAR model generally reproduces 
experimental data except for the data of light fragments. To reproduce these light fragment productions, a 
new reaction model will be indispensable. The comparison between results obtained with aluminum and 
silicon sample show that aluminum have similar DDXs for fragment production and can be substituted for 
silicon.

Our data will play important role in estimation of radiation effects on a silicon based semiconductor 
devices since this data set is only one data which describes fragment production rate and the energy spectra 
in this energy range. The data will be useful for not only benchmark data for the fragment production but 
also estimation of local charge density by proton in silicon. This data will be also useful for the estimation 
of neutron induced reaction by taking account of the coulomb contribution in the nuclear reaction. 
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 An experimental setup is prepared for fragment spectroscopy and mass yield study in 
intermediate energy region. For fragment spectroscopy, fragment mass and Z number are identified 
simultaneously by time-of-flight and �E-E method using a counter telescope. Digital storage oscilloscope 
with segment transfer mode is used for determination of time-of-flight and pulse height from fast timing 
signals. Fragments from 400 MeV helium induced reaction on Al, Cu and Ag samples with 10 �m
thickness are measured using this counter. The double differential cross sections from Lithium isotopes to 
Carbon isotopes from these samples at 30 degree laboratory angle are obtained with clear separation 
except for low energy region. 

1. Introduction 
 A particle with energy ranging from several tens of MeV to a few GeV (intermediate energy) 
produces a fragment (products heavier than helium) through nuclear reaction. Energy and angular 
distribution of fragments still cannot be reproduced well because a theoretical model and its parameters 
are not specified. The fragment makes a considerable contribution in irradiation effects since it has large 
damage in a medium through energy deposit in a relatively short range. For example, to evaluate dose by 
intermediate energy neutron, production rate and energy distribution of reaction products, especially 
fragment, are indispensable. Evaluation of damage on devices, single event effect, is in same situation. 
Fragment production data are also important to estimate induced activity of materials around an 
accelerator, the power of which growth up in recent years. To evaluate not only a reaction model and its 
parameters but also an irradiation effect, experimental data set are important. The experiments of fragment 
production in this energy range divide broadly into two methods, a direct measurement and an activation 
method. The former can provide energy and angular distribution of fragment, the later high precise 
production cross section and mass yield data. To combine results by these two methods, the results of the 
direct measurement should be obtained separately about mass and Z since limited number of fragments 
can be measured by an activation method. 
 Experimental data of fragment energy and angular distribution with mass and Z separation are 
scarce except for data of 480 MeV p + Ag [1]. As a result, there are a few calculation codes which can 
deal fragment production. To evaluate the theoretical model implemented in such codes, the experimental 
data for various incident particles, energies and target nuclides are useful. In addition, a reaction 
mechanism of fragment production will be obvious through this evaluation process. Recently, PISA 
project is started to gather fragment production data from 200 MeV to GeV proton induced reaction [2].  
 In this study, we designed an experimental setup for fragment spectroscopy and mass yield study 
in intermediate energy region. For spectroscopy, a �E-E TOF telescope with flight path is used to obtain 
fragment spectra with mass and Z separation. Detail of the telescope and first results of fragment spectra 
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are described in following sections. 

2. Experimental 
 Experiments have carried out at HIMAC, NIRS. Figure 1 shows experimental arrangement. 
Incident particle is He 400 MeV (100 MeV/u). The intensity of helium beam is 1.2�1010[pps]. The beam 
passes through 100 �m thick aluminum exit window, 1 cm thick air and a 100 �m thick aluminum 
incident window to enter a scattering chamber which equips a sample changer, an activation sample holder, 
Farady-cup and a detector telescope. The sample changer can mount 5 different samples with 16 mm�, a 
ZnS viewer (EJ-440 by Eljen technology) and an � source (Am-241, 3.3 MBq). After pass through the 
sample, the incident helium beam enters to activation samples held the activation sample holder. The 
holder is placed at the entrance of Farady-cup which consists of a 1 m depth - 35 mm� internal diameter 
stainless steel tube and an 80 mm thick graphite column. Samples are graphite 100 µm thick for checking 
the detector, and Al, Cu and Ag 10µm thick. Beam profile at both samples, the center of the chamber and 
the entrance position of the Farady-cup, are confirmed to be less than 5 mm in diameter by using ZnS and 
polypropylene viewer. Fragments emitted from the sample mounted on the center enter the detector 
telescope at 30 degree with respect to the incident beam.  
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 The telescope consisted of three silicon surface barrier detectors (SBDs) of 6 �m, 250 �m and 
250 �m thick used as �E, E and Veto, respectively. The SBD for �E is placed at 7 cm from the sample, 
which is important to maximize detector efficiency because an active area of the thin SBD is small (10 
mm2). The SBD for E is placed at the 90 cm position from the �E. The active area of the SBD is 300 mm2. 

Fig. 1 Experimental arrangement for fragment spectroscopy. 
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The SBD for Veto is placed just behind the one for E. The distance is determined with considering mass 
resolution. The solid angle of this telescope is determined by counting � particles placed at the sample 
changer. By this array, mass and Z number of a fragment can be identified by �E-E and Time-of-flight 
method, simultaneously. As a �E detector, a thin-film scintillator combined with double photo-multiplier 
readout also tested. An energy resolution of the combination is not sufficient to identify z-number however 
a timing resolution sufficient.  
 The outputs from the SBDs are fed to a fast-preamplifiers after pass through Bias-tees. The 
fast-preamplifier provides an output pulse, rise time of which is less than 5 ns, typically. A digital storage 
oscilloscope (DSO) is connected with the outputs of the pre-amplifiers to record the waveforms from each 
SBDs, because the signal is too fast to analyze pulse height using a conventional amplifier module. 
Trigger signal for DSO is generated from output signal of the pre-amplifier using a constant fraction 
discriminator to pickup events with a low pulse height. To enhance data accumulation rate, the DSO is 
operated with a segment recording mode. The data are sent to PC through Ethernet when its memory filled 
up. Typical dead time rate is 0.6�0.8 which is corrected using the ratio of real triggers to accumulated 
events. Owing to close position of �E counter, only 2 hours are needed to obtain following results for each 
samples. It is important because the period is enough as irradiation time of the activation sample. Products 
of the activation sample are determined using �-spectrometry with chemical separation and AMS. Details 
of the procedures are described at other paper [3].  

3. Data Analysis 
 From the waveform data, pulse height and arrival time are determined for each events. Pulse 
height is obtained from integration of the pulse. Arrival time is determined as the time when the signal 
reaches 20 % of the peak value. These values are booked as column-wise-ntuple data for PAW event by 
event. Coincidence analysis and particle identification are performed using PAW. Figures 2 and 3 show 
scatter plots of �E-E and E-TOF, respectively. As shown in these figures, separation of Z and mass 
number is clear except for low energy particles. The relationship between energy and pulse height is 
determined using deposit energy of punch through particle at E SBD. Using the relationship between mass, 
energy and time-of-flight, a mass-E scatter plot is made as shown in figure 4. Energy loss corrections in 
�E detector and the sample are performed using range-energy curves obtained from SRIM code [4]. 
Normalization factors are determined by normalizing about beam current, number of sample atoms and 
solid angle. 

Fig. 3 E-TOF spectrum for Al sample. Fig. 2 �E-E spectrum for Al sample. 
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4. Result 
 Figure 5 shows results of double differential 
cross sections for isotopes of Lithium, Beryllium, 
Boron and Carbon for each samples at 30 degree on 
laboratory frame. Upper energies of these spectrum are 
limited from the thickness of SBD. For Lithium, the 
energy corresponds to �60 MeV. In these figures, there 
are still problems since Z and mass resolution are not 
enough to identify fragments below �20 MeV. For 
example, there are a few 8Be events which should not 
be observed owing to its short life. As shown in figure 
4, these events are originated by timing walk. The 
almost all spectra will be still affected by the walk at 
low energy. Since the �E-E separation is also not 
enough in low E region, this method should be 
improved with focusing on the measurement of low 
energy fragments.  
 From fig 5, statistics of main products are in 
fairy sufficiency such as Lithium 6,7, Belilium 7,9, 

Fig. 4 Mass-E spectrum for Al sample. 

Fig. 5, Fragment production cross section at 30-degree for C, Al, Cu, Ag sample. 
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Boron 10,11 and Carbon 12,13, however counting time and beam current are not so much. For these 
fragments, target dependencies in energy spectrum are roughly observed. Thresholds of the system are too 
high to observe evaporation peak because of relatively high energy losses in the target for the Cu and Ag 
case. The target thickness can be reduced to half ot its thickness since it will be compensated by dead time 
reduction using a high speed DSO.  

5. Conclusion 
 In the present work, a counter telescope which can determine fragment mass and Z number by 
using time-of-flight and �E-E method is prepared for an experimental setup which enables fragment 
spectroscopy and mass yield study, simultaneously, in intermediate energy. By using this setup, fragment 
spectra with mass and Z number separation are obtained for C, Al, Cu and Ag samples with only two hour 
measurement with 1.2�1010 pps incident helium beam. The mass and Z resolution of the spectra are not 
sufficient in low energy region. Nevertheless, target dependencies in energy spectrum are observed for 
isotopes of Lithium, Beryllium, Boron and Carbon. These results have led to next experiments; incident 
energy and angular dependence are intended with the improvement of the low energy fragment 
measurement. 
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The activation cross-sections producing short-lived nuclei whose half-lives are shorter than a second 

were measured by the in-beam method.  The neutron collimator installed in Fusion Neutronics Source 

(FNS) at the Japan Atomic Energy Agency (JAEA) was used.  The scattering of the collimated neutron 

was calculated by the Monte-carlo simulation code MCNP-4C, and an appropriately geometrical condition 

for the in-beam method was considered.  The cross-sections of 27Al(n, �)24mNa (T1/2=20.20 ms), 144Sm(n, 

2n) 143m1Sm (T1/2=66 s), 144Sm(n, 2n) 143m2Sm (T1/2=30 ms), 206Pb(n, 2n) 205mPb (T1/2=5.54 ms) and 208Pb(n,

2n)207mPb (T1/2=806 ms) reactions were measured with uncertainties of 4.4 to 23%.  The 144Sm(n, 

2n)143m2Sm reaction was measured for the first time.  The systematics for isomer ratios for 14.2 MeV 

neutrons, that is the ratio between the cross-section for the isomeric state (�m) and that for the ground state 

(�g) were proposed within accuracies a half to two times the ratio itself. 

1. Introduction 
There are a lot of data of activation cross-sections with 14 MeV neutrons from a viewpoint of the DT 

fusion reactor design.  In general, most of data are long-lived nuclei whose half-lives are longer than 

several minutes.  However, there are few data for short-lived nuclei whose half-lives are equal to or 

shorter than a few seconds.  These data are also important for the nuclear database and improvement of 

accuracies for the evaluation value.  Hence, we aimed to measure the cross-sections producing the 

short-lived nuclei with 14 MeV neutrons by using the in-beam method [1].  The systematics for the isomer 

ratio was studied by using the present and the previous results (e.g. [2,3]). 

2. Experiment 
The d-T neutrons were generated by bombarding a tritiated titanium (Ti-T) target with a 350 keV 

d+-beam at the 0 degree beam line of the FNS at the JAEA.  The induced activities were measured with a 

36% HPGe detector.  Samples were 27Al, 144Sm and 206,208Pb, these were 1 mm thick rectangular (10 mm �

20 mm) or disk-shape (15 mm�), and weights were 0.045 to 0.95 g.  In Table1, the chemical form, the 

isotopic abundance and the weight of samples are listed. 
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In order to reduce the background at the measuring position, the neutron collimator at the 0 degree 

beam line was used (Fig.1).  The angle between the d+-beam and the axis of the collimated neutron beam 

was 80 degree, which resulted in a 14.2 MeV neutron energy [4].  The diameter of the collimator was 2 

cm.  The experimental arrangement is shown in Fig.2.  The distance between an exit of the collimator 

and the sample was 15 cm.  And the distance between the sample and the HPGe detector surface was 5 cm.  

The typical neutron fluence rates at the irradiation positions were measured with the standard reaction of 
27Al(n, �)24Na [5].  The typical value at the sample position was 6.5�105 n·cm-2·s-1.  The fast neutron 

does not damage the HPGe detector by the neutron collimator.  However the effect of the scattered 

neutron from the sample, the sample folder and the atmosphere has to be taken into account.  The amount 

of the scattered neutron was calculated by the MCNP-4C [6].  The result of the calculation is shown in 

Fig.3.  It was found that the neutron fluence rate at the HPGe detector surface was 4.0�10-4 times against 

the sample position. 

3. Result 
The spectrum for the 144Sm(n, 2n)143m2Sm which were measured by the in-beam method are shown in 

Fig.4.  The cross-sections of 27Al(n, �)24mNa, 144Sm(n, 2n)143m1Sm, 144Sm(n, 2n)143m2Sm, 206Pb(n, 

2n)205mPb and 208Pb(n, 2n)207mPb reactions were obtained.  The results are shown in Fig.5.  Uncertainties 

which are 4.4 to 23% are mainly caused by statistics.  

(1) 144Sm(n, 2n) 143m2Sm (T1/2 = 30 ms, E
�
 = 208 keV); The cross-section was measured for the first time. 

(2) 144Sm(n, 2n) 143m1Sm (T1/2 = 66 s, E
�
 = 754 keV); The cross-sections had been measured with other 

methods [7,8] for comparison, the present are agreement with those value. 

(3) 27Al(n, �)24mNa (T1/2 = 20.20 ms, E
�
 = 472 keV); Because the scattered neutron reacts the Al housing of 

the HPGe detector, the �-rays from the 27Al(n, �)24mNa reaction become a background.  Hence, it was 

found that the counting rate of the 472 keV �-ray as the background was 0.5 cps, the effect were 

corrected properly (Fig.6).  The evaluated data for this reaction listed in FENDL/A-2.0 [9] were 

underestimated 0.63 times as small as the present result, approximately.

(4) 206Pb(n, 2n) 205mPb (T1/2 = 5.54 ms, E
�
 = 988 keV); The broken line shows the evaluated data of 

FENDL/A-2.0 for the ground state.  It was found that �m is half �g.
(5) 208Pb(n, 2n)207mPb (T1/2 = 806 ms, E

�
 = 1064 keV); The evaluated data for this reaction listed in 

FENDL/A-2.0 were overestimated 1.37 times as large as the present result, approximately.  
Re-evaluations except for the 144Sm(n, 2n) 143m1Sm reaction are strongly recommended. 

4. Systematics 
The isomer ratio was obtained by using the data set of the cross-section with 14.2 MeV neutrons, and 

the systematics was proposed.  The value of (�high / �low) were plotted as a function of (Jm – J0) as shown 

in Fig.7, where �high is the cross-section producing higher isomeric state and �low is the cross-section 

producing lower one, and (Jm – J0) is the difference of spin between the isomeric state of the product 
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nucleus and the ground state of the target one.  In the case of Al shown in Fig.8, (Jm – J0) = 1 – 5/2 = -3/2�

(�high / �low) = (�g / �m).  The solid line was obtained by fitting the data, and it could predict the ratio 

within accuracies a half to two times the ratio itself. 

5. Conclusion 
We measured the cross-sections producing short-lived nuclei whose half-lives are between 5.54 and 

806 ms by the in-beam method.  We proposed the systematics for the isomer ratio for 14.2 MeV neutrons, 

which could predict the ratio within accuracies a half to two times the ratio itself. 
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Table 1. Chemical form, weight and abundance of the samples. 
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Fig.3.  Neutron spectrum calculated by the MCNP-4C.  The solid and broken lines indicate the
neutron spectrum at the sample position and the detector position, respectively. 

Fig.4.  The measured HPGe spectrum for �-rays from 144Sm(n, 2n)143m2Sm reaction with the
in-beam method and a partial level scheme of the 143Sm. 
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Fig.1.  The schematic view of the 14 MeV neutron
source and the neutron collimator system.  The
collimator is composed of Fe, Polyethylene, Cd and Pb.

Fig.2.  The schematic view of the experimental 
arrangement.  Tungsten blocks are used to prevent
the HPGe detector from the background �-rays. 
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Fig.8.  The schematic diagram for the isomer
cross section of 27Al (n,�) 24Na reaction. 

Fig.7.  The relationship between (Jm - J0) and (�high/�low).
The solid line was obtained by fitting the data. 
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Angle-correlated differential cross-section for 9Be(n,2n) reaction has been measured with the 

coincidence detection technique and a pencil-beam DT neutron source at FNS, JAEA. Energy spectra of 

two emitted neutrons were obtained for azimuthal and polar direction independently. It was made clear 

from the experiment that there are noise signals caused by inter-detector scattering. The ratio of the 

inter-detector scattering components in the detected signals was estimated by MCNP calculation to correct 

the measured result. By considering the inter-detector scattering components, the total 9Be(n,2n) reaction 

cross-section agreed with the evaluated nuclear data within the experimental error. 

1. Introduction 
9Be(n,2n) reaction cross-section is quite important value in order to design fusion reactor. 

However, because 9Be(n,2n) reaction makes no radioactive isotopes, the foil activation method cannot be 

used. The cross-section can be measured by the detection of �-particles. But it is impossible by the method 

to obtain emitted neutron energy spectrum of emitted neutron directly, which is very important in the case 

of light nuclei because the evaporation process may not be directly applied to evaluate the spectrum. Up to 

now, the method using coincidence detection technique was established.[1] In the present study, this method 

was applied to measure energy and angular dependent distributions of 9Be(n,2n) reaction. 

2. Experimental procedure 

In present experiment, we used a pencil-beam DT neutron source of Fusion Neutronics Source 

(FNS) in Japan Atomic Energy Agency (JAEA). It is the only existing pencil-beam DT neutron source in 

the world, which supplies an excellent experimental condition, i.e., 106 n/cm2/sec inside the beam and 

several hundred n/cm2/sec outside. One can thus arrange neutron detectors very close to the sample to get a 

very good signal to noise (S/N) ratio. 

The schematic experimental arrangement around detectors is shown in Fig.1. The distance 

between the neutron source and a beryllium sample (2cm in diameter, 2cm long) was 485cm. Two spherical 
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NE213 (4cm in diameter) detectors to detect neutrons emitted simultaneously by the (n,2n) reaction were

used and located at 18.8cm from the beryllium sample. An 238U fission chamber was located on the beam

line behind the sample to monitor the neutron flux. As shown in Fig.2, three angular parameters (�0,�,�)

with respect to the detector position were defined in which �0 and � are polar angles of emitted two

neutrons and � is the azimuthal angle of detector 2 from detector 1. Measurement points were determined

by the combination of these angle parameters.

Fig.1 Schematic experimental arrangement Fig.2 Arrangement around sample and detectors

Because two detectors are positioned very close with each other, there are neutrons, which can

pass through both detectors in turn by inter-detector scattering. The existence of such a signal was

confirmed by the measurement with a carbon sample, in which (n,2n) reaction cannot take place with

14MeV neutron, and could not be neglected. A polyethylene shielding block up to 10.16cm in thickness

was located between two detectors depending on the measurement points to prevent inter-detector

scattering components.

Because NE213 detectors are sensitive also to gamma ray, n/� discrimination was applied by the

pulse shape discrimination technique. Two amplifiers with different gains were used to cover a wider

measurable energy range. Timing difference spectrum of anode signals of the two detectors was used to

extract the coincidence signals. In the time difference spectrum, time-dependent signals, i.e., coincidence

signals make a peak on a flat spectrum of time-independent signals, i.e., chance coincidence signals. The

region including the peak was gated and defined as Foreground (FG), and the region of time-independent

signals was defined as Background (BG). Eight pulse height spectra were measured for one case

considering two detectors (1/2), two gains (high/low) and FG and BG. Details of the electric circuit of the

measurement is described in ref.[1]. 
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3. Data processing

Obtained pulse height spectra were

transformed into light output spectra. Examples of 

measured pulse height spectra are shown in Fig.3.

The position of Compton edge made by 1.275MeV

gamma ray emitted from 22Na was used in the light

unit calibration. The BG spectra ( ) were

subtracted from FG spectra ( ) by following

equation.

BGy

FGy

BGFG yyy ��� (1)

where, � is the ratio of the gate widths between

FG and BG spectra. 
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Fig.3 Measured light output spectra at described 

measurement point 

The net light output spectra were unfolded using FORIST[2] unfolding code. Necessary response

function was calculated with SCINFUL[3]. And the energy spectra were obtained by the following

equations,

),,,(),,,( 00 ExREy ������ ��    (2) 

jji

i
i fddCFCN

Ex
E

�������
�

),,,(
),,,( 0

0
���

����   (3) 

where, subscript in eq.(3) represent either detector 1 or detector 2, R is the response matrix of the NE213
detector, is the unfolded spectrum,ix i� is the energy spectrum, is the number of nuclei of the

sample, is the integrated counts of the fission chamber monitor, is the conversion factor of

into the neutron flux at the sample, ,

N
CFC FC

id� jd� is the solid angle of each detector,  is the efficiency

of detector

jf

j . The efficiency of the other detector was considered in the response matrix. The conversion

factor was determined by the activation method using aluminum foil. The angle-correlated differential

cross-section was obtained by integrating the energy spectrum.

C

As for the correction of the inter-detector scattering effect, the detection rate of inter-detector scattering

component was estimated by Monte Carlo calculation with MCNP[4] and a precise model of the

experimental arrangement.

4. Results and discussion 

Figure4 shows the obtained energy spectra. In the spectra, the inter-detector scattering
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components are included. The error bar in Fig.4 contains only statistical error. As show in the figure, the

oscillation due to poor statistics is observed especially in the high energy region above 7MeV. Since there

are no evaluated data, which can be compared with the spectra in Fig.4, it is difficult to discuss the validity

of the nuclear data. But these data will be helpful to study the mechanism of 9Be(n,2n) reaction in the

future.
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Fig.4 Obtained energy spectra at each angle 

From results of the MCNP calculation, the rate of the inter-detector scattering component in the

angle-correlated differential cross-section was estimated to be about 5 to 40% as shown in Fig.5. The rate

increases as the distance between two detectors becomes closer. And it was found that the component was

effectively suppressed by the polyethylene shield. 
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Fig.5 The ratio of the inter-detector scattering component 

Figure 6 shows the azimuthal distribution at �0=90 deg. and Fig.7 shows the polar distribution at

each scattering angle (�0 and ���) of the angle-correlated differential cross-section after subtraction of the

inter-detector scattering component.
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There was some azimuthal structure

although it is not taken into consideration in the

evaluated data. And there was a strong forward

oriented polar distribution. These distributions

would mainly reflect reaction kinematics according

to many reaction processes included in 9Be(n,2n)

reaction.

The angular differential cross-section for 

the polar angle �0 was obtained by integrating the

distribution over the polar angle �. Figure8 shows

the comparison of the angular distribution of

cross-section with JENDL-3.3[5]. The angular

distribution measured by Takahashi et al.[6] is also

shown in Fig.8. It was measured by the TOF

method. And it agrees well with this experiment.

Especially in forward scattering angle, agreement

between this experiment and the evaluated data

was excellent, although there was underestimation

in the JENDL-3.3 at a backward angle. Obtained

total cross-section is 418�5.4mb, which is a little

larger than the value evaluated in JENDL-3.3 of

380.85mb (lower energy limit was 800keV). This

deference would results from the underestimation

at the backward angle. Therefore further detail

measurements at back scattering angles are needed.

0 50 100 1500

1

2

3

4

5

6

C
ro

ss
-s

ec
tio

n 
[m

b/
sr

/s
r]

Azimuthal angle ( �)

�0=90[deg.]
�=30[deg.]
�=60[deg.]
�=90[deg.]
�=120[deg.]

Fig.6 The azimuthal distribution of 9Be(n,2n) reaction 

cross-section at �0=90 deg.
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5. Conclusion 

Using the pencil-beam DT neutron source and the coincidence detection technique, 

angle-correlated energy differential cross-section for 9Be(n,2n) reaction was measured successfully. Noise 

signals caused by the inter-detector scattering component were taken into consideration and subtracted 

according to the calculation. As for in the energy spectra, measurement with better statistics is required to 

discuss the validity. However, the integral value of the energy spectrum, that is the total cross-section, has 

an acceptable accuracy, and could be compared with the evaluation to give an excellent agreement with 

JENDL-3.3. Since the longitudinal distribution of 9Be(n,2n) reaction and its energy spectrum was quite new 

measurement value, which has been measured very few, more investigation will be required in order to find 

out the nuclear reaction of beryllium precisely. 
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The capture cross sections and capture �-ray spectra of 117, 119Sn were measured in an 
incident neutron energy region from 10 to 100 keV and at 570 keV, using a 1.5-ns pulsed 
neutron source by the 7Li(p,n)7Be reaction and a large anti-Compton NaI(Tl) �-ray 
spectrometer. A pulse-height weighting technique was applied to observed capture �-ray
pulse-height spectra to derive capture yields. The capture cross sections of 117, 119Sn were 
obtained with the error of about 5% by using the standard capture cross sections of 197Au. The 
present cross sections were compared with previous experimental data and the evaluated 
values in JENDL-3.3 and ENDF/B-VI. The capture �-ray spectra of 117, 119Sn were derived by 
unfolding the observed capture �-ray pulse-height spectra. The calculations of capture cross 
sections and capture �-ray spectra of 117, 119Sn were performed with the EMPIRE-II code. The 
calculated results were compared with the present experimental ones. 

1. Introduction 
Recently, a great interest has been taken in the study on the nuclear transmutation of 

Long�Lived Fission Products (LLFPs: 79Se, 93Zr, 99Tc, 107Pd, 126Sn, 129I, 135Cs) generated in 
nuclear fission reactors. The neutron capture cross sections of LLFPs are important physical 
quantities for the study on the transmutation of LLFPs, because performance of 
transmutation system using neutron capture reaction mainly depends on these quantities. 
However, there is no experimental data for neutron capture cross section of 126Sn, because the 
preparation of high-purity sample is difficult and, moreover, ��ray radiation from a sample 
causes a serious background. 

On the other hand, keV-neutron capture cross sections and capture ��ray spectra of stable 
Sn isotopes contain important information useful for the theoretical calculation of the capture 
cross sections of 126Sn. Thus, we started a systematic measurement of keV-neutron capture 
cross sections and capture �-ray spectra of stable Sn isotopes. In the present contribution, the 
results for 117, 119Sn are shown. 
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2. Experimental procedure and data processing 
The capture cross sections and capture ��ray spectra of 117, 119Sn were measured in an 

incident neutron energy region from 10 to 100 keV and at 570 keV, using the 3-MV Pelletron 
accelerator of the Research Laboratory for Nuclear Reactors at the Tokyo Institute of 
Technology. Pulsed keV neutrons were produced from the 7Li(p,n)7Be reaction by bombarding 
a Li-evaporated copper disk with a 1.5-ns bunched proton beam from the accelerator. The 
pulse-repetition rate was 4 MHz. The 117, 119Sn samples were highly isotopically enriched 
metal plates with the net weight of about 1 g. Capture � rays were detected with a large 
anti-Compton NaI(Tl) spectrometer1) by means of a time-of-flight method.  

A pulse-height weighting technique2) was applied to the observed capture �-ray pulse-height 
spectra to obtain capture yields. The capture cross sections of 117, 119Sn were derived using the 
standard capture cross sections of 197Au3). The capture �-ray spectra were derived by 
unfolding the observed capture �-ray pulse-height spectra. 

3. Calculations 
The calculation of capture cross sections and capture �-ray spectra of 117, 119Sn were 

performed with the Empire-II code4) in an incident neutron energy region from 10 to 1000 keV 
using three global optical model parameter sets (Koning�Delaroche, Wilmore-Hodgson, and 
Moldauer) and three different level densities (Empire-specific, Gilbert-Cameron, and 
Hartree-Fock-BCS). 

4. Results and discussion 
The capture cross sections of 117, 119Sn were derived with the error of about 5%. The present 

results of 119Sn are compared in Fig.1 with previous experimental data5, 6) and the evaluated 
values in JENDL-3.37) and ENDF/B-VI8).

The capture ��ray spectrum of 119Sn in incident neutron energy region from 15 to 100 keV is 
shown in Fig.2. The characteristic primary transitions from the capture states to the ground 
and first excited states are observed. 

The calculated results of capture cross sections of 119Sn are shown Fig.3 and those of 
capture ��ray spectrum are shown Fig.4. As seen from Figs.3 and 4, Gilbert-Cameron level 
density is better than others, but it is not enough to reproduce the present experimental 
results.
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Fig. 1 Neutron capture cross sections of 119Sn
The solid circles show the present results. Other

measurements5, 6) and the evaluations of JENDL-3.37) and
ENDF/B-VI8) are compared with the present results.

Fig. 2  Neutron capture ��ray spectrum of 119Sn
The solid circles show the present spectrum. Low lying states of 120Sn

are shown in figure, where ground state is placed at 9.17 MeV : the
excitation energy of the 57 keV neutron capture states.
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Fig. 3 Neutron capture cross sections calculated with three
different level densities. 

Fig. 4 Neutron capture �-ray spectra calculated with three
different level densities. 
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5. Conclusions 
The capture cross sections and capture �-ray spectra of 117, 119Sn were measured in the 

incident neutron energy region from 10 to 100 keV and at 570 keV, using a 1.5-ns pulsed 
neutron source by the 7Li(p,n)7Be reaction and the large anti-Compton NaI(Tl) �-ray 
spectrometer. A pulse-height weighting technique was applied to observed capture �-ray
pulse-height spectra to derive capture yields. The capture cross sections of 117, 119Sn were 
obtained with the error of about 5% by using the standard capture cross sections of 197Au. The 
present cross sections were compared with previous experimental data and the evaluated 
values in JENDL-3.3 and ENDF/B-VI. The capture �-ray spectra of 117, 119Sn were derived by 
unfolding the observed capture �-ray pulse-height spectra. 

The calculations of capture cross sections and capture �-ray spectra of 117, 119Sn were 
performed with the EMPIRE-II code in an incident neutron energy region from 10 to 1000 keV. 
The calculated results were compared with the present experimental results. In this 
comparison, Gilbert-Cameron level density was better than others, but it is not enough to 
reproduce the present experimental results. It is necessary to analyze the present 
experimental results in more detail. 
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The energy range of fission cross-section measurement with the lead slowing-down spectrometer at 

KURRI was extended to about 1 MeV by reducing the electromagnetic noise with a digital signal 

processing (DSP) technique. We report the results of measurement of neutron induced fission cross-sections 

of 237Np and 241Am. 

1. Introduction 

For effective transmutation of minor actinide (MA) in nuclear waste and generation of electricity by 

Accelerator Driven Systems (ADS), a variety kind of nuclear data are needed. The nuclear data are 

essential for calculation of reactor characteristics such as critical safety, kinetics, decay heat and so on. 

Especially, neutron induced fission cross-sections are crucial because the transmutation of the nuclear 

waste is based on a fission reaction [1]. 

  However, the nuclear data of MA are not enough in quality and quantity. For example, evaluated neutron 

induced fission cross-sections of 237Np show marked discrepancies each other. Therefore, new 

measurement is required to improve the data status [2, 3]. 

A lead slowing-down spectrometer has been used very effectively for measurement of neutron induced 

fission cross-sections of MA [1-3]. However, the energy range of the measurement was limited below ~10 

keV because accelerator-correlated electromagnetic noise piled up on high-energy events. Therefore, we 

tried and succeeded to extend the energy range of measurement to about 1 MeV by the reduction of the 

electromagnetic noise with a digital signal processing (DSP) technique [4]. 

The present study aims to measure neutron induced fission cross-sections of 237Np and 241Am using DSP 

and to contribute the improvement of these nuclear data. These nuclei account for the greater part of the 

nuclear waste. 
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2. Lead slowing-down spectrometer 

2.1. The principle and properties of a lead slowing-down spectrometer

The lead isotopes are characterized by a very small capture cross-section, and lead behaves as a 

non-absorptive substance. Besides, elastic scattering is essentially isotropic and kinetic energy loss is ~1 % 

per collision. The neutron mean free path is about 2.8 cm. Under these conditions, neutrons slow-down 

very progressively spreading in space. As a result there is a statistical correlation between slowing-down 

time t and the mean kinetic energy E that can be expressed as 

( )2
0tt

KE
+

= ѻ ѻ ѻ (ӛ ). 

The value of K is bound to the neutronic properties of lead whereas t0 is related to the initial kinetic energy 

of the neutrons [5]. 

  The lead slowing-down spectrometer is very effective for the measurement of small amount of samples 

with low cross-sections and that of radioactive materials with a high background level, because the neutron  

intensity is as high as more than thousands times than those in conventional neutron time-of-flight (TOF) 

method owing to short distance from the source [6]. However the energy resolution of lead slowing-down 

spectrometer is about 40 % and is lower than those in the TOF method [6]. 

2.2. Kyoto university lead slowing-down spectrometer

The present measurement was performed using 

Kyoto University lead slowing-down spectrometer 

driven by an electron linac (KULS) at KURRI. 

KULS is a cube of 1.5 ҽ 1.5 ҽ 1.5 m3 and 

composed of lead blocks (10ҽ 10ҽ 20 cm3, and 

purity: 99.9%) and set on a steel platform cart in 

the linac target room. All surfaces of KULS are 

covered with cadmium sheets of 0.5 mm  thick to 

shield from low energy neutrons. The cross 

sectional view of KULS is shown in Fig.1 [6]. 

At the center of KULS, pulsed fast neutrons are 

produced by a photoneutron target of tantalum (8 

cm in diameter and 6 cm in effective thickness) in 

cylindrical titanium case, which is air-cooled with 

compressed air [6]. 

Fig.1  The cross sectional view of KULS [5]
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There are eight experimental holes (10ҽ 10 cm2, 55 or 45 cm in depth) in KULS. The experiment was 

carried out in one of the experimental holes, which was covered with bismuth layers of 10 to 15 cm in 

thickness to reduce high energy γ-rays (6 to 7 MeV) produced by the Pb(n,γ) reaction in KULS. 

Accordingly, the background by the photo-fission events could be ignored in this measurement because the 

energy of the prompt γ-rays produced by the Bi(n,γ) reaction are lower than the threshold energy for 

photo-fission reaction [1].  

2.3. Energy Calibration of KULS

  The energy calibration of KULS was done by using two types of detectors; one was a BF3 counter for the 

neutron transmission measurement through a resonance filter that is indium or cobalt, and the other was an 

Ar gas counter for the capture γ-ray measurement with a resonance filter of gold, copper or aluminum. 

The present result for calibration, E vs. t
is shown Fig.2. The slowing-down constant 
K is 193Ҽ 2 (keVǖµs2) and the initial energy 
constant t0 is 0.3 µs. The present values of K
and t0 are in agreement with those reported 
by Kobayashi et al. [6] However it is 
probable that the correlation (ӛ ) between t and 

E dose not stand above 100 keV because the 

inelastic scattering occurs above 0.57 MeV [5]. 
Therefore now we are promoting calculation 
for t vs. E, by use of a Monte Carlo code 
MCNP. 

2.4. Back-to-back fission chamber

An ionization chamber with two parallel plate 

electrodes was employed for the detection of 

fission events. The chamber is made of aluminum, 

2 mm thick, and is 40 mm in diameter and 43 mm 

in length as seen in Fig.3. Since the backsides of 

MA and 235U deposits face each other, the chamber 

is called a back-to-back (BTB) type double fission 

chamber. The distance between the electrode and 

the deposit layer is 8 mm. The electrodes act as 

anodes at 300 V from which the fission fragment  Fig.3  The figure of the BTB chamber
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pulses are taken. An Ar + CO2 gas is flowed through the BTB chamber. The number of atoms for sample 

deposits was determined through low-geometry α-counting as shown in Table 1. 

The signal from the chamber was input into charge-sensitive preamplifier (ORTEC 142PC)ѹ then shaped 

with a spectroscopy amplifier. The chamber, preamplifier and the cables between the chamber and the 

preamplifier were heavily wrapped with aluminum foils reduction of electromagnetic noise. 

Table 1  The number of atoms for sample deposits 
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3. Experimental procedure 

  The pulse width of electron beam was generally 33 ns in FWHM and the frequency was 100 
Hz as the optimum value for KULS [5]. The beam current on the target was around 10.5 to 
12.4 µA. The waveform data of the fission fragment pulses were taken from the linear amplifier and 

digitized and recorded by a digital storage oscilloscope (DSO), LeCroy. 

4. Data analysis 

  Data analysis was performed with the DSP method. The pulse height data and the 
slowing-down time data were acquired by processing the waveform data. The fission fragment 

pulses were discriminated from the α-particles pulses by the pulse height [4]. 
  The electromagnetic noise in high-energy region was almost independent of time. Therefore  
subtraction of the typical waveform data of electromagnetic noise from that of fission 
fragments enabled great reduction of the electromagnetic noise and extension of the neutron 
energy range to higher energy. As a result, we could extend the energy range of measurement to 

about 1 MeV [4]. 

5. Results and discussion 

  The present results for neutron induced fission cross-sections of 237Np and 241Am are shown 
in Fig.4 and Fig.5, respectively. The reference cross-section data of 235U was taken from 
JENDL-3.3. The present data are compared with the evaluated nuclear data in JENDL-3.3, 
ENDF/B-涔 and JEFF-3.1 and other experimental data. The evaluated data are broadened by 
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about 1 MeV [4]. 

5. Results and discussion 

  The present results for neutron induced fission cross-sections of 237Np and 241Am are shown 
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40 % in the energy resolution of the KULS to compare with the experimental data. 
About the result of 237Np, the present data below 1 keV are in good agreement with the data 

by Yamanaka et al. [7] and JENDL-3.3. JENDL-3.3 and other experimental data between 1 
and 100 keV are 5-30% larger than the present data. The present data above 100 keV differ 
from JENDL-3.3 markedly probably because the experimental energy resolution becomes  
gradually worse and the inelastic scattering in lead occurs [8, 10]. For the data in this region, 
further analysis is needed considering the problem of correlation between t and E.

About the result of 241Am, the present data below 10 keV are in good agreement with 
JEFF-3.1, but JENDL-3.3, ENDF/B-涔 and other experimental data are smaller than the 
present data by 5-20 %. The data above 10 keV are 20-80% larger than the evaluated nuclear 
data probably due to the same reason for 237Np. 
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Japan Nuclear Energy Safety Organization (JNES) has been participating in the REBUS international 

program4) organized by Belgonucleaire and SCK/CEN and analyzing the experimental data. This paper 

presents a study of an effect of the 140Ba fission yield on measured fission rate distribution through the 

analysis of a UO2 - MOX fuel mixed core of the REBUS program. 

1. Introduction 

  In core physics experiments a fission rate distribution is one of the essential data that is used to validate the 

core analysis methods. The measurements of this parameter have been adopting spectroscopy of specific 

gamma-rays from fission products, such as 1,596.5 keV gamma-rays from 140Ba (T1/2=12.752d) - 140La 

(T1/2=1.6781d) after short period irradiation of experimental cores. When this method is applied to UO2 - 

MOX fuel mixed cores, it is necessary to take into account the difference of the fission yield of 140Ba in the 

UO2 and the MOX fuel. For instance, the JNDC Nuclear Data Library of Fission Products1) shows that the 

cumulative fission yield of 140Ba is 6.295 % for 235U-thermal fission and 5.545 % for 239Pu-thermal fission. 

  Recent studies2, 3) of the UO2 - MOX fuel mixed cores of VENUS-2 and VIP experimental programs show 

that the ratios of the analysis result to the measurement result (C/E) of the fission rate tend to be larger than 

1.0 in the MOX fuel region and less than 1.0 in the UO2 fuel region. 

  Japan Nuclear Energy Safety Organization (JNES) has been participating in the REBUS international 

program4) organized by Belgonucleaire and SCK/CEN. The aim of the participation is to obtain measured 

reactivity change with burn-up of MOX fuel and UO2 fuel and the fission rate and the flux distribution of the 

cores containing burned MOX and UO2 fuel and to analyze these data in order to validate nuclear core 

analysis methodologies for burned MOX and UO2 cores. The program partly contains UO2 - MOX mixed 

cores and a fission rate distribution has been measured with the gamma-ray spectroscopy of 1,596.5 keV 

gamma-rays from 140La. 

  This paper presents a study of an effect of the 140Ba fission yield on the measured fission rate distribution 

through the analysis of a UO2 - MOX fuel mixed core of the REBUS program. 
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2. Fresh BR3 MOX Core in REBUS Program 

  Table 1 summarizes core configurations and measurement items of the REBUS (PWR fuel) program. The 

REBUS cores commonly consist of a 7x7 fuel test bundle in a core center and a driver region of 3.3% (eight 

lows) and 4.0% (two lows) UO2 rods in the VENUS critical facility of SCK/CEN. A diameter of those fuel 

rods is about 9.5 mm, an effective fuel length is about 100cm and a fuel rod pitch is 1.26cm. The test region 

is changed by four different bundles consisting BR3 MOX (fresh and burned) and GKN (a Germany 

commercial PWR) UO2 (fresh and burned). Fig. 1 shows a schematic diagram of a core configuration 

consisting of the fresh BR3 MOX (6.8% Puf enrichment) core. 

Table 1  Summary of Core Configurations and Measurement Items of REBUS (PWR Fuel) 

3. Fission Rate Distribution Measurement 

  In the measurements of the REBUS program, a relative fission rate of a fuel rod is obtained as: 

� � � YCF /�        (1) 

Here, C is a measured count rate of the 1,596.5 keV gamma-ray peak after necessary corrections of decay 

and gamma-ray self shielding in the fuel rod. Y is an effective cumulative fission yield of 140Ba for the fuel 

rod that is expressed as: 
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Here,

i: nuclides contributing fission such as 235U, 238U, 239Pu, 240Pu, 241Pu and 242Pu, 

Ffast, Fth: relative contribution of fast fission and thermal fission for nuclide i, 

Yfast, Yth: cumulative fission yields of 140Ba of fast fission and thermal fission for nuclide i. 

4. Calculation of Effective Fission Yield 

  Since Y is not a measured parameter, a core analysis result is used to obtain it. For the effective fission 

Co activationSc activationCo activationSc activation�Neutron flux 
distribution

Driver regionTest bundle
Driver region

Driver regionTest bundle
Driver region

�Fission rate 
distribution

MMMMMWater level 
reactivity effect

MMMMMCritical height

5x5 3.8%UO2
(about 51GWd/t)

20 3.3%VENUS 
UO2 rods

5x5 3.8%UO2
20 3.3%VENUS

UO2 rods

24 MOX rods
(about 20GWd/t)

21 Water 
channels

24 MOX rods
21 Water 

channels

7x7
3.3%VENUS
UO2 rods

Central test 
bundle 
configuration

IrradiatedFreshIrradiatedFresh

GKN UO2BR3 MOXReference 
Core

Co activationSc activationCo activationSc activation�Neutron flux 
distribution

Driver regionTest bundle
Driver region

Driver regionTest bundle
Driver region

�Fission rate 
distribution

MMMMMWater level 
reactivity effect

MMMMMCritical height

5x5 3.8%UO2
(about 51GWd/t)

20 3.3%VENUS 
UO2 rods

5x5 3.8%UO2
20 3.3%VENUS

UO2 rods

24 MOX rods
(about 20GWd/t)

21 Water 
channels

24 MOX rods
21 Water 

channels

7x7
3.3%VENUS
UO2 rods

Central test 
bundle 
configuration

IrradiatedFreshIrradiatedFresh

GKN UO2BR3 MOXReference 
Core



JAEA-Conf  2006-009

－ 114 －

yield of the fuel rods, for which the fission rates were measured in the fresh BR3 MOX core, Ffast and Fth

were calculated as a part of the core analysis using SRAC system5) with JENDL-3.26). Fig. 2 shows the 

calculated fission rate distribution with the measured one along the Y axis of the core. The figure also shows 

measurement data that are reported by the organizer (BN) of the REBUS program. Table 2 shows the relative 

contributions of heavy nuclides to the fast fission (neutron energy: 9.12 keV to 10 MeV) and the thermal 

fission (0 to 9.12 keV) for several fuel rods. It is seen that the six major nuclides cover more than 99.6% of 

total fission even for the MOX fuel rod. Table 3 shows the fission yields, Yfast and Yth in JENDL-3.2, 

ENDF/B-VI and JEF-2.2 for the six major nuclides. The fission yields of Pu isotopes is smaller than U 

isotopes and the values slightly change depending on the nuclear libraries. 

Table 2  Relative Contributions of Heavy Nuclides to Fissions in Fast and Thermal Energy Regions 
(X, Y) MOX (-2, -3) 3.3% UO2 (-4,-4) 3.3% UO2 (-7,-7) 3.3% UO2 (-11,-11) 4.0% UO2 (-12,-12) 

Nuclide Fast Th Total Fast Th Total Fast Th Total Fast Th Total Fast Th Total
U-234 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
U-235 0.1 2.2 2.4 1.4 93.5 95.0 1.3 94.0 95.3 1.3 94.0 95.3 1.9 92.6 94.6
U-236 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
U-238 6.1 0.0 6.1 5.0 0.0 5.0 4.7 0.0 4.7 4.7 0.0 4.7 5.4 0.0 5.4 
Pu-238 0.1 0.1 0.1             
Pu-239 3.8 79.6 83.3             
Pu-240 0.8 0.0 0.8             
Pu-241 0.3 6.6 6.9             
Pu-242 0.1 0.0 0.1             
Am-241 0.2 0.1 0.2             

Total 11.4 88.6 100.0 6.5 93.5 100.0 6.0 94.0 100.0 6.0 94.0 100.0 7.4 92.6 100.0
6 Nucl 11.2 88.5 99.6 6.4 93.5 100.0 6.0 94.0 100.0 6.0 94.0 100.0 7.3 92.6 100.0

Fast: 9.12keV�10MeV, Th (Thermal): 0�9.12keV,   6 Nucl (Nuclides): U-235, U-238, Pu-239, Pu-240, Pu-241, Pu-242 

Table 3  Cumulative Fission Yields of 140Ba                Table 4  Effective fission Yields of 140Ba 

for Six Major Nuclides in Three Nuclear Libraries                    for MOX and UO2 fuel rods 
Library JENDL-3.2 ENDF/B-VI JEF-2.2   JENDL-3.2 ENDF/B-VI JEF-2.2 
Nuclide Fast Th Fast Th Fast Th  MOX 5.621 5.430 5.362 
U-235 6.119 6.295 5.978 6.215 5.782 6.276  (-2, -3) (1.0) (1.0) (1.0) 
U-238 5.988  5.815  5.743   3.3% UO2 6.277 6.191 6.242 
Pu-239 5.317 5.545 5.323 5.355 5.119 5.285  (-4,-4) (1.117) (1.140) (1.164) 
Pu-240 5.110  5.502 5.701 5.462   3.3% UO2 6.278 6.193 6.245 
Pu-241 5.378 6.215 5.306 5.766 5.395 5.743  (-7,-7) (1.117) (1.141) (1.165) 
Pu-242 5.005  5.449 6.022 5.682 5.462  3.3% UO2 6.278 6.193 6.245 

        (-11,-11) (1.117) (1.141) (1.165) 
        4.0% UO2 6.267 6.178 6.223 
        (-12,-12) (1.115) (1.138) (1.161) 

  From these data, the effective fission yields, Y, were evaluated based on the relative contributions of the 

six major nuclides in Table 2 and shown in Table 4. The Table also shows ratios of the effective fission yield 

of UO2 rods to that of the MOX fuel rod in brackets for each library. The ratios of 3.3% UO2 to MOX are 

1.117 for JENDL-3.2, 1.140 for ENDF/B-VI and 1.165 for JEF-2.2. 
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  The organizer (BN) of the REBUS program have evaluated and used 1.123 � 0.012 for 3.3UO2/MOX to 

the measured radial fission rate distribution, which is 0.6 % larger than that of this study with JENDL-3.2. 

  Those effective fission yields were applied to the measured fission rates and comparison between the 

SRAC analysis (C) and the measured fission rates (E) were shown in Fig. 3. 

5. Discussion and Conclusion 

  The ratio of the measured fission rates of MOX fuel rods to UO2 fuel rods is expressed as: 

M

U

U

M

U

M

Y
Y

C
C

F
F

�       (3) 

Here, the suffix, M, means MOX fuel rods and U UO2 fuel rods. Generally the change of YU is negligible 

small among the UO2 fuel rods and also among the MOX rods. The uncertainty of YU/YM directly influences 

on the ratios of the measured fission rates of the MOX fuel rods to the UO2 fuel rods so that the ratios depend 

on the nuclear data library adopted in the measurements. Some difference in the cumulative fission yield of 
140Ba is seen for the Pu isotopes as shown in Table 3. Table 5 shows a comparison of the fission yields among 

the libraries for the thermal fission of 235U and 239Pu and their ratio of 235U to 239Pu. The ratio of 235U to 239Pu 

is a major part of YU/YM and therefore FM/FU. It is seen that the FM/FU change up to 4 % depending on the 

nuclear library. 

  When the YU/YM of this study with JENDL-3.2 is used in place of the REBUS organizer (BN), the FM/FU

will decrease by 0.6 % and then the C/E is almost increase by 0.6 % in the MOX test bundle as shown in Fig. 

3, which is not significant. However, when the YU/YM in this study with ENDF/B-VI or JEF-2.2 is used, the 

FM/FU will increase by 1.5 % or 3.7 % and then the C/E is almost decrease by about 1.5 % or about 3.7 % in 

the MOX test bundle. 

Table 5  Comparison of Cumulative Fission Yields (%) of 140Ba for Thermal Fission of 235U and 239Pu 
 JENDL-3.2 ENDF/B-VI JEF-2.2 

U-235 6.295 6.215�1.0% 6.276�1.2%
 (1.0) (0.987) (0.998) 

Pu-239 5.545 5.355�1.4% 5.285�1.0%
 (1.0) (0.966) (0.953) 

U-235/Pu-239 1.135 1.161�1.7% 1.188�1.6%
 (1.0) (1.022) (1.046) 

  For conclusions: (1) The ratios of fission rates of the MOX and the UO2 fuel rods depend on the 

cumulative fission yields of 140Ba that is used in the process of the experimental data, (2) The difference in 

the 140Ba fission yield for the 239Pu thermal fission among the libraries is up to 5 % and not negligible. (3) 

The fission yield data of 140Ba used in the process of the experimental data should be precisely reviewed in 

order to evaluate the calculation errors for the ratio of the fission rate of the MOX and the UO2 fuel rods in 

the UO2 - MOX mixed cores, (4) The Effort to decrease uncertainty of the fission yield data of 140Ba for 
239Pu (Thermal fission) is requested for the precise evaluation of the calculation errors of fission rate 

distribution in the UO2 - MOX mixed cores. 
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Fig. 1  Schematic Radial Core Configuration of Fresh BR3 MOX Core in REBUS Program 
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Fig. 2  Relative Fission Rate Distribution along Y Axis and Difference between Calculation and Measured 

Values for Fresh BR3 MOX Core in REBUS Program 
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Fig. 3  Comparison between the SRAC analysis (C) and the measured fission rates (E) with effective fission 

yields by the different nuclear libraries 
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Neutron energy spectra at the forward direction produced from stopping-length thick graphite, 

aluminum, iron and lead targets bombarded by 250 MeV protons were measured at the neutron TOF course 

at RCNP of Osaka University. The experiments were performed by the time-of-flight technique with the 

flight path length of 11.4m and 67.8m, and neutron energy spectra were obtained in the energy range from 

10 MeV to 250 MeV. To compare the experimental data, Monte Carlo calculations by PHITS, MCNPX, 

and JQMD+INC codes were performed. It was found that these calculation results at 0-degree generally 

underestimated the experimental data for all targets in the energy range above 20 MeV. 

1. Introduction 
Various Monte Carlo transport calculation codes have been widely employed for the shielding designs of 

proton accelerator facilities. In such designs, it is important to estimate the energy spectra of the secondary 

particles, especially neutrons, produced by beam losses in thick materials of beam line modules and the 

beam dump as source terms. The accuracy of calculated results has been verified by the benchmark 

experimental data. The double differential neutron energy spectra at 0-degree by bombarding 210 MeV 

protons on a thick iron target were measured at RIKEN [1]. No other experimental data are available from 

other thick targets. We have measured neutron energy spectra from thick graphite, aluminum, iron and lead 

targets at the forward direction bombarded by 250 and 350 MeV protons at the TOF course of the RCNP 

(Research Center of Nuclear Physics) ring cyclotron of Osaka University. We already reported results of the 

350 MeV measurement [2]. In this work, the 250 MeV measurements and the calculation results of the 

PHITS [3], MCNPX [4] and JQMD+INC [5] codes are reported.  
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Table 1 Target characteristics and stopping range of 250 MeV protons in the target 

Fig. 1 Illustration of experimental setup at RCNP. 

2. Experiment 
The experiments were carried out at the neutron TOF course of the RCNP ring cyclotron of Osaka 

University. A schematic view of the experimental arrangement is illustrated in Figs. 1. The characteristics 

of the targets used in this work are summarized in Table 1. The targets were covered with aluminum foil to 

absorb secondary electrons emitting from the targets. The neutrons produced at 0-degree direction were 

transported to the TOF course through the 150-cm-thick iron collimator of a 12-cm high and 10-cm wide 

opening, while charged particles were rejected by a vertical bending magnet equipped in the collimator. 

The neutron TOF measurements were performed using an NE213 organic liquid scintillator 

(12.7-cm-diameter by 12.7-cm-long) placed at either 11.4 m (short path) or 67.8 m (long path) from the 

beam-incident surface of the target. The long path measurement was carried out to get good time resolution 

in higher energy region. In the measurements, the currents of the proton beam were kept in the range of 0.2 

nA for the short path and 5 nA for the long path. 

Material Density (g/cm3) Size (cm) Stopping range (cm) 

Graphite 1.76   6.0�6.0�27.5 25.0

Al 2.72 �6.0�20.0 18.0

Fe 9.12 �6.5�7.5 6.93

Pb 11.3   6.0�6.0�7.5 6.76
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Fig. 2  Calculated results for graphite target. JHE 

shows JENDL/HE2004. n 150 MeV indicates the 

use of neutron data library below 150 MeV. 

3. Analysis 
The TOF distributions of neutrons were converted to the neutron energy spectra. In the TOF distribution 

analysis, neutron events above the Am-Be (4.2 MeVee) bias were summed up and neutron TOF 

distributions in wide energy range above 10 MeV were obtained.  

Neutron detection efficiencies were obtained from calculation results of the CECIL code [6]. The results 

of CECIL agree with the measurements within 15 % in the energy region between 10 and 206.8 MeV for 

4.2 MeVee bias [7]. To get better energy resolution results, the long path measurements were used for the 

energy range above 100 MeV. 

The statistical uncertainties at the neutron spectra determination varied from 0.5 to 5 %. The systematic 

error comes mainly from neutron detection efficiency, which was determined to 15 %. The energy 

resolution depends on the time and the geometrical component. The time component estimated from 

FWHM of the flash gamma-ray peak was 1.2 ns. The geometrical component comes from the target 

thickness and from the size of the sensitive area of the detector. The typical neutron energy resolutions of 

200 MeV with the graphite target are 12.7 MeV at 11.4 m and 2.1 MeV at 67.8 m, respectively. 

4. Monte Carlo Calculation 
The Monte Carlo particle transport code, the PHITS, MCNPX and JQMD+INC codes with the Bertini 

model [8] based on intranuclear cascade model were used. In the PHITS and MCNPX calculations, the 

JENDL/HE2004 [9] and the LA150 [10] evaluated neutron data libraries were employed for energies up to 

150 MeV. In the JQMD+INC calculation, QMD model was employed above 50 MeV and the Bertini model 

under 50 MeV. In all calculations, neutrons produced within an angle of 3-degrees were collected.  

5. Results 
(1) Intercomparison with each calculation result 

Figure 2 shows the calculated neutron energy 

spectra from the graphite target.  The difference of 

calculation results using between JENDL/HE2004 

and LA150 is very small. A discrepancy of the 

results with Bertini model between PHITS and 

MCNPX above 200 MeV may come from the 

difference of the using parameter in Bertini model.  

(2) Experimental results and the comparison with 

the calculation 

Figure 3 shows the measured and the calculated 

neutron energy spectra from thick targets. All 

calculation results underestimate the experimental 

250 MeV p on a thick graphite 

27.5 cm thickness
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250 MeV p on a thick Fe 

7.5 cm thickness

250 MeV p on a thick graphite 

27.5 cm thickness
250 MeV p on a thick Al 

20.0 cm thickness

Fig. 3  Measured and calculated neutron energy spectra at 0-degree. 

250 MeV p on a thick Pb 

7.5 cm thickness

ones in the neutron energy range from 30 MeV to 200 MeV. The underestimations of the calculations are 

also found in 210 MeV proton incident experiment at RIKEN [1] and 350 MeV experiment at RCNP [2]. 

Those may result from the underestimation of neutron-production cross sections at small angles and the 

strong self-shielding in target nucleus. 

Figure 4 shows that The results of neutron yields integrated at the forward direction of 250 MeV proton 

incidence as a function of the target mass. 10 – 50 MeV neutrons and 50 – 250 MeV neutrons are 

corresponding roughly to evaporation-preequilibrium and cascade neutrons, respectively. 
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Fig. 4  Neutron yields integrated at the forward direction of 250 MeV proton incidence as a function of the

mass of the thick targets. Left: 10 – 50 MeV neutron yield; right: 50 – 250 MeV neutron yield. 

Fig. 5  Neutron yields integrated at the forward direction for the aluminum and lead thick targets as a

function of incident energy. Left: 10 – 50 MeV neutron yield; right: 50 – incident energy neutron yield. 

For 10 – 50 MeV neutrons in the figure, all results increase with mass number, gradually. On the other 

hand, the dependency to the mass is less for 50 – 250 MeV neutrons. For the comparison of the 

experimental and calculated yields in the figure, the calculated 50 – 250 MeV neutrons tend to be less 

emitted than the experimental ones, and the calculated 10 – 50 MeV neutrons are more emitted These may 

indicate that the calculated energy of residual nucleus is higher than the experimental one.  

The results of neutron yields integrated at the forward direction as a function of incident proton energy 

are shown in Figs. 5 for the aluminum and lead targets. The results of 350 MeV proton incidence have been 

reported [2]. 



JAEA-Conf  2006-009

－ 123 －

10 – 50 MeV neutrons increase with incident proton energy for the lead, on the other hand, those for the 

aluminum is not depend on incident energy. For 50 – 350 MeV neutrons at 350 MeV proton incidence, the 

discrepancy between the experimental results and calculated ones are larger than that of 250 MeV proton 

incidence.  

6. Summary  
 Neutron energy spectra produced at the forward direction from thick graphite, aluminum, iron and lead 

targets bombarded by 250 MeV protons were measured by the TOF method at RCNP of Osaka University. 

The experimental data were compared with the calculated results of the PHITS, MCNPX and JQMD+INC 

codes. All calculations give lower neutron energy spectra than the experimental ones for all targets above 

20 MeV and must be improved for neutron production at 0-degree. These experimental data will be useful 

as benchmark data for investigating the accuracy of the Monte Carlo simulation and for the shielding 

design of accelerator facilities.  
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Measurement of 40 MeV Deuteron Induced Reaction on Fe and Ta for Neutron Emission 
Spectrum and Activation Cross Section 

Toshiro Itoga, Masayuki Hagiwara, Takuji Oishi, So Kamada, Mamoru Baba 

Cyclotron and Radioisotope Center, Tohoku University, Aramaki, Aoba-ku, Sendai 980-8578, Japan 

With a view to improve the data accuracy, the neutron emission spectra and the activation cross section 

for the deuteron interaction with natTa, natFe which will be used as the structural materials in IFMIF 

(International Fusion Materials Irradiation Facility), we have measured the 1)differential thick target 

neutron yields from thick tantalum and iron targets bombarded by 40 MeV deuterons, and the 2) excitation 

functions of activation cross sections for deuteron interaction with tantalum and iron up to 40 MeV, at the 

K=110 AVF cyclotron facility of Tohoku University. 

1. Introduction 

The International Fusion Material Irradiation Facility (IFMIF) project has been proposed to establish 

an accelerator-based d-Li neutron source in order to produce the intense fluence for test irradiations of 

fusion reactor candidate materials [1]. In IFMIF, high current (250 mA) deuteron beam is accelerated to 40 

MeV and transported to the liquid lithium target so as to generate a neutron field that simulates a fusion 

reactor neutron field.  

 For the safety design and management of IFMIF, detailed knowledge is required on the neutron 

emission spectrum and the activation cross-section. The neutron flux and spectral data play an important 

role for accurate estimation of the neutron shielding, and the activation cross-section is indispensable for 

the estimation of radioactivity induced in the accelerator components and shielding materials. Although 

some studies had already been undertaken on these subjects, the data are scarce and the data accuracy is not 

good enough at present [2].  

 To improve the accuracy of the neutron energy-angular distribution data and the predictability of 

the radioactivity accumulation in IFMIF, we have been conducting a series of experiments on the neutron 

emission spectrum of the (d,xn) reaction and the activation cross-section and radioactivity induced in the 

accelerator components with the AVF cyclotron at the Tohoku University Cyclotron and Radioisotope 

Center (CYRIC). So far, we have obtained data on lithium targets for 25 and 40 MeV deuterons [3][4] and 

on carbon and aluminum targets for 40 MeV deuterons [5].  

 Here, we present the experiments on 1) neutron emission spectra from thick iron and tantalum, 

and 2) activation cross-sections of the natFe(d,x)51Cr, natFe(d,x)52Mn, natFe(d,x)56Co, natFe(d,x)57Co and 
natFe(d,x)58Co reactions. These data are required for shielding design and radioactivity estimation since 
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thickness (2 mm) is greater than the range calculated with the SRIM code [9] (1.72 mm in iron for 40 MeV 

deuteron) and thick enough to stop the incident beam. 

4. Experimental procedures 

First, the neutron measurements were performed for 0-110 degree laboratory angles. During the 

irradiation, the beam current on the targets was continuously recorded using a multi-channel scalar (MCS) 

for normalization of the neutron TOF spectra and for the later activation measurements of the stacked 

targets. The beam current on the targets was around 2 nA and its pulse width was 2-3 ns is FWHM. 

After the irradiation, the activities of 51Cr, 52Mn, 56Co, 57Co, 58Co accumulated in each stacked targets 

were measured by detecting 320.08 keV, 935.52 keV, 1238.26 keV, 122.06 keV and 810.76 keV, �-rays,

respectively, at 5 cm from the detector with a high-pure Ge detector (EURICIS MESURESE GPC50 

-195-R) and a multi-channel analyzer. The dead times during the �-ray counting were less than 2 %. 

5. Data analysis 

5.1 Neutron Spectra 

Neutron TOF spectra were obtained by gating the neutron events with a pulse-height bias on 

two-dimensional pulse pulse-height vs. PSD graphical plots and by removing random background 

events to eliminate �-ray events. The TOF spectra were converted into neutron energy spectra 

according to the Lorentz conversion [3-5,7]. 

The energy spectra were divided by the solid angle of the experimental arrangements, an 

integrated charge of the incident beam and the detection efficiency calculated by the Monte Carlo code 

SCINFUL-R [10]. Finally, the data were corrected for the attenuation in the air and the wall of a 

vacuum chamber by means of the total cross-section data of LA150 [11]. 

5.2 Activation cross-section 

The activation cross-section was determined from the peak counts of the �-ray spectra and the 

number of projectile with data corrections for the decay, the peak efficiency of the Ge detector, the 

self-absorption effect in the samples and the beam current fluctuation during irradiation [3]. The 

efficiency curves were determined experimentally with standard �-ray sources. The data were corrected 

for the energy degradation and the attenuation of incident particles through the targets. The incident 

energy for each stacked foil was estimated by the SRIM code [9]. 

6. Results and Discussion 

6.1 Neutron spectra 

For 40 MeV deuterons, the present results for the natFe(d,xn) and natTa(d,xn) neutron spectra at 

seven laboratory angles are shown in Fig.1. Figure 2, show the comparison of experimental data with 

the corresponding MCNPX calculation [12]. The data clarified secondary neutron production spectra 

for whole energy range. The lower energy limit is approximately 0.6 MeV. The error bars of the spectra 
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represent mainly the statistical errors. The 0-15 deg. spectra show main peaks centered around 15 MeV, 

similarily with the cases of previous experiments such as natLi(d,xn) reaction. Generally, these spectra 

have very strong angular dependence. It can be concluded that the neutrons are produced by similar 

reaction mechanisms on the main neutron peak region. 

The natTa(d,xn) spectra extended up to approximately 50 MeV though the natFe(d,xn) spectra are 

limited to around 45 MeV. This is consistent with the reaction Q-value of 9.52 and 3.8 MeV for the 
natTa(d,n) reaction and natFe(d,n) reaction, respectively. Figure 2 shows the comparison with the results 

of MCNPX. The results of MCNPX underestimate the experimental data in whole energy region. In the 

case of 60 degree, the figure is almost same except for lower energy region. Figure 3 shows the 

comparison of neutron emission spectra from thick Li, C and Al with present data. In this figure, the 

neutrons from break-up reaction becomes lower while low energy neutrons increase with the increasing 

target mass. For the reason, lithium seems to be best for the neutron source due to its high neuron yield. 

Carbon is better material for beam dump due to low activities, although, neutron yield for carbon is 

larger than the other heavier nuclides. 

6.2 Activation cross-section 

The cross-section acquired for the natFe(d.x)51Cr, natFe(d.x)52Mn, natFe(d,x)57Co and natFe(d,x)58Co

reactions are compared with other experimental data [13-18] with the evaluated data by the IAEA 

group [19] and calculations by a recent code TALYS [20]. Figure 4 shows the comparison for the 
27Fe(d,x)51Cr and 52Mn reaction. The present data is generally consistent with other experimental data. 

The TALYS results are similar to the experimental data in higher energy region, but they are much 

lower in magnitude. The present data for the natFe(d,x)56Co, 57Co and 58Co reactions are consistent with 

other experimental data and the evaluated data except for the TALYS results as shown in Fig.5. To estimate 

radioactivity induced by deuterons with TALYS, improvements will be required for cross-section 

calculation models.

7. Summary 

This paper described the experiments of (1) neutron energy-angular distribution from the Fe; Ta(d,xn) 

reactions and (2) cross-sections of the natFe(d,x)51Cr, natFe(d,x)52Mn, natFe(d,x)56Co, natFe(d,x)57Co and 
natFe(d,x)58Co reaction performed using 40 MeV deuterons at Tohoku University CYRIC. In the neutron 

measurement, the spectra data for seven laboratory angles between 0-110 deg. were measured over almost the 

entire energy range from the maximum energy down to 0.7 MeV. These experimental results will be used as the 

basic data to check the accuracy of the Monte Carlo simulation and for the shielding design of tens of MeV  

accelerator facility such as IFMIF.  

The activation cross-section data were acquired for iron from the threshold energy to 40 MeV. The data were 

generally consistent with other experimental data and evaluated data. However, the results by TALYS were 

generally much smaller than experimental values, while the shapes were similar to experimental values. The 
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presented results will be helpful for improvement of the calculation models. 

Reference 

[1]IFMIF CDA TEAM, IFMIF Conceptual Design Activity Final Report edited by Marcello Martone, Report 96.11, Enea, 

Dipartimento Energia, Frascati (1996) 

[2]M.A.Lone et al., Nucl. Instrum. and Meth., 143 (1977) 331 

[3]M. Baba, T. Aoki, M. Hagiwara et al., J. Nucl. Materials 307-311 (2002) 1715. 

[4]M., Hagiwara, et al., J. Nucl. Materials, 329-333, (2004) 218-222 

[5]T. Aoki, M. Hagiwara, M. Baba et al., J. Nucl. Sci. and Technol. 41 No.4 (2004) 399 

[6]Terakawa et al., Nucl. Instrum. Meth. A 491 (2002) 419. 

[7]T. Aoki, M. Baba, S. Yonai, N. Kawata, M. Hagiwara, T. Miura, T. Nakamura, Nucl. Sci. Eng., 146 (2004) 200 

[8]M. Baba, H. Wakabayashi, M. Ishikawa, T. Ito and N. Hirakawa, J. Nucl. Sci. and Technol., 27(No.7) (1990) 601 

[9]J. F. Ziegler, J. P, Biersack, U. Littmark, Pergamon Press, New York (1984). 

[10]S.Meigo Nucl. Instrum. Meth. A 401 (1997) 365 

[11]M. B. Chadwick, P. G. Young et al., Nucl. Sci. Eng. 131 (1999) 293  

[12]L.S. Waters (Ed.), MCNPX User~ s Manual version 2.4.0, LA-CP-02-408, Los Alamos National Laboratory, Los Alamos, 

New Mexico, 2002. 

[13]P. Jung, Conf. on Nucl. Data for Sci. and Technol., Juelich, 1991 

[14]J.W. Clark et al., Phys. Rev., 179, 1104 

[15]A. Hermanne et al., Nucl. Instrum. Meth. B, 161-163, 178 

[16]Zhao Wenrong et al., Chinese J. of Nuclear Physics Res., Sect. B, 17, 2, 163 

[17]J.W. Clark et al., Phys. Rev., 179, 1104 

[18]S.Takacs, et al., Conf.on Appl.of Accel.in Res.and Ind.,Denton,USA,1996 

[19]IAEA, Charged-particle cross section database for medical radioisotope production,  

 http://www-nds.iaea.org/medical/

[20]A.J. Koning, et al., TALYS: Comprehensive nuclear reaction modeling, Conf. on Nucl. Data for Sci. and Technol., Santa 

Fe, 2005 



JAEA-Conf  2006-009

－ 129 －

0 10 20 30 40
103

104

105

106

107

108

109

 00 deg.
 05 deg.
 15 deg.
 30 deg.
 60 deg.
 90 deg.
 110 deg.

N
eu

tro
n 

yi
el

ds
 [#

/M
eV

/s
r/�

C
]

Neutron energy [MeV]
0 10 20 30 40

103

104

105

106

107

108

109

natTa(d,n)natFe(d,n)

Fig. 1 Neutron spectrum for Fe and Ta

Fig. 3 Neutron spectrum for (d,n) reactions at 40 MeV

1 10
101

102

103

104

105

106

107

108

109

1010

1011

15 deg. �����

 M.Hagiwara Li
 M.Hagiwara Al
 M.Hagiwara C
 present Fe
 present Ta

�

�

N
eu

tro
n 

yi
el

ds
 [n

/M
eV

/s
r/�

C
]

Neutron energy [MeV]

0 deg.

Fig. 2 Comparison with MCNPX

104

105

106

107

108

109

Fe, 60 deg.

104

105

106

107

108

109

Fe, 110 deg.

0 10 20 30 40 50
104

105

106

107

108

109

 MCNPX
 present exp.

Ta, 0 deg.

N
eu

tro
n 

yi
el

d
[#

/M
eV

/s
r/C

]

0 10 20 30 40 50

Ta, 110 deg.

Neutron energy [MeV]
0 10 20 30 40 50

104

105

106

107

108

109

Ta, 110 deg.

Fe, 0 deg.

0 10 20 30 40 50
10-3

10-2

10-1

100

101

102

 present 51Cr
 A. Hermanne et al.
 J. W. Clark et al.
 TALYS

C
ro

ss
 se

ct
on

 [m
b]

0 10 20 30 40 50
10-3

10-2

10-1

100

101

102

 present 52Mn
 A. Hermanne et al.
 Zhao Wenrong et al.
 TALYS

Deuteron energy [MeV]

Fig. 4 Activation cross-section for
natFe(d, x)51Cr, 52Mn

0 10 20 30 40 50
100

101

102

 present 56Co
 J. W. Clark et al.
Zhao Wenrong et al.

 P. Jung
 IAEA recommend
 TALYS

C
ro

ss
 se

ct
io

n 
[m

b]

0 10 20 30 40 50

 present 57Co
A. Hermanne et al.
J. W. Clark et al.
S. Takacs et al.
 TALYS

Deuteron energy [MeV]
0 10 20 30 40

100

101

102 present 58Co
J. W. Clark et al.
Zhao Wenrong et al.

 TALYS

Fig. 5 Activation cross-section for
natFe(d, x)56Co, 57Co and 58Co



JAEA-Conf  2006-009

－ 130 －

Analysis of Induced-radioactivity using DCHAIN-SP for
Iron, Copper and Niobium at a Mercury Target Irradiated by

2.83 and 24 GeV Protons
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Quantum Beam Science Directorate, Japan Atomic Energy Agency

Tokai-mura, Naka-gun, Ibaraki-ken 319-1195
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Reliability estimation was carried out on a radioactivity calculation code system consisting of PHITS,
MCNP/4C and DCHAIN-SP 2001 by analyzing an activation experiment performed by using AGS (Alter-
native Gradient Synchrotron) accelerator at Brookhaven National Laboratory. For induced radioactivity
in iron, copper and niobium samples, calculations and experiments were compared indicating that both
agreed by a factor of 2 on the average over produced nuclides although the calculation had a tendency
to underestimate.

1 Introduction

Many kinds of radioactive nuclides are produced in materials in high-energy intense proton accel-
erator facilities such as J-PARC [1] conducted by Japan Atomic Energy Agency (JAEA) and the High
Energy Accelerator Research Organization (KEK). For calculations of such radioactivity, a high-energy
particle induced radioactivity calculation code DCHAIN-SP was developed [2, 3] to combine with such
particle transport codes as NMTC/JAM [4, 5] and MCNP[6]. NMTC/JAM estimates nuclide yields
produced in target materials mainly by neutrons with energies higher than 20 MeV and protons. MCNP
simulates neutron transport phenomena below 20 MeV to provide neutron flux spectra. DCHAIN-SP
combines the nuclide yields calculated by NMTC/JAM and those below 20 MeV by folding the activation
cross section data with the flux spectra calculated by MCNP, and estimates time-evolution of decaying
nuclides by Beteman equation and a decay data library. Physical quantities of radioactivity, decay heat
and decay γ-ray spectrum are obtained.

Reliability estimation for this code system was already carried out focusing on either the activation
cross section data library below 20 MeV or the nuclide yields calculated by NMTC/JAM. The former
was performed using experimental activation data in a 14-MeV neutron field [7, 8], the latter using
experimental cross section data in literatures [8]. Although, the reliability estimation was performed
using the experimental data in ideal radiation fields, it is also important to estimate the reliability in
rather complicated fields including incident protons and spallation neutrons. We utilized an induced-
radioactivity experiment[9] performed in a framework of ASTE (AGS Spallation Target Experiment)
collaboration [10]. In the experiment, fourteen kinds of materials were activated around the mercury
target irradiated by 2.83 and 24 GeV protons. The radioactivity was measured at cooling times from
2 hours to 200 days. In this paper, the radioactivity in iron, copper and niobium is analyzed in order
to estimate the reliability of the code system consisting of DCHAIN-SP 2001, PHITS[11] (an upgrade
version of NMTC/JAM) and MCNP/4C.

2 Experiment

Figure 1 shows schematic views of the target and the activation samples. Mercury was contained
in a cylindrical target container (φ=200 mm, L=1300 mm) having a hemisphere beam incident surface
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Fig. 1: Side, top and front views of the mercury target. ‘On-beam’ and
‘Off-beam’ positions of activation sample stacks are indicated in
the top view.

made of stainless steel with
2.5 mm in thickness. The
samples of boron-10, boron-
11, carbon, aluminum, iron,
copper, niobium, mercury-
oxide, lead, bismuth, acrylic
resin, SS-316, Inconel-625
and Inconel-718 were acti-
vated by proton (2.83 and 24
GeV) injection on the tar-
get. Sample stacks were
set at the on-beam and off-
beam position as shown in
Fig. 1. The on-beam posi-
tion samples were irradiated
with the incident protons and
the spallation neutrons, and
off-beam samples were irradi-
ated mainly with the spallation neutrons. An integrating current transformer (ICT) was utilized to mea-
sure the total number of protons injected onto the mercury target. The imaging plate (IP) technique
was employed for monitoring the incident proton beam profile. A thin aluminum foil was exposed to
the proton beam. After the irradiation and cooling, foil was attached to an IP to obtain the image of
the distribution of radioactivity mainly induced by the Al(p,x)24Na reaction. To obtain the numbers of
protons bombarded the on-beam samples precisely, we measured 24Na activity in copper foil in the stacks
induced by the natCu(p,x) reaction. After the irradiation, γ-rays of activated samples were measured
with HPGe detectors at cooling times between 0.1 and 200 days. Details are shown in reference [9].

3 Analysis

Figure 2 shows a flow diagram of the radioactivity calculation. At first, full geometry calcula-
tions with PHITS were carried out. The target container, the all samples, concrete walls of a ir-
radiation room were included in the calculation model. The proton beam profiles were assumed to
exhibit Gaussian distributions judging from the IP measurements. The resultant full widths at half
maxima (FWHMs) were (Wx,Wy, Ep)=(40 mm, 19 mm, 2.83 GeV) and (27 mm, 27 mm, 24 GeV),
where Wx and Wy were FWHMs in horizontal and vertical directions, Ep the incident proton beam
energy. The first PHITS calculations produced proton (>1 MeV) and neutron (>20 MeV) energy
spectra at the samples. Using the proton and the neutron energy spectra, nuclear production yields
were calculated again by PHITS. Although the nuclide yields are produced in the first PHITS cal-
culation, this two-step calculation method was indispensable to achieve adequate uncertainty associ-
ated with the Monte Carlo calculation. Since there are many calculation options to select reaction
models in PHITS, default parameters are determined to obtain reasonable results through such bench-
mark calculations as analyses of neutron spectra produced by the spallation reactions. We utilized
the default parameters except for INMED option in the calculation of nuclide yields by PHITS. By
default, INMED indicates to use the nucleon-nucleon elastic scattering cross sections in medium [12],
while that in free-space was utilized for the present nuclide yields calculations. In DCHAIN-SP, we also
adopted non-default parameter for ISOMER, which indicates how to treat isomers in the nuclide yields



JAEA-Conf  2006-009

－ 132 －



















































Fig. 2: Flow diagram of radioactivity calculation.

file. DCHAIN-SP reads the
isomer data as is shown in
the files by default, how-
ever, the current version of
PHITS outputs only nuclides
in ground state. To avoid
serious underestimation of
some important nuclides, we
adopted a parameter which
assumed that nuclides in the
grand state and all isomers
were produced with equal
probabilities. Assuming the
number of isomer is two, underestimation of nuclide production is limited by a factor of 3 although it
may cause large overestimation for a nuclide having small production yield in practical.

The number of protons in the off-beam samples and the number of neutrons (both below and above
20 MeV) were normalized to the incident protons measured by ICT. For the number of protons injected
into the on-beam samples, we considered it was more reliable to utilize the results by the copper activation
method using the foil with same size to the samples since not all protons were injected in the on-beam
samples.

4 Results

4.1 Energy Spectra

Figure 3 shows calculated neutron and proton energy spectra in the iron samples at the on-beam
and off-beam positions for the Ep=2.83 GeV case. At the on-beam position, the incident proton and the
secondary neutrons produced in the Hg target are dominant. Spallation reactions, which produce many
nuclides having quite different mass from the sample material, are mainly caused by incident protons.
The dominant neutrons around 1 MeV initiate reactions producing nuclides having mass numbers close
to the sample nuclides. At the off-beam position, the contribution of proton is almost negligible.
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Fig. 3: Proton and neutron energy spectra at the on- and off-beam positions
in the iron samples for the Ep = 2.83 GeV case.
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4.2 Radioactivity

Figure 4 shows time evolution of radioactivity in the iron sample with Ep=2.83 GeV. Although most
of the calculation results are lower than the experimental ones, the time evolution is almost consistent
between them. Therefore, it is appropriate to take average over the cooling-time in discussions about
ratios of the calculation to the experiment (C/E). Figure 5 shows C/E values for various radioactivity
taking the average considering inverse squares of the experimental errors as weights. Minimum relative
error among the original data was adopted as the error of the averaged C/E. Upper four figures in Fig. 5
show C/E of radioactivity in the iron samples at the on-beam and off-beam positions for the Ep=2.83
and 24 GeV cases. The measured nuclides are analogous among these results. Except for the Ep=24 GeV
case at the off-beam position, the calculated radioactivity agrees with the experimental results by a factor
of 2∼3 although the calculation trended to underestimate. The radioactivity of 24Na is underestimated
by one order of magnitude only in the Ep=24 GeV case at the off-beam position. For other nuclides, the
C/E values are between 0.3 and 1.0. The reason why only the estimation of 24Na in this case exhibited
such large discrepancy is not understood. Excluding this data, the averages of C/E are 0.67, 0.84, 0.66
and 0.49 for the cases of Ep=2.83 GeV at the on-beam, Ep=24 GeV at the on-beam, Ep=2.83 GeV at
the off-beam and Ep=24 GeV at the off-beam positions, respectively.

In middle of Fig. 5, C/E values are shown for the radioactivity in the copper samples. The results are
only for the on-beam position since no copper sample was put at the off-beam position in the experiment.
The calculated radioactivity agrees with the experimental results almost by a factor of 2∼3 although
rather large discrepancies are found in 52Mn. The averages of C/E are 0.58 and 0.80 for the Ep=2.83
and 24 GeV cases, respectively. The calculated cross sections by PHITS were compared with existing
experimental ones for further discussions. The natCu(p,x)24Na reaction was utilized as a reference to
obtain the number of protons in the experiment. In Ep=2.83 GeV case, the cross section of 3.5±0.5
mb was adopted [9] while those of 2.4 mb was calculated by PHITS. The C/E value of 0.52 for 24Na is
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Fig. 4: Time evolution of radioactivity in the iron sample at
the on-beam position in case of Ep=2.83 GeV. Symbols
are the measured ones, lines are the calculated ones.

reasonable considering the differ-
ence of the cross section, the error
of the cross section (15%) and the
uncertainty of 24Na activity (5%).

In bottom four figures of
Fig. 5, C/E values are shown for
the radioactivity in the niobium
samples. In all cases, good agree-
ment is shown for 92mNb indicat-
ing that the calculated neutron
fluences were reasonable between
11 and 20 MeV, in which the
93Nb(n,2n)92mNb reaction is sensi-
tive. However, exceptional under-
estimation is recognized for 67Cu,
76As and 82Br at the on-beam po-
sition, and for 46Sc 57Co and 60Co
at the off-beam position by one to
three order of magnitude. On the
other hand, 44Sc and 76Br in the
Ep=24 GeV case at the on-beam
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Fig. 5: C/E values for radioactivity in iron, copper and niobium samples.
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position are overestimated by a factor of 4 and 5, respectively. The reason for the overestimation was
found to be large C/E values at the shortest cooling time. Excluding such data, the C/E values are
improved to be 0.56 for 44Sc and 1.1 for 76Br. Although C/E for 91mNb is also large, there is not such
a discrepancy as in the above case. Assuming all nuclides were produced in the grand state by selection
of the ISOMER parameter in DCHAIN-SP, C/E for 91mNb was underestimated by a factor of forty. As
mentioned in the section 3, one of the reasons for the overestimation is considered to be that nuclides
in the grand state and all isomers were assumed to be produced with equal probabilities. Excluding the
exceptional data, the averages of C/E are 0.47, 0.78, 0.59 and 0.46 for the cases of Ep=2.83 GeV at the
on-beam, Ep=24 GeV at the on-beam, Ep=2.83 GeV at the off-beam and Ep=24 GeV at the off-beam
positions, respectively.

5 Conclusion

The radioactivity experiment was analyzed to estimate the calculation reliability of the code system.
The calculations were consistent with the experiments within a factor of 2 on the average over the
produced nuclides excluding the data exhibiting the exceptional discrepancies although the calculations
were lower than the experiment on the whole. The overestimation for 91mNb produced from the niobium
sample was caused by the assumption that a nuclide in the grand state and all isomers were produced with
equal probabilities. Further discussions are important to improve the calculation reliability, however, we
concluded that the code system was available to estimate the radioactivity in iron, copper and niobium.
We considered this conclusion was also valid for other nuclides having middle mass number.
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 The high energy particle induced radioactivity calculation code system consisting PHITS, MCNP4C 
and DCHAIN-SP 2001 was validated for mercury and lead samples by the experimental activation data 
obtained using AGS (Alternative Gradient Synchrotrons) accelerator at Brookhaven National Laboratory.  
As a result, we found that the calculation is consistent with the experimental data within a factor of 2 on the 
average.  Mass yield curves of the spallation reactions were approximately deduced using the 
experimental activation data. 

1. Introduction 

 Radioactivity estimation in spallation neutron field including incident high-energy protons is essential 
for designing spallation neutron target and accelerator driven nuclear transmutation system.  In particular, 
the estimation for heavy material such as mercury and lead is important since those elements are used as 
target materials.  However, the radioactivity estimation for such heavy material has not been easy and 
reliable, because the products cover wide range of nuclei, consideration of huge kinds of reaction paths is 
required, and the most of reaction cross sections for high energy incident particles are unknown or 
unreliable. 
 A radioactivity calculation code consisting PHITS, MCNP4C and DCHAIN-SP 2001 [1] has been used 
for the radioactivity estimation for design of the J-PARC facilities.  It is important to know the safety 
margin of the calculation code for efficient and reliable design.  The code validation has been carried out 
using the experimental activation data for 14 MeV neutron filed, and the nuclide production calculation by 
PHITS has been validated using the experimental cross section data in literature.  However the code 
validation for mixed radiation field including incident protons and spallation neutrons has not been 
performed yet.  Therefore, we carried out the activation experiment for such kinds of mixed filed using 
AGS (Alternative Gradient Synchrotrons) accelerator at Brookhaven National Laboratory.  Using these 
data, we validated the code system for the major structural materials irradiated in the mixed radiation field.  
In this paper, we present the analytical results for mercury and lead samples. 

2. Experiment 

 Schematic drawing of the AGS accelerator complex and the mercury target used in the experiment 
are shown in Figs. 1 and 2, respectively.  In the experiment, the samples of mercury-oxide, lead and others 
were irradiated around the mercury target, which was bombarded with 2.83 and 24 GeV protons.  The 
samples were placed at the top and side of the target; the top and side samples were called "On-" and 
"Off-beam" samples, respectively.  The on-beam samples were irradiated by incident protons in addition 
to secondary neutrons, and the off-beam samples were mainly irradiated by the spallation neutrons from the 
target.  The number of protons injected to each on-beam sample were determined by the foil activation 
method using the reference reaction of Cu(p, x)24Na.  Using the previous experimental data, the cross 
section values were evaluated to be 3.5�0.5 mb and 3.5�0.2 mb at the proton energies of 2.83 GeV and 
24 GeV, respectively.  The total incident protons were measured by an integrating current transformer 
(ICT) and separated electron chamber (SEC).  The neutron flux at the off-beam samples were validated 
using 93Nb(n, 2n)92mNb reaction.  After the irradiation, the radioactivities of samples were measured with 
HPGe detectors at the cooling time between 2 h and 267 d.  The detail of the experimental procedure and 
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the experimental data were shown in the reference [2]. 
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Tandem van de Graff
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(ATR)

Experimental 
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Fig. 1 A schematic drawing of the AGS accelerator complex. 
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Fig. 2 Top, front and side view of the mercury target.  The target container was made of stainless steel with 2.5 mm in 
thickness. The acrylic basr was used to set the activation detectors for measurement of neutron performance of the 
mercury target. 

3. Analysis 

 In the analysis, we used the calculation model including the mercury target, a target container of 
stainless steel, all samples and concrete walls of the irradiation room.  Proton beam profile was assumed 
to be a Gaussian distribution which was measured parameters of a full width at half maximum (FWHM) 
and the center of proton beam.  For each sample, proton spectrum was calculated by PHITS, and neutron 
spectrum was obtained by PHITS (>20 MeV) and MCNP/4C(<20 MeV).  Using the proton energy spectra 
and the neutron energy spectra above 20 MeV, nuclear production yields were calculated by PHITS.  
DCHAIN-SP calculated the radioactivity of the samples by using the nuclear production yields and the 
neutron energy spectra below 20 MeV.  For the off-beam samples, the proton energy spectra were 
normalized to the number of protons obtained by the activation method using the copper foil.  The proton 
energy spectra of the samples on the side surface and the neutron energy spectra were normalized to the 
number of incident protons measured by ICT.  The calculation procedure is described in the reference 
presented in this conference [3]. 

4. Result and Discussion 

 Decay curves of induced radioactivities were calculated for each sample.  Figure 3 shows the 
calculated decay curves and the experimental data for mercury-oxide samples irradiated at on-beam 
position for 2.83 GeV protons.  This figure shows that the calculation well-reproduces the decay feature of 
major products such as 203Hg, 197mHg, 198gAu, 185Os and 182mRe.  C/E-values for each radioactive product 
are shown for mercury-oxide and lead samples in Fig. 4 and 5, respectively.  If we had multiple 
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experimental data with different cooling time, the average values were adopted as representative values.  
These figures show that the calculation is consistent with the experimental data within a factor of 2 on the 
average.  However, the calculated values are lower than the experimental data on the whole.  In addition 
the C/E-values have the mass-number dependence, which implies that the calculated yield curve for 
spallation reactions shows different tendency from the real curve.  In order to make it clear, the 
experimental-basis mass yield curves for Pb were deduced under the assumptions as follows: 
�� Proton-number (Z) dependence of calculated spallation yield at a fixed mass number (A) is 

approximately reasonable. 
�� The differences between the calculated and experimental radioactivities are largely due to the 

calculated mass yield. 
On the basis of these assumptions, the experimental-basis mass yields were deduced from (Calculated total 
yield)/(C/E).  The upper figures in Fig. 6 show the mass yield curves for Pb samples irradiated at on-beam 
position on 2.83 and 24 GeV incident protons.  The calculated production yield for proton- and 
neutron-incidents and the total yield curves are shown in the figure.  The lower figures show the 
C/E-values for radioactivities as a function of mass number of products.  Experimental-basis yields are 
shown by circles in the upper figures.  Considering the distribution of the circles, the yield curves should 
be drawn in between the two dotted lines indicated by two-headed arrows in order to obtain more 
consistency between the calculation and the experimental data. The calculation curves at A~20 and 170 
show underestimation by a factor of more than 10 and 2, respectively. 
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Fig. 5 C/E for the radioactivity of Pb samples. 
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Fig. 6 The upper figures show the mass yield curves for the Pb sample irradiated at on-beam position on 2.83 and 24 GeV 
incident protons. In the figures the dotteed lines show the production yield for protons and neutrons, and the solid 
lines show the total yield curve.  The lower figures show the C/E values of radioactivities as a function of mass 
number of products.  The closed circles in the upper figures are experimental-basis yield deduced by dividing the 
calculated total yield by the C/E-value.  On the basis of the present experimental data, the yield curves should be 
drawn in between the two dotted lines indicated by two-headed arrows. 

 In order to check the calculation in detail, proton-induced cross sections for 2.8 and 24 GeV were 
estimated using the present activation data of the on-beam samples by negleting the contribution of netrons.  
Since the radioactive products in the on-beam samples were almost induced by incident protons except at 
A�200, we supposed to obtain the reasoable proton-induced cross sections using the present activation data.  
In Fig. 7, the cross sections deduced using the present data are plotted as a function of the mass number of 
products. Previous reported data of Gloris et al. [4] for 1.6 GeV protons are shown in the figure for 
reference.  The mass-yield cross sections caluclated by PHITS were also plotted.  At A~170, the Gloris' 
data for 1.6 GeV shows 20~30 mb and the present data for 2.83 and 24 GeV are 20~30 mb and 10~20 mb, 
respectively.  The present values are reasonable considering the typical shape of the excitation curves in 
this mass region.  The experimental cross sections, which is cumulative yields of spallation products, can 
be interpreted as the minimum value of the mass yield cross section.  The mass yield curve should always 
be larger than the experimental data.  In this context, the calculation curve of PHITS shows 
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underestimation at A~20 and 170. 
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2.83 GeV protons, respectively.  The experimental data for 1.6 GeV protons, which were reported by Gloris et al.[4], 
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5. Summary 

 The high energy particle induced radioactivity calculation code system was validated for mercury 
and lead samples by using the experimental activation data.  As a result, the calculation is consistent with 
the experimental data within a factor of 2 on the average, and calculated values are lower than the 
experimental data on the whole.  Mass yield curves of the spallation reactions could be approximately 
deduced using the experimental activation data.  By comparing between the experimental-basis mass yield 
curve and the calculation curve, we found that the calculation show underestimation by a factor about 2 
around A~170.  The calculated production yield should be larger by a factor more than 10 at A~ 20. 
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For the resonance analysis of neutron total and elastic scattering cross sections of light 
nuclides, combined model with the optical model is presented, and as an example, total cross 
section of the 18O+n reaction was analyzed.  

1. Introduction 
Cross sections of light nucleus show composite resonance structures in the incident 

energy range over 10 MeV.  Ordinary method of resonance analysis requires frequently�
some wide resonance levels in the outside of the objective resonance region. These background 
resonance levels would not be explained physically. These background resonance levels could 
be predicted by the optical model, as some dispersed single particle states, using adequate 
potential parameters. So, combination of resonance formula and the optical model will be 
useful to analyze resonance region cross sections and effective to obtain continuation of 
nuclear data between resonance region and higher energy region that will be analyzed with 
the optical model. 

2. Analysis method  
In the present model, the collision matrix U which describes the neutron elastic 

scattering channel is assumed to be given by the sum of optical model Uopt and resonance 
formula Ures of the same spin-parity state, such as  

res
J

opt
JJ UkkUU

���

)1( ��� (1)

where k is the optical model weight factor and resonance term weight was determined to hold 

U unitary approximately and normalized so as to .12
�

�JU  The collision matrix of R-matrix 

is given by, under assumption that the same spin parity resonance levels have  same ratio of 
reduced width between each channel1).
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where notations are given in article by Lane and Thomas2) and energy dependence of 
resonance widths are given by using barrier penetration factor P�
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The optical model collision function Uopt is given by 
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Real and imaginary�part of phase shift��J��and �J��are�calculated�with optical model code 
such as ELIESE-33).
� �  Cross sections of total and elastic scattering and angular distribution of scattered 
neutrons are calculated using the combined collision function given by Eq. (1) with ordinary 
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3. Result of application and discussion  
� � We are now evaluating the nuclear data for the 18O+n reaction and analyzing the 
experimental total cross sections measured by Vaughn et al.4) and by Salisbury et al.5) . 
Koehler et al.6) measured angular distributions of elastic and inelastic (Ex=1.98MeV) 
scattered neutrons and the analysis was made in detail with a multilevel-multichannel 
R-matrix code and resonance parameters were obtained in the incident neutron energy region 
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En=  0 ~ 7.5 MeV. For the analysis, they assumed seven broad background resonance levels 
in the region En � 10 ~ 15.5 MeV. To examine the effect of the background resonance levels, we 
reanalyze the total cross section below En=5.0 MeV with the resonance formula given in 
Eq.(2) by adjusting the resonance parameters given by Koehler et al.. Result of the reanalysis 
is shown in Fig.1. If no background resonance levels included, calculated cross section (dashed 
line) is fairly larger than experimental one. The background resonance levels seem to be set to 
reproduce the average experimental cross sections.  
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Fig.1� Effect of the seven background resonance levels assumed in En>10MeV by Koehler et 
al.6) Solid line shows the calculated cross section using full resonance levels and dashed line 
shows calculated one without the background resonance levels. 

   Figure 2 shows the total cross section in the incident energy region En<=5.0 MeV with the 
present model comparing with the experimental data. The dashed line shows the optical 
model total cross section calculated with ELIESE-3 code using potential parameters given by 
Wilmore and Hodgeson7). The optical model Uopt was calculated with the same code and same 
potential parameters. The resonance Ures was calculated using 14 resonances of almost same 
resonance parameters of the calculation in Fig.1 and the optical model weight factor k=0.35.   
� Though the present model will be applied to analyze the cross section of resonance region 

without background resonance levels, simple weighted sum of collision functions given by Eq. 
(1) will reduce somewhat pure resonance amplitude and there is possibility to mis-assign the 
spin-parity of resonance levels. Further study shall be made for the combination of the optical 
model and resonance formula from more fundamental stand points. 
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Fig.2 Comparison between the experimental cross sections and those calculated with the 
present model (solid line) and with the optical model�dashed line). 
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The mass distributions of fission product yields for neutron-induced fissions of 232Th, 235U, 239Pu

and 241Pu were calculated by the selective channel scission model with simple assumptions. Although the 

present calculation is a rough estimation, it is applicable to the wide range of fissionable nuclei without the 

adjustable parameters for each fission channel.  

1. Introduction 

The multimodal random-neck rupture model [1], which based on the assumption of the existence 

of few fission paths (modes), has been used for fission analyses as the standard. Recently, the 

five-dimensional analysis [2] revealed the existence of symmetric and asymmetric paths of fission. There 

are some improvements and developments for fission analysis. However, there still remain difficulties in 

prediction of the fission product (FP) yields about which there are no experimental data. Therefore, the 

selective channel scission (SCS) model [3-5] has been proposed to calculate the fission product yield. This 

model deals with the fission process for each channel. The fission product yields are calculated from the 

penetrabilities of the channel-dependent fission barriers. Since the channel-dependent fission barrier has not 

been calculated theoretically yet, the adjustable parameters which are concerned with the elongation and 

the deformation of the nucleus and the Coulomb potential between two fission fragments have been 

introduced to calculate the channel-dependent fission barrier.  

This paper gives the results for fission product yields obtained by SCS model with the simple 

assumptions, and discusses the correlation between the parameter and the fission modes on the multimodal 

random-neck rupture model.  

2. Model Assumptions and Calculations 

The fission process and the potential are shown in Fig. 1. The excited nucleus is deformed, and 

induces tandem (dumbbell) oscillation collectively. It starts scission to form two fission fragments (FP1 and 

FP2). Here, the following fission potentials are considered for all fission channels. The channel-dependent 

fission barrier Ef is estimated from the difference between the Q-value and the potential at the saddle point 
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Rsad. In this work, the Ef is calculated with simple assumptions described below.  

The potential at Rsad is estimated from the Coulomb potential between two fission fragments of 

the certain channel. It assumes that the Rsad is given by the sum of the radii of two fragments at the grand 

state ( '
1R  and '

2R ) and the distance of the nuclear interaction (��� 2 fm).  

.'
2

'
1sad ���� RRR     (1) 

For the deformations of nuclei, the data of KTUY mass formula [6] were used in this analysis. The value of 

Rsad approximately corresponds to the interaction distance of the nuclear reaction. The Coulomb barrier is 

given by Eq. (2), 

,
ZZ44.1

sad

21'
c R
E �      (2) 

in MeV and fm units, where Z1 and Z2 are the atomic number of the fragments FP1 and FP2, respectively.  

The channel-dependent barrier Ef is defined as follows,  

.'
cf QEE ��      (3) 

It assumes that the potential height at the saddle point is nearly equal to the Coulomb barrier of fusion as 

the reversal process of fission.  

The fission probability for the certain channel is given by the tunnel probability P of the 

channel-dependent potential for the excitation energy Ex,

Fig. 1 Fission process and potential.  
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where s is the distance along the fission path, V(s) is the potential energy, a and b are the points at which 

V(s) = Ex and M(s) is the mass parameter of the system. The potential near the saddle point is approximated 

by the inverted parabola and the curvatures � is assumed as a constant for all channels for simplicity. Then 

the tunnel probability P is reduced as  

� �,218.0exp1
1

Eµ�
P

��
�     (5) 

in MeV and fm units, where � �2121 AAAA ��µ , xf EEE ���  and A1 and A2 are the mass number 

of FP1 and FP2, respectively. The FP yields are obtained by summing up these probabilities all over fission 

channels.  

 Furthermore, the � is introduced to discuss how much the nucleus deviates from the spherical 

shape. The � is defined as the elongation at the saddle point from the point-to-point distance of the fission 

fragment of spherical shapes which is given by  
� �,21sad RR�R ��     (6) 

where R1 and R2 are the radii of FP1 and FP2, respectively, and given as 3/1
101 ArR � , 3/1

202 ArR �  and 

r0 = 1.2 fm.  

3. Results and Discussion 

The FP yields for the neutron-induced fissions of 232Th, 235U, 239Pu and 241Pu were obtained as 

shown in Figs. 2-a, 3-a, 4-a and 5-a, respectively. Prompt neutron emission was considered only for the FP 

yields for 235U. Others show the FP yields without the consideration of the prompt neutron emission. The 

position of the humps coincided with the data of JENDL-3.3 [7] except for the dips in the mass region of A 

= 140–150 (also A = 85–95). The channel-dependent fission barriers Ef for 233Th, 236U, 240Pu and 242Pu were 

shown in Figs. 2-b, 3-b, 4-b and 5-b, respectively. The dips of Ef corresponding to the yields of mass 

region of A = 140–150 (also A = 85–95) were found.  

Figures 2-c, 3-c, 4-c and 5-c shows the � for 233Th, 236U, 240Pu and 242Pu, respectively. The dips 

of the FP yields and Ef in A = 140–150 (also A = 85–95) may depend on the differences between the real 

distance at saddle point and the assumption of Rsad. The upper part of the � increases around A = 130–140 

with the mass number of fragments. The � is discussed in connection with the shape elongation at scission. 

Y.L. Zhao et al. [8] showed the existence of symmetric and asymmetric fissions with the factor �, which is 

the ratio of the elongation from sphere nuclei at scission configurations, by evaluation from the total kinetic 

energy (TKE) data. The � changed the trend at mass of fragments A ~ 130. The behavior of � also changes 

its trend around A = 130–140 like that of the �.
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4. Conclusions 

 The channel-dependent fission barrier was calculated for the neutron-induced fissions of 232Th,
235U, 239Pu and 241Pu by the SCS model with simple assumptions. The mass distributions of FP yields were 

calculated and compared with the data of JENDL-3.3 [7]. These mass yields were in agreement with the 

data of JENDL-3.3 except for discrepancies at the mass regions of A = 140–150 (also A = 85–95). To 

improve the discrepancies, further studies should be needed for the model calculation and assumptions. 

 The elongation factor at saddle point � was calculated and compared with that at scission point ��

in Ref. [8]. Though the deviation was wide, the trend of � was similar to that of the �. It might mean the 

existence of the symmetric and asymmetric fission modes for the ��as well as that for the �.
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Fig. 2-a Fission product yield of n+232Th   Fig. 3-a Fission product yield of n+235U

Fig. 2-b Fission barriers of 233Th     Fig. 3-b Fission barriers of 236U

Fig. 2-c � of 233Th      Fig. 3-c � of 236U
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We have investigated the effect of simultaneous multiple ions emission in neutron-induced reactions on 
single-event upsets (SEUs) and the relative importance of elastic scattering in SEUs in order to develop a 
nuclear reaction database of Si suitable for SEU microscopic simulation. Proton-induced SEU cross 
sections are calculated using a simplified empirical model that uses experimental heavy-ion induced SEU 
cross-sections and nuclear data for proton-induced reactions. In addition, an integral test of the proton 
nuclear data used is carried out though analyses of the energy deposition spectrum measured by 
bombardment of protons on a fully depleted surface barrier detector. 

1. Introduction
In recent years, nucleon-induced single-event upsets (SEUs) have been a serious concern for 

microelectronic devices used in various radiation environments. For instance, terrestrial cosmic-ray 
neutrons hitting the earth have the wide energy range from MeV to GeV, and are regarded as one of the 
major sources of SEUs in the devices used at the ground level or in airplanes. Also, cosmic-ray protons are 
known to have a serious influence on SEUs in the devices installed in artificial satellites.

The nucleon-induced SEU is initiated by an interaction of incident cosmic-ray particles with materials in 
microelectronics devices. Light-charged particles and heavy recoils are generated via a nuclear reaction 
with a constituent atomic nucleus, mainly 28Si, and then deposit the charge in a small sensitive volume (SV) 
of the device. The charge is collected at one of the nodes keeping the memory information and the resulting 
current transient generates an SEU. Therefore, reliable nuclear reaction data are required in estimating the 
SEU rate by numerical simulation methods. 

So far we have created a dedicated nuclear reaction database using available nuclear data and theoretical 
model calculations, and have applied it to the calculation of neutron-induced SEU cross sections using a 
simplistic model [1]. The cross section data stored in the database consist of “inclusive” energy spectra of 
each secondary ion, and the angular distribution was assumed to be isotropic. Use of the inclusive data 
means ignorance of an event that multiple ions are emitted simultaneously, which becomes important with 
increasing incident energy. In the calculation of upset cross sections, we have used a simplified geometry 
having a spherical SV and a step-like critical energy required to flip a logical state.  

Sophistication of the nuclear reaction database will be necessary for more reliable SEU simulations. In 
the present work, we pay attention to two nuclear processes, simultaneous multiple ions emission and 
elastic scattering, and investigate these effects on SEUs quantitatively. Since neutron elastic scattering cross 
sections of Si are larger than reaction cross sections at intermediate incident energies where cosmic-ray 
neutrons are expected to provide a large sensitivity to SEU rate, it is of interest to estimate the relative 
contribution using recent reliable nuclear data [2]. For SEU cross-section calculations, we extend the 
spherical SV geometry to a rectangular parallelepiped geometry widely used. In addition, intra-cell 
variation of charge collection is taken into account using experimental heavy ion SEU cross sections under 
an assumption that their dependence of the deposition energy reflects the variation [3]. Our semi-empirical 
model is applied to calculations of proton induced SEU cross-sections and comparisons with experimental 
data and the other model calculation are presented. Finally, an integral test of the nuclear reaction data used 
in the calculation is also performed by analyses of an energy deposition spectrum obtained by proton 
bombardment on a fully depleted surface barrier detector (SBD). 

2. Monte Carlo simulator based on sensitive volume concept
Our model uses a well-known memory cell geometry having a sensitive volume (SV) of rectangular 
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parallelepiped shape as shown in Fig.1. The SV is 
defined as the volume containing all the charges 
deposited by secondary ions generated from the 
interaction between an incident nucleon and 28Si, which 
are ultimately collected by a memory node and induce 
an SEU. One of the important physical quantities 
relevant to the SEU is the distribution function of the  
energy Ed deposited in the SV. It is hereinafter denoted 
by ),( din EEf , where Ein is the incident energy. It is 
characterized by the nuclear reaction, particularly energy 
and angular distributions of the generated secondary ions,  
and ion penetration and linear energy transfer (LET) into 
the device. Note that the deposited charge Qd can be 
reduced to the deposited energy Ed using the expression, 
Ed (in MeV) = 0.0225 Qd (in fC).  

Using ),( din EEf , the nucleon-induced SEU cross section is expressed by 

�

�

�

0intSi )(),()()( dddininNinSEU dEEhEEfEVNE �� , (1) 

where NSi is the number density of silicon atoms, intV the volume size of the region (“interaction volume”) 
where nuclear reactions occur in the memory cell, )( inN E� the cross section to describe the interaction 
between an incident nucleon and 28Si, which is given by the sum of elastic scattering cross section and 
reaction cross section, )( dEh the normalized heavy-ion SEU cross section expressed by the following 
Weibull fitting function: 
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where W and s are shape parameters, �

HI� is the saturation value of the heavy-ion SEU cross section and E0

the SEU threshold. Since experimental heavy-ion SEU data are usually given as a function of LET, we need 
to convert it to the energy using the relation LETdEd �� , where d represents the sensitive depth. If we 
assume a step function )()( cdd EEEh ��� , where Ec is called the critical energy required to cause an 
SEU, then Eq.(1) reduces to 

)()(),( intSi cinNcinSEU EFEVNEE �� � , (3) 

where �

�

� ),()(
cE ddinc dEEEfEF .

The distribution function ),( din EEf is calculated by a Monte Carlo method using a nuclear reaction 
database and a range and energy loss database of secondary ions. In the present work, two kinds of neutron 
and proton databases from 20 MeV to 1 GeV are prepared using the JQMD/GEM code [4,5]. One consists 
of so-called “inclusive” double-differential cross sections of all secondary ions including light ions. 
Another contains the “event-by-event” information, i.e., the kind of secondary ions and their emission 
energy and angle, so that simultaneous multiple ions emission can be correctly taken into account.  

When the former “inclusive” database is used, a secondary ion j is firstly generated in a position chosen 
randomly in the interaction volume by sampling its energy and emission direction in terms of the 
double-differential cross sections. Then, the energy deposited by the ion in the SV is calculated numerically 
using the data of range and energy loss computed by the SRIM code [6]. In this case, ),()( EEfE ininN�

used in Eqs.(1) and (3) is replaced by �
j

injinj EEfE ),()(�  where )( inj E� is the production cross 

section of the ion of type j. Consequently, Eq.(3) can be re-written by 

���

�

��

j
E ddinjinj

j
cjinjcinSEU

c
dEEEfEVNEFEVNEE intSiintSi ),()()()(),( ��� , (4)  

It should be noted that Eq.(4) was used to calculate SEU cross sections in our earlier work [1].  
In case of using the latter “event-by-event” database, a position where a nuclear reaction occurs is chosen 

randomly in the interaction volume shown in Fig.1. Then the total energy deposited in the SV by all 
secondary ions generated in a certain reaction event is calculated using the above-mentioned way. 
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Fig. 1 Schematic illustration of memory cell
geometry including the sensitive volume
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3. Influence of nuclear data on neutron-induced SEU analysis 
First, we have investigated the effect of simultaneous multiple ions emission on SEUs by comparing the 

energy deposit calculated using the above-mentioned two different nuclear reaction databases consisting of 
the “inclusive” data (denoted hereinafter Cal. 1) and the “event-by-event” data (Cal.2) , respectively. Next, 
the relative importance of elastic scattering has been examined in the incident energy region below 150 
MeV. It should be noted that Eq.(3) was used in both analyses.  

3.1 Simultaneous multiple ions emission 
In Fig. 2(a), the SEU cross sections calculated by Eq. (3) are plotted as a function of Ec for the case of a 

small sensitive volume with Vs = 1 x 1 x 1 �m3. There is no obvious difference between two calculations 
with different nuclear reaction data sets. This implies that simultaneous multiple ions emission has 
negligible effect on SEUs if the size of SV is small. To see the reason, we have obtained the mean number 
of emitted ions as functions of the atomic number of generated ions and the incident neutron energy. As 
shown in Fig.3, light ions, particularly protons and deuterons, are mainly included in the simultaneous 
multiple ions emission and the total fraction of heavy ions is nearly equal to unity. Even if many light ions 
are generated by a nuclear reaction, the energy deposited in the small SV is negligibly small because of 
their low LET. Also, the probability that more than one ion passes through the SV simultaneously is 
reduced as the size of SV becomes small. From this analysis, we have found that it is a quite good 
approximation to use the “inclusive” nuclear data in the calculation of SEU rates for a device having as 
small SV as this, and therefore it is not necessary to revise the results obtained in our previous work [1] not 
considering the multiple ions emission. 

Figure 2(b) shows the result for a larger SV size (Vs = 20 x 20 x 2 �m3) than that used in Fig.2 (a), 
because we will discuss SEU for a device of the similar size in the following section. There is an 
appreciable difference between two calculations as the critical energy is over 2 MeV corresponding to 
Qc=89 fC. Also, a significant difference is seen near Ec=0. Since the sensitive area is much wider than the 
above case, light ions emitted in the lateral direction can deposit considerable energy along the path in spite 
of low LET. Thus, the emitted light-ions become involved in SEU as well. If one uses the “inclusive” data, 
contributions from these light ions are added incoherently, which results in larger value at very small Ec
than Cal.2. In the calculation with the “event-by-event” data, the total energy deposited by all the ions 
generated in a nuclear reaction is tallied. This leads to enhancement at larger Ec compared to the result of 
Cal.1. 

From this investigation, it was found that the simultaneous multiple ions emission that is predominant at 
high incident energies does not influence seriously on SEUs for the devices having the small SV size. 
However, it should be noted that the multiple ions emission is expected to have some sort of effects on 
multiple bits upsets (MBUs).  
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3.2 Elastic scattering 
We have examined the effect of elastic scattering on SEU using JENDL/HE-2004 data [2], because the 

elastic scattering is not included in the QMD calculation. As shown in Fig.4, the elastic cross section is 
much larger than the reaction cross section in the energy range between 20 and 120 MeV. Therefore, it is of 
importance to know how the elastic scattering influences on SEU in the energy range of interest.  

Relative contribution of the elastic scattering to SEU is calculated as functions of incident energy and 
critical charge for a device having the sensitive volume Vs = 1 x 1 x 1 �m3. The ratio of the elastic SEU 
cross-section to the total SEU cross section is plotted as a function of incident neutron energy in Fig.5. 
Paying attention to the energy range above 20 MeV, one finds that the contribution of the elastic scattering 
increases as the critical charge is reduced and the maximum fraction is at most 20 % near 20 MeV. This 
supports a similar estimation by Barak et al.[7] made in their proton-induced SEU analysis. Less important 
role of the elastic scattering can be explained by the fact that the average kinetic energy of the recoiled 28Si 
becomes smaller, because the angular distribution of elastically scattered neutron becomes steeper with 
increasing incident energy. On the other hand, the ratio increases suddenly up to unity at a certain energy 
corresponding to the SEU threshold energy below 10 MeV except at Qc=50 fC. In this energy range, the 
elastic scattering becomes dominant as seen in Fig.5 and the other reaction channels are suppressed. From 
the present analysis, therefore, the elastic scattering is expected to play an important role near the SEU 
threshold energy for memory devices with small Qc.
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4. Calculation of proton-induced SEU cross sections 
We have applied the present semi-empirical model expressed by Eqs.(1) and (2) to the calculation of 

proton induced SEU cross-sections for some memory devices at incident energies below 200 MeV. In the 
calculations, the “event-by-event” nuclear reaction data and the JENDL/HE-2004 data for elastic scattering 
were used. In addition, the experimental spectrum of the energy deposited by protons in a fully depleted 
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surface barrier detector (SBD) has been analyzed using our Monte Carlo calculation. The results and 
discussion are given below. 

4.1 Results and comparisons 
� Proton SEU cross sections were calculated using the Weibull function parameters of heavy-ion SEU 
cross sections for some memory devices whose parameters and experimental data are compiled in Ref.[8]. 
The dimension of the SV was determined by the sensitive area saturation cross section, �

HI� , in Eq.(2) and 
a “standard” value of the sensitive depth, d=2 mm. The interaction volume surrounding the SV (50 x 50 x 
50 �m3.) was taken to be so large that the calculated proton SEU cross-section is saturated 
� In Fig.6, the result for three devices is shown in comparison with measured data and the other empirical 
model calculation using an analytic expression proposed by Barak [9,10]. Our model calculation is 
generally in good agreement with the measured SEU cross sections in shape and magnitude, and 
particularly shows better agreement than the Barak’s calculation for HM6516. The SV size is a key 
parameter in SEU cross-section calculations using the models based on the SV concept. Although the 
sensitive depth used in the present work is the standard value and must have device-dependence, influences 
of the SV size on the SEU cross section have not been investigated in details because it is beyond the scope 
of the present work.
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Fig.6 Comparison of calculated proton SEU cross-sections with experimental data and Barak’s work[9,10] 

4.2 Analysis of energy deposition spectrum for surface barrier detector  
� Barak et al.[9,10] have derived an analytic expression of ),( din EEf  in Eq.(1) based on the 
experimental spectra of the energy deposited by protons in fully depleted SBDs. Here we compare their 
experimental data with our Monte Carlo calculation. 

Figure 7 show a comparison of experimental and calculated integral spectra for an SBD with thickness 
of 2 �m and the sensitive area 10 mm2 at incident proton energy of 300 MeV. The integral spectrum 
represents the total event numbers obtained by integrating the deposition energy spectrum from a given 
energy to infinity. Our calculation depicted by the solid line underestimates the measurement at deposition 
energies above 7 MeV. Since the SBD has the large lateral dimension, the energy deposition by light ions is 
expected to play an important role from discussion in the above section 3.1. The present version of the 
QMD code underestimates remarkably the high-energy component of light cluster ions such as deuteron 
and alpha as described in Ref.[11]. To see whether the underestimation seen in Fig.7 is related to the lack of 
emission of high-energy light cluster ions, a preliminary calculation was performed using the QMD model 
improved in Ref.[11]. The result is shown by the dotted line in Fig.7. As expected, better agreement is 
obtained although underestimation is still seen at energies above 10 MeV. From this consideration, we 
conclude that the disagreement is probably due to insufficient description of light cluster ions production.  

Finally, we discuss whether light cluster ions have a serious effect on the proton SEU cross sections in 
Fig.6. Since the typical sensitive area for these memory devices in Fig.6 is 20 x 20 �m2, which is 
considerably smaller than the sensitive area of the SBD (10 mm2), the energy deposited by light cluster ions 
with large kinetic energy is negligibly small compared to the SEU threshold energy E0. Consequently, it is 
expected that the high-energy components of light cluster ions play a lesser role in SEU in actual memory 
devices. A variation of the energy spectra of recoils associated with high-energy light cluster ions emission 
might effect partially on the total energy deposition. A detailed analysis of the effect is in progress. 
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5. Summary and conclusions 
We have investigated the effect of multiple ions emission on SEU and the relative importance of elastic 

scattering in SEU. The multiple ions emission was found to have negligible effects in the case where the 
sensitive volume (SV) size is sufficiently small because the light ions having low LET are primarily
produced in the process. However, multiple ions production probably has some impact on multiple-bit 
upsets (MBUs) for devices with low Qc [12]. The qualitative estimation will be necessary in the future. It 
was found that the relative importance of elastic scattering increases when the amount of critical charge Qc
is small, because the averaged kinetic energy of the recoiled 28Si is smaller than the other heavy recoils. 
Our qualitative evaluation for the memory devices with the small SV indicated that its contribution has at 
most 20% for Qc = 5 fC. 
 The proton-SEU cross sections were calculated using the semi-empirical model with the “event-by-event” 
nuclear reaction data and the JENDL/HE-2004 for the elastic scattering. The result reproduced generally 
well the incident energy dependence of experimental proton-SEU cross sections in both shape and 
magnitude. The distribution function of the energy deposited in the SV, which is one of the important 
physical quantities in this model, was compared with the experimental data for the fully depleted SBD with 
the large lateral dimension. As a result, the underestimation was seen for high-energy deposition, which is
probably attributable to the lack of preequilibrium components of light cluster ions such as deuteron and 
alpha. This will require further refinement of the present QMD model for light cluster ions production in 
order to provide more reliable nuclear reaction data for microscopic simulation of SEUs. 
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The average �- and �-ray energies par decay were calculated from the Total Absorption �-ray 
Spectrometer (TAGS) measurements carried out at Idaho for 45 isotopes to replace the original 
JEFF-3.1 or JENDL values.  As a result, the JEFF-3.1 summation calculation became fairly 
consistent with the results of the sample-irradiation decay-heat measurements both in the �- and 
the �-ray components.  This fact implies that the TAGS measurement is free from the so-called 
pandemonium problem as is expected.  We propose a list of the important nuclides to be 
measured by the TAGS technique in near future. 

1. Introduction 
When we use the decay-scheme information for the radioactive fission products (FP) in the 

decay-heat summation calculations as their basis, we have to pay attention to the problem that the 
�-transitions to the highly-excited levels are apt to be lost from the them1).  This problem is 
known as the pandemonium problem2).  The calculated results based on JEFF-3.1, which was 
released in May 2005, could not reproduce the sample-irradiation experiments performed world 
wide, where the �- and the �-ray components are measured separately.  On the other hand, the 
result with JENDL FP Decay Data File 2000 (Hereafter JENDL) is quite consistent with the 
integral measurements.  It is because JEFF-3.1 is generated exclusively based on the 
decay-schemes constructed from the experimental data.  On the contrary, JENDL is made up of 
experimental data with theoretical supplementation of the gross theory of beta decay, to attain 
good consistency. 

In the early 1990’s, a series of Total Absorption �-ray Spectrometer (TAGS) measurements 
was carried out at INEL (Idaho National Engineering Laboratory) for 45 FP nuclides3).  One of 
the most important properties of the TAGS measurement is expected to be pandemonium-problem 
free.  In this respect, the TAGS measurement is considered that it may provide a solid basis of the 
summation calculations4).  The INEL group, however, terminated their TAGS activity in 1990’s 
and, then, we can no longer expect the relevant new data from the U.S. nowadays.  On the 
contrary, a European group recently started a new collaboration5), in which the TAGS technique is 
fully employed in measuring the �-strength functions of FP region nuclides. 

We plan to propose them a list of the nuclides to be measured by the TAGS technique in the 
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framework of the WPEC (Working Party on International Evaluation Cooperation of the NEA 
Nuclear Science Committee).  For this purpose we select important FP nuclides which are 
assumed to be suffered from the pandemonium problem among the nuclides contributing largely to 
the FP decay heat in this paper. 

2. TAGS Measurements 
In the TAGS measurement, a NaI(Tl) scintillator is used as the �-ray detector installed at a 

on-line mass separator.  In principle all of the �-rays emitted in a cascade accompanied by a 
de-excitation of a certain level deposit all of their energies into the scintillator giving the level (or 
a group of levels) energy into which the preceding �-transition have taken place.  In this way the 
TAGS gives the level energy as the pulse energy and the �-feeding rate as the pulse height at the 
same time.  These are exactly the data required to calculate the average �- and �-ray energy 
releases per one �-decay of the parent nucleus, or E� and E�.  Therefore, if the TAGS 
measurements are carried out in an ideal way, the values of E� and E� obtained from them are free 
from the pandemonium problem. 

3. Calculation Results 
Figure 1 shows the �-ray component of the Pu-239 decay heat after a fission burst calculated 

with JEFF-3.1 (solid curve) and with JENDL (dotted curve).  This figure indicates that JEFF-3.1 
underestimates largely the integral measurements between 2 and 3,000 seconds.  They are the 
pandemonium nuclides that cause the pulling down of the JEFF-3.1 result.  As the next step, we 
introduced the TAGS values that were measured by Idaho group into the decay data of JEFF-3.1 
and JENDL, respectively (Fig.2).  In introducing the TAGS data, E� and E� values were replaced 
by the TAGS-origin values for the 45 nuclides for which the Idaho-group made measurement.  As 
a result, JEFF-3.1 became fairly consistent with the sample-irradiation measurements.  Namely, 
the JEFF-3.1 curve is pulled up between 10 and 300 seconds and, as a result, part of the curve of 
JEFF-3.1 is caught in the error bar of the experimental data. 
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 On the contrary, by introducing the TAGS data into the summation calculation, the 
JENDL curve deviated from the integral measurements.  Figures 3 and 4 show the nuclide-wise 
contributions to the difference between the JENDL and the JEFF-3.1 curves both after the 
introduction of the TAGS data.  Here the nuclides Tc-102, Mo-103, Mo-105, and Xe-139 are big 
contributors (Fig. 4).  These isotopes are important candidates for the nuclides included in the 
list of nuclide to be measured by TAGS.  Recently a series of isotopes of technetium was 
measured by the European group5).  The results will be released sooner or later. 
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Figure 5 exhibits the contributions from the nuclides on the heavy (A>120, black dotted 
curve) and the light (A≦120, dotted curve) humps of the double-humped mass-yield curve to the 
�-ray component of the Pu-239 decay heat.  This figure suggests that the light group dominates 
the short-cooling time range and the heavy group does the long cooling-time range.  The effect of 
the introduction of TAGS data (thin curve) into the heavy mass nuclides is bigger than the light 
group.  Therefore, in the future TAGS measurement, the group of the light-mass nuclide should 
be measured with a higher priority, in the future. 

Our present task is to make a high priority request list for the future TAGS measurements.  
For the same purpose Bersillon listed6) Br-87, Rb-92, Sr-89, Sr-97, Y-96, Nb-98, Nb-101, Nb-102, 
Tc-102, Tc-104, Tc-105, Te-135, Cs-142, Ba-145, La-143, and La-145 as the important nuclides to 
be studied (Hereafter Bersillon’s list). 

Table 1 through 4 list the nuclides which contribute appreciably to the difference between 
JEFF-3.1 and JENDL by more than 0.5% of the total fractional difference.  We select the nuclides 
by the following three criteria: 

a) If its contribution to the difference between JENDL and JEFF-3.1 is over 1.0% of the total 
fractional difference in the �-ray and �-ray component of the decay heat often a burst 
fission in 235U or 239Pu or not, 
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b) If Appearing on the Bersillon’s list or not,  
c) If the highest known level is smaller than 70% of the Q-value or not. 

We here put priority A, AA or AAA to each nuclide according to the number of the 
criteria which the nuclide in question satisfies.  The results are listed in Table 5.  As an 
exception we put a high priority to several technetium isotopes, for we have enough basis to 
believe that these isotopes are suffered from the pandemonium problem7).
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Table 5 The high priority request list for future 
TAGS measurement 

Z A m Z A m
41 Nb 98 0 AAA 42 Mo 103 0 AA
41 Nb 101 0 AAA 42 Mo 105 0 AA
43 Tc 102 0 AAA 43 Tc 103 0 AA
43 Tc 104 0 AAA 43 Tc 106 0 AA
43 Tc 105 0 AAA 43 Tc 107 0 AA
37 Rb 92 0 AA 52 Te 135 0 AA
38 Sr 89 0 AA 56 Ba 145 0 AA
38 Sr 97 0 AA 57 La 145 0 AA
39 Y 96 0 AA 35 Br 87 0 A
40 Zr 100 0 AA 55 Cs 142 0 A
41 Nb 99 0 AA 57 La 143 0 A
41 Nb 102 0 AA

nuclide
priority

nuclide
priority

4. Future Plan and Conclusion 
We have to pay attention to the so-called pandemonium problem in calculating the average �-

and �-ray energies for decay-heat summation calculations.  The successful introduction of the 
INEL-TAGS data into the decay-heat summation calculation on the basis of JEFF-3.1 decay data 
file suggests that TAGS data are free from pandemonium problem as has been expected.  In this 
respect, further TAGS measurements for the FP region nuclides are highly encouraged.  We 
selected important FP nuclides, which are assumed to be suffered from the pandemonium problem, 
among those contributing appreciably to the FP decay heat in rather short cooling-time range, and 
propose a list of the nuclides to be measured by the TAGS technique with high priority. 
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Q-value last level JENDL JEFF-3.1
Z A m [keV] [keV] [MeV/fis.] [MeV/fis.]
37 Rb 92 0 8105 7363 ○ 90.8% 1.49E-03 1.25E-03 0.66% A
41 Nb 99 0 3639 236 6.5% 1.10E-03 1.30E-03 -0.55% A
41 Nb 101 0 4569 811 ○ 17.7% 1.49E-03 1.70E-03 -0.57% AA
54 Xe 140 0 4060 2324 57.3% 7.23E-04 9.76E-04 -0.69% A
41 Nb 98 0 4586 2608 ○ 56.9% 1.48E-03 1.79E-03 -0.84% AA
39 Y 96 0 7087 6232 ○ 87.9% 1.34E-03 1.77E-03 -1.19% AA
52 Te 135 0 5960 4773 ○ 80.1% 1.19E-03 1.65E-03 -1.26% AA

43 Tc 103 0 2660 1065 40.0% 8.85E-05 1.26E-04 -0.66% A
53 I 136 0 6930 6624 95.6% 2.01E-04 2.41E-04 -0.71%
41 Nb 98 0 4586 2608 ○ 56.9% 2.48E-04 3.00E-04 -0.90% AA

1,000 43 Tc 102 0 4530 2909 ○ 64.2% 2.24E-05 3.10E-05 -2.07% AAA

Table 1  The nuclide contributing to the difference between JEFF-3.1 and JENDL by more than
0.5% of the total sum (U-235 Beta-ray component)

100

20

time(s)
nuclide

★3 priority★2★1

Q-value last level JENDL JEFF-3.1
Z A m [keV] [keV] [MeV/fis.] [MeV/fis.]
52 Te 135 0 5960 4773 ○ 80.1% 8.46E-04 2.60E-04 1.72% AA
39 Y 96 0 7087 6232 ○ 87.9% 6.06E-04 4.43E-05 1.65% AA
41 Nb 98 0 4586 2608 ○ 56.9% 7.77E-04 2.95E-04 1.42% AAA
41 Nb 101 0 4569 811 ○ 17.7% 6.34E-04 2.23E-04 1.21% AAA
41 Nb 99 0 3639 236 6.5% 5.36E-04 1.50E-04 1.14% AA
40 Zr 100 0 3335 704 21.1% 5.64E-04 1.86E-04 1.11% AA
39 Y 96 1 7087 5899 ○ 83.2% 1.33E-03 1.01E-03 0.95% A
35 Br 88 0 8960 7000 78.1% 1.22E-03 1.05E-03 0.53%
54 Xe 139 0 5057 4228 83.6% 6.50E-04 1.07E-03 -1.24% A
37 Rb 92 0 8105 7363 ○ 90.8% 2.21E-04 7.59E-04 -1.58% AA

41 Nb 98 0 4586 2608 ○ 56.9% 1.30E-04 4.95E-05 1.15% AAA
41 Nb 99 1 4004 2944 73.5% 1.05E-04 4.15E-05 0.90%
42 Mo 103 0 3750 1621 43.2% 1.25E-04 7.33E-05 0.74% A
43 Tc 102 0 4530 2909 ○ 64.2% 4.72E-05 3.23E-06 0.63% AA
43 Tc 103 0 2660 1065 40.0% 6.95E-05 3.20E-05 0.53% A
51 Sb 133 0 4003 2756 68.8% 1.89E-04 1.54E-04 0.51% A
53 I 136 0 6930 6624 95.6% 2.37E-04 2.86E-04 -0.69%
54 Xe 139 0 5057 4228 83.6% 1.61E-04 2.64E-04 -1.48% A

43 Tc 102 0 4530 2909 ○ 64.2% 1.88E-05 1.29E-06 3.40% AAA
51 Sb 130 1 4960 3413 68.8% 7.67E-06 3.97E-06 0.72% A

★1

Table 2  The nuclide contributing to the difference between JEFF-3.1 and JENDL by more than
0.5% of the total sum (U-235 Gamma-ray component)
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Q-value last level JENDL JEFF-3.1
Z A m [keV] [keV] [MeV/fis.] [MeV/fis.]
53 I 138 0 7820 5342 68.3% 4.12E-04 2.32E-04 0.63% A
43 Tc 106 0 6547 3930 60.0% 8.00E-04 9.52E-04 -0.53% A
41 Nb 101 0 4569 811 ○ 17.7% 1.55E-03 1.76E-03 -0.72% AA
41 Nb 99 0 3639 236 6.5% 1.10E-03 1.31E-03 -0.73% A
39 Y 96 0 7087 6232 ○ 87.9% 7.47E-04 1.05E-03 -1.06% AA
41 Nb 98 0 4586 2608 ○ 56.9% 1.46E-03 1.77E-03 -1.07% AAA
43 Tc 107 0 4820 2680 55.6% 5.44E-04 8.82E-04 -1.17% AA

43 Tc 102 0 4530 2909 ○ 64.2% 7.88E-05 1.10E-04 -0.61% AA
43 Tc 106 0 6547 3930 60.0% 2.07E-04 2.46E-04 -0.76% A
42 Mo 103 0 3750 1621 43.2% 2.84E-04 3.30E-04 -0.89% A
41 Nb 98 0 4586 2608 ○ 56.9% 2.44E-04 2.96E-04 -1.02% AAA
43 Tc 103 0 2660 1065 40.0% 2.03E-04 2.82E-04 -1.54% AA

55 Cs 139 0 4213 3951 93.8% 3.34E-05 3.58E-05 -0.59%
51 Sb 130 1 4960 3413 68.8% 2.88E-06 6.04E-06 -0.77% A
43 Tc 104 0 5600 4268 ○ 76.2% 2.93E-05 3.42E-05 -1.19% AA
43 Tc 102 0 4530 2909 ○ 64.2% 3.14E-05 4.37E-05 -3.02% AAA

★1

Table 3  The nuclide contributing to the difference between JEFF-3.1 and JENDL by more than 0.5%
of the total sum (Pu-239 Beta-ray component)
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Q-value last level JENDL JEFF-3.1
Z A m [keV] [keV] [MeV/fis.] [MeV/fis.]
42 Mo 105 0 4950 2766 55.9% 7.89E-04 2.97E-04 1.885% AA
52 Te 135 0 5960 4773 ○ 80.1% 6.34E-04 1.45E-04 1.875% AA
41 Nb 98 0 4586 2608 ○ 56.9% 7.66E-04 2.91E-04 1.82% AAA
43 Tc 107 0 4820 2680 55.6% 6.59E-04 2.21E-04 1.68% AA
41 Nb 101 0 4569 811 ○ 17.7% 6.62E-04 2.31E-04 1.65% AAA
39 Y 96 1 7087 5899 ○ 83.2% 1.56E-03 1.13E-03 1.65% AA
41 Nb 99 0 3639 236 6.5% 5.36E-04 1.51E-04 1.47% AA
40 Zr 100 0 3335 704 21.1% 4.80E-04 1.65E-04 1.21% AA
43 Tc 106 0 6547 3930 60.0% 1.39E-03 1.07E-03 1.20% AA
39 Y 96 0 7087 6232 ○ 87.9% 3.39E-04 2.63E-05 1.20% AA
42 Mo 103 0 3750 1621 43.2% 6.52E-04 3.61E-04 1.12% AA
40 Zr 98 0 2261 0 0.0% 1.36E-04 0.00E+00 0.52% A
53 I 136 1 7570 6624 87.5% 4.83E-04 6.54E-04 -0.66%
44 Ru 109 0 4160 2270 54.6% 1.46E-04 3.22E-04 -0.67% A
37 Rb 92 0 8105 7363 ○ 90.8% 7.94E-05 2.85E-04 -0.79% A
54 Xe 139 0 5057 4228 83.6% 3.80E-04 7.11E-04 -1.27% A

42 Mo 103 0 3750 1621 43.2% 2.87E-04 1.59E-04 2.26% AA
42 Mo 105 0 4950 2766 55.9% 1.66E-04 6.26E-05 1.84% AA
43 Tc 103 0 2660 1065 40.0% 1.59E-04 7.13E-05 1.57% AA
43 Tc 106 0 6547 3930 60.0% 3.59E-04 2.77E-04 1.45% AA
41 Nb 98 0 4586 2608 ○ 56.9% 1.28E-04 4.88E-05 1.41% AAA
41 Nb 99 1 3639 2944 80.9% 1.03E-04 3.98E-05 1.12% A
43 Tc 102 0 4530 2909 ○ 64.2% 6.63E-05 4.56E-06 1.10% AAA
51 Sb 132 0 5290 3562 67.3% 1.35E-04 8.98E-05 0.81% A
45 Rh 108 0 4510 1540 34.1% 5.37E-05 1.29E-05 0.73% A
43 Tc 107 0 4820 2680 55.6% 4.88E-05 1.63E-05 0.58% A
45 Rh 109 0 2591 1318 50.9% 2.95E-05 5.93E-05 -0.53% A
44 Ru 109 0 4160 2270 54.6% 2.92E-05 6.45E-05 -0.63% A
45 Rh 110 0 5400 2805 51.9% 2.27E-06 5.20E-05 -0.88% A
53 I 136 1 7570 6091 80.5% 1.48E-04 2.00E-04 -0.93%
54 Xe 139 0 5057 4228 83.6% 9.40E-05 1.76E-04 -1.45% A

43 Tc 102 0 4530 2909 ○ 64.2% 2.64E-05 1.82E-06 5.12% AAA
43 Tc 104 0 5600 4268 ○ 76.2% 4.68E-05 4.06E-05 1.31% AA
45 Rh 108 0 4510 1540 34.1% 5.58E-06 1.34E-06 0.88% A
53 I 134 0 4170 3492 83.7% 1.81E-05 1.53E-05 0.59%

Table 4  The nuclide contributing to the difference between JEFF-3.1 and JENDL by more than 0.5%
of the total sum (Pu-239 Gamma-ray component)

time(s)
nuclide
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Results of charge form factors calculations for several unstable neutron-rich isotopes of light,
medium and heavy nuclei (He, Li, Ni, Kr, Sn) are presented and compared to those of stable
isotopes in the same isotopic chain. For the lighter isotopes (He and Li) the proton and neutron
densities are obtained within a microscopic large-scale shell-model (LSSM), while for heavier
ones Ni, Kr and Sn the densities are calculated in deformed self-consistent mean-field Skyrme
HF+BCS method. We also compare proton densities to matter densities together with their
rms radii and diffuseness parameter values. Whenever possible comparison of form factors,
densities and rms radii with available experimental data is also performed. Calculations of form
factors are carried out both in plane wave Born approximation (PWBA) and in distorted wave
Born approximation (DWBA). These form factors are suggested as predictions for the future
experiments on the electron-radioactive beam colliders where the effect of the neutron halo or
skin on the proton distributions in exotic nuclei is planned to be studied and thereby the various
theoretical models of exotic nuclei will be tested.

1 Introduction

The scattering of particles and ions from nuclei has provided along the years invaluable
information on charge, matter, current and momentum distributions of stable isotopes. At
present, efforts are devoted to investigate with such probes highly unstable isotopes at radioactive
nuclear beam facilities. Concerning the charge distributions of nuclei, it is known that their most
accurate determination can be obtained from electron-nucleus scattering. For the case of exotic
nuclei the corresponding charge densities are planned to be obtained by colliding electrons
with these nuclei in storage rings. As shown in the NuPECC Report [1], a first technical
proposal for a low-energy electron-heavy-ion collider made at JINR (Dubna) has been further
developed and incorporated in the GSI physics program [2] along with the plan for the electron-
ion collider at the MUSES facility at RIKEN [3]. Several interesting and challenging issues can
be analyzed by the mentioned electron scattering experiments. One of them is to study how the
charge distribution evolves with increasing neutron number (or isospin) at fixed proton number.
The question remains up to what extent the neutron halo or skin may trigger sizable changes
of the charge root-mean-square (rms) radius, as well as of the diffuseness in the peripherical
region of the charge distribution. This point may then be very important for understanding
the neutron-proton interaction in the nuclear medium. To this end the preliminary theoretical
calculations of the charge form factors of neutron-rich exotic nuclei can serve as a challenge for
future experimental works and thus, for accurate determination of the charge distributions in
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these nuclei. This can be a test of the different theoretical models used for predicting charge
distributions.

In recent years theoretical work has been done along these lines focusing on halo nuclei.
Various existing theoretical predictions for the charge distributions in light exotic nuclei 6,8He,
11Li, 14Be, 17,19B have been used for calculations of charge form factors [4] within the PWBA.

In our recent work [5] in comparison with [4] we extend the range of exotic nuclei for which
charge form factors are calculated. Along with the new calculations for He and Li isotopes, we
present results on charge form factors of several unstable isotopes of medium (Ni) and heavy
(Kr and Sn) nuclei and compare them to those of stable isotopes in the same isotopic chain. The
isotopes of Ni and Sn are chosen because they have been indicated in Ref. [3] as first candidates
accessible for the charge densities and rms radii determination and as key isotopes for structure
studies of unstable nuclei at the electron-radioactive-ion collider in RIKEN. We calculate the
charge form factors not only within the PWBA but also in DWBA by the numerical solution
of the Dirac equation [6, 7, 8] for electron scattering in the Coulomb potential of the charge
distribution of a given nucleus. Also, now we do not neglect neutrons, as was done in Ref. [4].

2 The Theoretical Scheme

The nuclear charge form factor Fch(q) has been calculated as follows

Fch(q) =

Fpoint,p(q)GEp(q) +

N

Z
Fpoint,n(q)GEn(q)


Fc.m.(q), (1)

where Fpoint,p(q) and Fpoint,n(q) are the form factors which are related to the point-like proton
and neutron densities ρpoint,p(r) and ρpoint,n(r), respectively. These densities correspond to wave
functions in which the positions r of the nucleons are defined with respect to the centre of the
potential related to the laboratory system. In PWBA these form factors have the form

Fpoint,p(q) =
1
Z


ρpoint,p(r)eiqrdr and Fpoint,n(q) =

1
N


ρpoint,n(r)eiqrdr, (2)

where 
ρpoint,p(r)dr = Z;


ρpoint,n(r)dr = N. (3)

In order that Fch(q) corresponds to density distributions in the centre-of-mass coordinate system,
a factor Fc.m.(q) is introduced in the standard way [Fc.m.(q) = exp(q2/4A2/3)]. In Eq. (1) GEp(q)
and GEn(q) are the Sachs proton and neutron electric form factors, correspondingly, and they
are taken from one of the most recent phenomenological parametrizations [9].

In addition to PWBA, we also perform DWBA calculations solving the Dirac equation which
contains the central potential arising from the proton ground-state distribution [6, 7, 8].

The theoretical predictions for the point-like proton and neutron nuclear densities of the
light exotic nuclei 6,8He and 11Li, as well as of the corresponding stable isotopes 4He and 6Li
are taken from the LSSM calculations. For 4,6,8He nuclei they are obtained in a complete 4h̄ω
shell-model space [10]. The LSSM calculations use a Woods-Saxon single-particle wave function
basis for 6He and 8He and HO one for 4He. The proton and neutron densities of 6Li are obtained
within the LSSM in a complete 4h̄ω shell-model space and of 11Li in complete 2h̄ω shell-model
calculations [11]. For 6Li the single-particle HO wave functions have been used in the LSSM
calculations and Woods-Saxon ones for 11Li.

The density distributions of Ni, Kr and Sn isotopes are taken from deformed self-consistent
HF+BCS calculations with density-dependent SG2 effective interactions using a large HO basis
with 11 major shells [12, 13].

2



JAEA-Conf  2006-009

－ 165 －



JAEA-Conf  2006-009

－ 166 －

Figure 2: HF+BCS proton densities for isotopes of Ni, Kr, and Sn.

Figure 3: Charge form factors in DWBA (thick lines) and in PWBA (thin lines) for 4,6,8He and
6,11Li using LSSM densities and the experimental data for 4He and 6Li.

secondary peaks. We would like to note the reasonable agreement of the results of the DWBA
calculations with the experimental charge form factors of 62Ni and 118Sn. The agreement with
the empirical data for the stable isotopes is supportive of our results on the exotic nuclei to be
used as guidance to future experiments.

In Table 1 we give the rms radii (Rp, Rn, Rch, Rm) corresponding to nuclear proton, neutron,
charge and matter distributions, as well as the difference ∆R = Rm − Rp for the He, Li, Ni,
Kr and Sn isotopes which are considered in our work. For comparison we give additionally
the charge and matter radii deduced from the electron and proton scattering experiments and
from the total interaction cross sections. It is seen that the calculated charge rms radii of 4He
and 6Li are larger than the experimental ones and the matter density of 11Li exhibits the most
extended halo component. The general trend of the difference ∆R between the matter and
proton rms radii is to increase with the number of neutrons but for the heavy isotopes this
increase is moderate compared to that of the light ones. The common tendency of all predicted
rms radii for medium (Ni) and heavy (Kr and Sn) nuclei is the small increase of their values
with the increase of the number of neutrons in a given isotopic chain except that Rch of 126Sn is
practically the same as Rch of 118Sn. Our theoretical results on Rch of Ni, Kr and Sn isotopes
are in good agreement with the available experimental values.

The performed theoretical analyses of the densities and charge form factors can be a step
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Figure 4: Charge form factors in DWBA for Ni, Kr, and Sn isotopes calculated using the
HF+BCS densities and the experimental data for 62Ni and 118S. Thin solid lines are PWBA
results for 62Ni, 92Kr and 126Sn.

in the studies of the influence of the increasing neutron number on the proton and charge
distributions in a given isotopic chain. This is important for understanding the neutron-proton
interaction in the nuclear medium. We emphasize also the questions of interest, namely, the
necessary both kinematical regions of the proposed experiments and precision to measure small
shifts in the form factors.

The theoretical predictions for the charge form factors of exotic nuclei are a challenge for their
measurements in the future experiments in GSI and RIKEN and thus, for obtaining detailed
information on the charge distributions of such nuclei. The comparison of the calculated charge
form factors with the future data will be a test of the corresponding theoretical models used for
studies of the exotic nuclei structure.

The work was partly supported by the Bulgarian National Science Foundation under Con-
tracts Φ-1416 and Φ-1501.
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A burn-up calculation system has been developed to estimate performance of blanket in a 

fusion-fission hybrid reactor which is a fusion reactor with a blanket region containing nuclear fuel. In this 

system, neutron flux is calculated by MCNP4B and then burn-up calculation is performed by ORIGEN2. 

The cross-section library for ORIGEN2 is made from the calculated neutron flux and evaluated nuclear 

data.  

The 3-dimensional ITER model was used as a base fusion reactor. The nuclear fuel (reprocessed 

plutonium as the fissile materials mixed with thorium as the fertile materials), transmutation materials 

(minor actinides and long-lived fission products) and tritium breeder were loaded into the blanket. 

Performances of gas-cooled and water-cooled blankets were compared with each other. As a result, the 

proposed reactor can meet the requirement for TBR and power density. As far as nuclear waste incineration 

is concerned, the gas-cooled blanket has advantages. On the other hand, the water cooled-blanket is suited 

to energy production. 

1. Introduction 

A fusion-fission hybrid system is a fusion reactor with a blanket containing nuclear fuel. Even for a 

relatively lower plasma condition, neutrons can be well multiplied by fission in the nuclear fuel and tritium 

is thus bred so as to attain its self-sufficiency. Enough energy multiplication is then expected and moreover 

nuclear waste incineration is possible. A fusion-fission hybrid reactor can play an important role in 

seamless transition from fission energy to fusion energy.  

In our group, a hybrid system with U-Pu cycle has been studied so far. However, acceptable incineration 

performance for minor actinide (MA) was not expected from the analysis. [1] Hence we started to 

investigate feasibility of a hybrid system with Th-U cycle.

In the present study, the performance of feasible fusion-fission hybrid reactor with Th-U cycle was 

examined by a new calculation system, in which a new procedure to prepare cross-section library for 

burn-up calculation is implemented in order to evaluate more accurate amount of nuclides to be produced 

or to be incinerated. Target parameters of the blanket of the feasible reactor are in the following; 
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TBR > 1.05

Keff < 0.95

  Power Density < 15 W/cc (for gas cooled)

< 100 W/cc (for water cooled) 

2. Calculation System 

2.1 Calculation Procedure

The flow chart of this calculation system is shown in Fig. 1. The calculation was performed with the 3-D

Monte Carlo code MCNP4-B [2] and point burn-up code ORIGEN2 [3]. These codes are interconnected by

a shell script and some C++ codes. The cross-section library of MCNP-4B is based on JENDL-3.2 [4]. 

Track length data of neutron for each

cell are stored in the MCNP-4B

calculation. The data are fed directly

to a routine for evaluation of one

group cross-section library for 

burn-up calculation by ORIGEN2.

This routine uses JENDL3.3

pointwise files at 300K [4]  and

JENDL Activation Cross Section File

96 [4]. The one group cross-section is

made by the product of the track

length data and the pointwise

cross-section. Burn-up cycle was

repeated for necessary times.
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Fig. 1. Flow chart of burn-up calculation

2.2 Calculation Model

 The 3-dimensional ITER model [5] was used as a base fusion reactor. The cross section of this model is

shown in Fig.2. The nuclear fuel (reprocessed plutonium as the fissile materials mixed with thorium as the

fertile materials), transmutation materials (minor actinides and long-lived fission products) and tritium

breeder were loaded into the blanket. The blanket consists of five sections, each of which has three layers,

i.e., 1st one is on the plasma side, 2nd one is in the middle and 3rd one is in the outer layer.
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Fig. 2. Vertical (left) and horizontal (right) cross-sections of calculation model

2.3 Plasma Condition
Table 1 Calculation condition

The fusion power of the hybrid reactor was calculated

by using parameters listed in Table 1, in which plasma

temperature, confinement time and electron density were

achieved in JT60 [6]. Other data were cited from recent

ITER design.

plasma parameter
      Major radius (m) 6.2
      Minor radius (m) 2.1
      Plasma volume (m3) 884
      Plasma temperature (KeV) 19
      Confinement time (s) 1.1
      Electron density (/m3) 4.80E+19
      Fusion power (MW) 646
      Neutron yeild (n/s) 2.20E+20
      Neutron wall load (MW/m2) 0.43. Results 

3.1 Power density and TBR at the beginning of cycle (BOC)

The power density and TBR for gas-cooled (GC) blanket and water-cooled (WC) blanket were calculated

for three cases, i.e., nuclear fuel was loaded in 1st, 2nd, or 3rd layer. In two layers other than nuclear fuel,

breading materials which include Li2ZrO3 and Be were loaded. The 6Li density and Be volume fraction

were changed to obtain the optimized result. In the GC blanket with nuclear fuel in 1st layer, water was 

loaded in 3rd layer instead of Be in order to enhance production of tritium. For example, Fig. 3 shows TBR

for WC blanket with the fuel in 2nd layer and Fig. 4 shows its power density.

Fig. 3 TBR for WC blanket at BOC
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Fig. 4 Power density of WC blanket at BOC
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3.2 Burn-up calculation

In the case of GC blanket, two blankets with nuclear fuel loaded in 1st layer (GC1) and 3rd layer (GC3)

were feasible. In 5 year burn-up calculation, GC1 was employed because the case doesn’t need much

plutonium in the fuel layer.

In the case of WC blanket, two blankets with nuclear fuel loaded in 2nd layer (WC2) and 3rd layer (WC3)

were feasible. These data are summarized in Table 2. WC2 was employed for 5 year burn up calculation

because of its high power density and neutron flux. In all cases, blanket has a transmutation zone that

contains long-lived fission products (LLFP). In the present calculation, the period of burn-up is 5 years, in

which each year has five burn-up cycles. The plant factor is 70%. 

3.2.1 TBR 

As shown in Fig.5, GC1 blanket shows a slight increase of TBR over the 5 years burn-up calculation.

WC2 blanket shows a decrease of TBR, but the rate of the decrease becomes smaller and TBR >1.05 is 

achieved in 5 years later, as shown in Fig. 6. 

Table 2. Condition of calculation
case TBR Power Density

W/cc Pu Th Be Li6 enrichment(%) Be fraction (%)
GC1* 1.06 15.4 0.25 6 63.75 40 90
GC3 1.04 8.8 3 77 0 40 90
WC2 1.25 82.7 8 52 0 30 90
WC3 1.09 31.5 8 52 0 10 60

Fuel material fraction (%) Breeder (Li2ZrO3 +Be)

* Water was employed instead of Be in the 3rd layer. The volume fraction of water and Li2ZrO3 are 80% and 20%, respectively.
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3.2.2 Transmutation of FP
93Zr, 99Tc, 107Pd, 129I and 135Cs were loaded as the LLFP mixed with Be or water in the transmutation

zone (FP cell) in the 1st layer of the blanket in the case of WC2 and in the 2nd layer in the case of GC1. The

calculation result is shown in Table 3.

Table 3 Performance of incineration

Because of its high neutron flux, WC2 blanket has

a better transmutation performance of FP cell than 

GC1 blanket. But WC2 blanket contains much

more plutonium and generates more FPs, then 93Zr

and 135Cs are totally built up. Compared with WC2,
135Cs production was decreased for GC1 blanket

because of less plutonium contained. It is necessary to load more 93Zr and 135Cs in FP cell if they should

be incinerated effectively.

Gwty-PWR 5years

in FP cell Total in FP cell Total
Zr 93 2.8 -3.6 4.0 -16.5
Tc 99 52.1 47.3 76.9 51.7
Pd 107 140.7 133.3 165.5 106.9
I 129 43.4 37.9 66.3 28.6
Cs 135 12.8 -0.7 16.6 -84.6

Gas Cooled (GC1) Water Cooled (WC2)

3.2.3 Production of MA

As shown in Table 4, the production rate of MA (237Np, 241Am, 243Am) is compared with the calculation

result of U-cycle blanket in which only thorium is replaced by uranium in the fuel cell. In the Th-cycle,

production of 237Np is much smaller, but production of 243Am is the same as U-cycle because using Pu as

nuclear fuel caused generation of 243Am. Pu composition was drastically different from U-cycle because Pu 

isotopes are produced from a fertile material of 238U in the U-cycle. Subsequent Long-term burn-up

calculation will show difference in Am production.

Table 4 MA & Pu production (5 years burn-up)

Np237 Am241 Am243 Pu239 Pu240 Pu241
Th-cycle 0.3 11.7 41.2 -643.1 -268.7 44.6
U-cycle 79.7 30.5 37.0 829.8 -61.9 254.5
Th-cycle 5.4 659.7 395.5 -8036.1 -810.0 591.3
U-cycle 257.2 670.6 369.5 -3307.8 -483.2 585.3

case

GC1

WC2

Production Rate ( kg / 5years ) 0 - 5 year
MA Pu

4. Long-term Burn-up Calculation

Additional 5 years burn-up calculation without refueling or shuffling was performed to estimate the

long-term burn-up characteristics of 10 years. The result of the calculation for MA and Pu is shown in Table

5. In Th-cycle of GC1, Pu and MA except for 237Np are reduced compared to the first 5 years. TBR is

stabilized over 1.05 and the FP transmutation performance is almost the same as the first 5 years burn-up

calculation. Gas-cooled blanket is suited to incineration of nuclear waste.
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Table 5 MA & Pu production (10 years burn-up)

Np237 Am241 Am243 Pu239 Pu240 Pu241
Th-cycle 2.2 -12.1 3.4 -73.5 -21.2 -111.1
U-cycle 38.2 28.8 23.6 400.9 73.5 89.0
Th-cycle 8.7 488.5 211.2 -5365.2 -946.1 -89.6
U-cycle 208.7 534.0 198.7 -2161.7 -450.0 33.6

WC2

MA Pu
case

GC1

Production Rate ( kg / 5years ) 5 - 10 year

5. Conclusion 

A burn-up calculation system with more accurate estimation procedure of one-group cross section for 

point burn-up calculation has been developed to estimate the performance of blanket in a fusion-fission

hybrid reactor using thorium cycle. In the calculation, reprocessed plutonium and thorium oxide were

loaded in the blanket. A 3-D ITER model was used as a base reactor, and the plasma condition achieved in

JT60 was used. As a result, it was shown that the proposed reactor can meet the requirement for TBR and

power density in both gas-cooled and water-cooled blankets. And Th-cycle has advantages in FP and Pu

transmutation compared to U-cycle. As far as nuclear waste incineration is concerned, gas-cooled blanket

has advantages. On the other hand, water cooled-blanket is suited to energy production.
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Data retrieval and plot systems of nuclear and astronomical data are constructed on a common platform. 

Web-based systems will soon be opened to the users of both fields of nuclear physics and astronomy. 

1. Introduction 

The compilation of nuclear data has played an important role in contributing not only to the scientific 

research but also to the technological progresses. At the same time, this invokes demands for the utilization 

of nuclear data. There are some systems in the world that can search and plot the data from enormous 

database. However, no retrieval system can treat both experimental and evaluated nuclear data 

simultaneously. Based on the needs for comparisons of evaluated data with experimental data in a more 

convenient way, we have developed a web-based retrieval system (see http://www.jcprg.org/). 

On the other hand, we have launched a project of constructing the database of astronomical data that treat 

the observed properties of stars in the Galactic halo born in the early universe [1]. This project is motivated 

by the recent growing number of known extremely iron-poor stars and by our recent work on the origin of 

such stars [2] after the discovery of the most iron-poor object [3], which is more encouraged by the recent 

break of the record [4]. The purpose of the project is to identify the first generation objects as well as the 

comprehensive understanding of the history of our universe through the accumulation of observational data. 

Due to the difficulty of compiling the data from individual papers, the database of this kind has not yet 

been opened to the astronomical society. 

In this paper, we will describe the current status of the development of astronomical database. In the next 

section, the outline of the system is elaborated. Future development and statistics are discussed and 

summarized in the third section. 
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Figure 1: Internal structure of astronomical database 

2. Outline of the astronomical database system

The schematic view of the structure of the whole system is illustrated in Figure 1. The system consists of

some independent programs in the host computer. While users access the system only through the Internet

browser, workers and administrators of the system use both browser and terminal.

Before using this system, the data to be retrieved from the web have to be prepared. We constructed the

online system to compile and store the required data in CSV format. The process of data input is done

through CGI form of this system. The observational data of extremely metal-poor stars are collected from

literatures that focuses on the abundance analyses of field halo stars having low iron content typically one

hundred times less than that of the Sun. In order to collect appropriate papers for adding to the database, we

have developed the data management system. Candidate papers to be compiled are selected and listed in the

management system and their identifier is allocated to each paper. Then the editors who compile the data

with the system extract the data from papers and input them into the CSV files. 

Stored data files, written in CSV format, are registered into the database server by running the

registration system. Since the system is independent from the work via the Internet, the security of the

system is ensured. In addition, CSV files can be checked easily during the registration process. At the same

time, the program for registration generates text files from CSV files to review the collected data. These

files are used as the quick review of data included in each paper and users can easily access the data by

tracing the links to the data files of papers and objects.

At present, the database includes 472 stars and 652 records of objects. As the basic data, stellar

parameters such as effective temperature, surface gravity, metallicity, and micro-turbulence factor and
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Figure 2: Snapshot of the query form of the astronomical data retrieval system

photometric data are taken with various bands such as U, B, V, I, J, K, and so on. Positions of target objects

are also compiled from the other online database of object catalogues. In these papers, 10179 records of

chemical abundances are derived from absorption lines by stellar atmospheres, with increased variation in

the elements of derived abundances thanks to the recent observations of detecting more and more atomic

lines from only one star. The binary period, the important parameters among the physical quantities, is to be

assembled in the database although the number of data is very small due to the difficult detection of binarity.

The binary period is determined from the variations in radial velocities between the observations at

different time. It is one of the most important quantities to understand the origin of extremely metal-poor

stars [2]. 

The retrieval system works on Internet CGI described by Perl, JavaScript, and MySQL. The snapshots of 

the retrieval system are shown in Figure 2. Many physical parameters such as chemical composition

measured by element relative to hydrogen or iron compared with the solar ratio, number abundances in

logarithm scale based on the 1012 hydrogen atoms, surface stellar parameters, photometry, and binary

period can be used as figure axes to plot 2D and 3D viewgraphs. Users can set the criteria for each physical

quantity to extract the data of required range. If only one quantity is chosen, the distribution of required

parameter is displayed in the form of histogram with arbitrary size of bin width. Cross match retrieval and

plot is also possible like in the case that the object name is common but its data comes from different

papers. For element abundances, customized expressions in the abundances are allowed to retrieve and plot
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by converting the existing data; for example, [C/N], [C+N/Fe], [Pb+Ba/C], and so on.

The retrieved records from MySQL server are displayed on the browser in table format as shown in

Figure 3. Each column represents the checkbox to select data to plot, identifier of the paper, object name,

metallicity, the first author of the reference, and the reference code. Each link on entry numbers and object

names jumps to the text data extracted from CSV files as mentioned above. The snapshot of plot stage is

shown in Figure 4. Viewgraphs drawn in the browser are equipped with simple functions for editing:

standard options for Gnuplot such as changing the labels, legends, scales and ranges of the viewgraph.

Users can also download figures in various formats (png, eps, ps, and pdf, with color or black and white)

and upload data from the form and/or local computers. If you want to edit the viewgraph in detail, the

original data and the script for plotting figure can be downloaded from the server. Of course, numerical data

are accessible by tracing the link on the data numbers in the left of the list.

Figure 3: Snapshot of the retrieval result
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work technology and unique query language. Our system will be 

ne of the astronomical databases which include almost all kinds of objects like stars, galaxies, quasers, 

s, gamma ray bursts, and so on. Our data will add detailed observational information to known 
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0 A Primordial 

] N. Christlieb et al., “A stellar relic from the early Milky Way”, Nature, 419, 904 (2002) 

[4] A. Frebel, W. Aoki, N. Christlieb et al., “Nucleosynthetic signatures of the first star”, Nature, 434, 871 

(2005) 

bservers can check the current knowledge of individual stars and the data needs for further investigations. 

The consistency of observational data between different authors and observations can also be checked. 

We are planning to collaborate with the Japan Virtual Observatory (JVO) project to extend the users to all 

over the world. JVO is the unified system of databases to retrieve databases simultaneously in many places 

and in various formats by using special net

o

X-ray source

catalogues of stars in the Galactic halo. 
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    



 
               
             





             
          
            



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           


         

              
            
      

 

             
          
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Abstract
Theoretical analyses of the double differential cross sections for proton induced deuteron pickup reactions

are described in this paper. Differential cross sections have been measured in the direct reaction region for various
nuclei of mass number from 27-209 (27Al -209Bi) at incident energies e.g. 42 and 68 MeV (for 197Au, only at
68 MeV and for 209Bi, only at 42 MeV), using an approach based on the DWBA and an asymmetry Lorentzian
function having energy-dependent spreading width. The values of the calculated double differential cross sections
have been compared with the experimental ones and are in good agreement.

I. Introduction

Nuclear data from several tens of MeV to a few GeV are recently required for some applications, such as,
transmutation of nuclear waste, energy production, space development, cancer therapy, etc. Again Accelerator
Driven System (ADS) is used for the purpose of transmutation of nuclear waste, energy production, etc. and
as for the ADS, for example, proton beam of 1.5 GeV is injected into the sub-critical reactor core, and various
kinds of nuclear reactions are induced in the process of proton degradation. So the precise simulation of nuclear
reactions is required for the engineering design work. Nuclear reaction data in the energy region from several
tens of MeV to a few GeV are the basis of such simulation code and eagerly wanted. However, experimental data
for differential cross sections are very scarce and discrepant if data exist.

When experimental data are limited, the calculation code based on the theoretical models becomes a useful
tool for evaluating the cross sections. However, the models available for nuclear data analysis are not so well
established as those used in the direct reaction regions, i.e., in higher emission energy region because the contin-
uum spectrum in the direct reaction region is not possible to analyse so easily. Theoretical methods to calculate
direct reactions are generally to predict excitation of a state having known spin-parities and existing shells of
the related nucleons. Therefore, we have developed a new theoretical model, which is based on the first order
DWBA model with a strength function of an asymmetric Lorentzian form. Hirowatari et al. [1] and Syafaruddin
et al. [2] adopted this model to (p,d) reactions, then applied to both for proton and neutron induced reactions by
Sultana et al. [3, 4] and demonstrated its reasonable predictive ability.

This paper is concerned with the analysis of continuum spectra for (p,d) reactions on 27Al, 58Ni and 90Zr,
at 42 and 68 MeV, on 197Au at 68 MeV and on 209Bi at 42 MeV incident energies by the same method of
calculation with some modifications, i.e. the application of seniority scheme to the present model for odd target
nucleus makes this model more feasible. Finally, there is an increasing interest to see whether this present model
can successfully analyse the cross sections data in a wide range of mass number, i.e., from 27Al to 209Bi. The
experimental data that used at the analyses in this paper were measured at the TIARA facility of JAERI [5].

II. Analyses

1. Theoretical Calculations
(1) Direct Reaction Calculations

In the present method, the theoretical calculations of the double differential cross-sections have been done
by considering a direct reaction model as an incoherent sum of the direct reaction components, which are based
on DWBA predictions and expressed as below:
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where dσ/dΩ|DW
l,j (E) is the cross-section calculated by the DWBA code DWUCK4 [6] and C 2Sl,j(E), the

spectroscopic factor expressed as

C2Sl,j(E) =
��

C2Sl,j

�
× fl,j(E) (2)

where
�

C2Sl,j is the sum of the spectroscopic factors of all the predicted states and the distribution of strength
function over the spectra is obtained by using an asymmetric Lorentzian function [7–9]

fl,j =
n0

2π

Γ(E)
(|E − EF | − El,j)

2 + Γ2(E)/4
(3)

and
� α

0

fl,j(E)dE = 1 (4)

where n0 is the renormalization constant and EF the Fermi energy. The Fermi energy can be calculated by
using an empirical formula given in [10]. The sums of spectroscopic factors and the centroid energies (E l,j )
for J = l ± 1

2 shell orbits have been estimated by using BCS calculations. In these calculations, single particle
energies required to calculate the centroid energy are calculated by the prescription of Bohr and Motelson [11].
Spreading width (Γ) is expressed by a function proposed by Brown and Rho [12] and by Mahaux and Sartor [9],
as,

Γ(E) =
�0 (E − EF )2

(E − EF )2 + E2
0

+
�1 (E − EF )2

(E − EF )2 + E2
1

(5)

where �0, �1, E0 and E1 are constants which express the effects of nuclear damping in the nucleus [8]. The
estimated parameters [8] are

�0 = 19.4 (MeV), E0 = 18.4 (MeV),
�1 = 1.40 (MeV), E1 = 1.60 (MeV). (6)

The sum rule of the spectroscopic factors of nucleon orbits for T ± 1
2 isospin states above a closed shell core is

estimated with a simple shell model prescription [13]

�
C2Sl,j =





nn(l, j) − np(l, j)
2T + 1

for T< = T − 1
2

np(l, j)
2T + 1

for T> = T + 1
2

(7)

here nn(l,j) and np(l,j) are the numbers of neutrons and protons respectively for each (l, j) orbit and T is the
isospin of the target nucleus.

(2) Seniority Scheme:
Calculation of Spectroscopic Factor for Odd Target Nucleus in Continuum Spectrum for Direct Reaction

Model.
1. Direct reaction model calculation

d2σ

dΩdE
= 2.30

�
�,j

�
C2S�,j(E)

2j + 1
×

�
dσ

dΩ

����
DW

�,j

(E)
��

(8)

2. Coefficient of fractional parentage in seniority scheme
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Fig. 1 27Al(p, d) and 58Ni(p, d) double differential cross section (DDX) data at 42 and 68 MeV incident energies for 250

Laboratory angle are shown in this fig. The open circles show the result of experimental data. Solid curves refer to the
prediction due to present work.

1) Seniority scheme:
Generally two identical particles connect each other as a pair. Seniority is defined as number of nucleons

appeared from breakdown of nucleon pairing.
2) Spectroscopic factor for one nucleon separation from n paricles in a shell

C2S = n for even paricle system in a shell
C2S = 2j+2−n

2j+1 for odd particle system in a shel
(9)

3) Our estimation:
We calculate C2S from BCS equation. It is proper to multiply a constant to the strength function as follows,
The C2S for the ground state and low lying states resulted from n particle system can be estimated by multi-

plying a constant (χ) as

χ =
2j+2−n

2j+1

n
(10)

III. Results and Discussion

This present work is concerned with the (p,d) reactions on 27Al, 58Ni,90Zr at 42 and 68 MeV, on 197Au at 68
MeV and on 209Bi at 42MeV. The comparisons between the theoretical and experimental double differential cross
sections are presented in Figs.1-2. Solid lines and circles stand for the calculated results and for the experimental
ones respectively. No theoretical data of the above mentioned nucleus in the direct reaction region are available
for comparison with the data calculated by our model. Koning and Delaroche [14] potential is used here for
protons and the corresponding adiabatic potentials for deuterons to analyze the double differential cross section
spectra.

From figs. 1 and 2, we can see that the theoretical results are in good agreement with the experimental data
for 90Zr, 197Au and 209Bi, while for the 27Al and 58Ni, are in fair agreement as in these cases the theoretical results
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Fig. 2 90Zr(p, d) double differential cross section (DDX) data at 42 and 68 MeV incident energies, 197Au(p, d) DDX data
at 68 MeV incident energy and 209Zr(p, d) DDX data at 42 MeV for 250 Laboratory angle are shown in this fig. The
open circles show the result of experimental data. Solid curves refer to the prediction due to present work.

are little underestimated. The use of different optical model potentials may solve the problem of underestimation
because the absolute values of the spectroscopic factors have systematic errors arising, for example, from the
optical model parameters for DWBA analysis. It should be noted from Figs. 1-2 that for all spectra from 27Al to
209Bi at 42 and 68 MeV , the calculated spectra agree with experimental data only above tens of MeV incident
energies, because our calculated energy spectrum regions are treated in direct reaction scheme.

IV. Conclusion

Proton induced reactions on 27Al, 58Ni, 90Zr, 197Au and 209Bi have been analyzed here. The incident
energies are 42 and 68 for 27Al, 58Ni and 90Zr while for 197Au, it is 68 MeV and for 209Bi, it is 42 MeV at 250

Laboratory angle. The application of seniority scheme to the present model for odd target nucleus makes this
model more feasible. The calculated DDXs show an overall good agreement with the experimental data both in
magnitude and shape. Successful application of this model on a wide range of mass nuclei, e.g. from 27Al to
209Bi proves the suitability of the present model as a reliable one.
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Appendix: Participant Lists
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