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1. Introduction

The 2007 Symposium on Nuclear Data was held at RICOTTTI at Tokai-mura, Ibaraki-ken, Japan, on 29th
and 30th of November 2007, with about 80 participants. Nuclear Data Division of Atomic Energy
Society of Japan organized this symposium with cooperation of North Kanto Branch of the society.

In the oral sessions, 10 papers were presented on topics of JENDL-4, experiments, evaluations,
applications, and research activity in China. In the poster session, presented were 12 papers concerning
experiments, evaluations, benchmark tests, and so on. Tutorials on nuclear data, which were for cross
section data creation process and PHITS code, were also done. Major part of those presented papers is

compiled in this proceedings.

Program of Symposium on Nuclear Data 2007

Nov. 29 (Thr.)
10:20-10:30
1. Opening Address T. Yoshida (Musashi Tech.)

10:30-12: 00

2. Development of JENDL-4 Chaired by M. Igashira (TIT)
2.1 Present status of JENDL-4 [20+10] K. Shibata (JAEA)
2.2 Nuclear Data Evaluation for MA [20+10] T. Nakagawa (JAEA)
2.3 Integral test for JENDL-4 [20+10] K. Okumura (JAEA)

13:00-14:45

3. Nuclear Data Tutorial (1)
Measurement of neutron cross sections — from obtaining raw data to deriving cross sections —

H. Harada (JAEA)

15:00-16:45
4. Nuclear Data Tutorial (2)
Use of PHITS K. Niita (RIST)

16:45-17:00
5. Q&A and Anquete
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Nov. 30 (Fri.)
10:20-12:00

6. Poster Presentation
13:00-14:30

7. Domestic Nuclear Data Measurements and Evaluations Chaired by M. Ishikawa (JAEA)
7.1 Neutron cross section measurement of MA [20+10] H. Harada (JAEA)
7.2 Nuclear data measurement project at J-PARC MLF [20+10] Y. Kiyanagi (Hokkaido U.)

7.3 Evaluation of covariances for self-shielding factor and its temperature coefficients [20+10]

N. Ohtsuka (JAEA)

14:50-16: 40
8. Nuclear Data Activities Chaired by T. Fukahori JAEA)

8.1 Measurement plan for the (n, v ) cross sections using surrogate reaction at JAEA [20+10]

H. Makii (JAEA)

8.2 Nuclear data activities at China [20+10] Sun Weili (IAPCM)
8.3 Recent nuclear data needs from innovative reactor design [20+10] M. Ishikawa (JAEA)
8.4 Status of LWR fuel design and future usage of JENDL [15+5] T. Ito (NFI)

16:40-17:00
9. Poster Award and Closing Address M. Igashira (TIT)
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Poster Presentation
10:20-12:00

Pl.

P2.

P3.

P4.

Ps.

P6.

P7.

P8.

P9.

Motivation for the determination of the >**Cm effective neutron capture cross-section
S. Nakamura (JAEA)
Measurement of activation cross section of (n, p) and (n,a) reactions in the energy range of 3.5 to
5.9 MeV using a deuterium gas target
M. Furuta MASATAKA (Nagoya U.)
Neutron-induced proton production from carbon at 175 MeV
M. Hayashi (Kyushu U.)
Study of a new crystal array detector to measure double differential cross sections of
proton-actinide reactions in 600-MeV region
Y. Koba (Kyushu U.)
Nucleon Optical Potentials for the CDCC analysis of Deuteron Elastic Scattering from 871
Ye Tao (Kyushu U.)
Developments of a simulation model describing both elastic and inelastic scatterings
Y. Fukui (Kyushu U.)
Paramagnetic Scattering of Neutrons by Rare-Earth Oxides
T. Murata
Impact of Cross Section Library Update from ENDF/B-VI.§ to ENDF/B-VII.0 on BWR Fuel
Burnup Characteristics
A. Toishigawa (GNF-J)
Analysis of irradiated UO, and MOX fuel composition data measured in REBUS program
Y. Ando (JNES)

P10. Comments to iron data in JENDL-3.3

C. Konno (JAEA)

P11. Nuclear data benchmark for sodium voided reactivity worth with improved neutronics simulation

method
G. Chiba (JAEA)

P12. CBGLIB: A multi-group neutron library for accurate neutronics simulation

G. Chiba (JAEA)
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2. Papers Presented at Oral Sessions
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2.1 Present Status of JENDL-4

Keiichi SHIBATA

Nuclear Data Center
Japan Atomic Energy Agency
Email: shibata.keiichi@jaea.go.jp

Abstract

The fourth version of Japanese Evaluated Nuclear Data Library (JENDL-4) is being
developed at the Nuclear Data Center of JAEA in cooperation with the Japanese Nuclear Data
Committee. Much emphasis is placed on the improvement of fission product (FP) and minor
actinide (MA) data in JENDL-4. For this purpose, nuclear model codes were newly
developed. As for FP, resolved resonance parameters were updated for 107 nuclei.
Moreover, a new set of global coupled-channel optical model parameters was obtained in the
incident neutron and proton energy region up to 200 MeV. Evaluation for JENDL-4 is

almost on schedule.

1. Introduction

Following the discussion at the Ad Hoc Committee on Next JENDL under the Japanese
Nuclear Data Committee (JNDC), we decided to start developing JENDL-4. The objective
of JENDL-4 is to provide a reliable evaluated data set for various fields such as the
development of innovative reactors, high burn-up and the use of MOX fuels for LWR,
criticality safety with burn-up credit, and basic science. Several subjects are regarded as
important: resolving open problems with JENDL-3.3", improvements of FP and MA data,
generation of more covariances and gamma-ray production data, reexamination of FP yields,
carrying out more benchmarks, and production of reactor constants. Nuclear model codes
have been developed to raise the reliability of FP and MA data. This paper focuses on the
code development and evaluations of medium nuclei including FP. The activities on

actinides are presented by Nakagawa et al. in this symposium.

2. Nuclear Model Codes
In the evaluations for JENDL-3 series, we had used nuclear model codes made in
foreign countries, although there existed activities on code development in the early days.

However, our own nuclear model codes were required in order to reflect advanced physical
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knowledge on the codes and to carry out efficient evaluation work. Under such

circumstances, two nuclear model codes were newly developed: POD* and CCONE®. Both

104 : . : - :
U-238(n,xn) En=14 MeV RBaba(1989
Shen§1986;
Baryba(1976)
Total
Direct
Pre-equilibrium - -
Fission - - -

209

Bi (n,v)*'°Bi

Cross Section (mb)
[=]

i

i
!
i

¥ :Saito (2004)
X :Voignier (1982)

% :Budnar (1979) : \u-237 \'\ U-238
¥ :Csikai (1966) 1 i \ AN L Lot e L T
- . . 10
o0 o 0 2 4 6 8 10 12 14 16
E, (MeV) Energy (MeV)
. 2095 ; . : 238
Fig. 1 Bi(n,y) cross section Fig.2 U(n,xn) spectra at 14 MeV

codes are based on the Hauser-Feshbach theory with preequilibirum effects. Direct reaction
processes (DWBA or coupled-channel) are also contained in the codes. POD is mainly used
for medium and FP nuclei, although CCONE is for actinide nuclei. Figure 1 shows the
capture cross section of *”Bi calculated by POD with default parameters. The calculations
reproduce experimental data. The neutron emission spectra from ***U were calculated with

CCONE at 14 MeV and are illustrated in Fig.2.

3. Evaluation of FP Data

There are 213 nuclei regarded as FP having a half life of more than 10 days and a fission
yield of more than 0.1%. We set up a priority for each nucleus by considering the following
items: needs from LWR, FBR and ADS, availability of differential measurements,
comparison of JENDL-3.3 cross sections with measurements, benchmark results’ of
JENDL-3.3, and recommendation’ by WPEC Subgroup 21 which selected the best FP data
for individual nuclei. As a result, top priorities were assigned to 63 nuclei.
1) Low-energy Region

Resolved resonance parameters are needed to represent complicated resonance structure
in the low-energy region. Updates of the parameters were done by considering new
experimental data. In cases where L or J value is missing, a certain value is assumed by
using the Porter-Thomas distribution or the level density formula. Thermal cross sections

and resonance integrals were calculated and compared with experimental data after compiling
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the resonance parameters. So far, data for 107 nuclei . "¥7Gdin)

were updated; 51 nuclei remain unchanged from ? U
JENDL-3.3; 13 nuclei were newly evaluated; 42 nuclei ol |
have no resolved resonance parameters since there are

no experimental values. The parameters for '°’Gd are St} \_ !
pending, because the new parameters obtained by ;3 2300 m/s % '
Leinweber ef al.” yield 10% smaller capture cross §’°3ﬁ 3 ]
section than JENDL-3.3 as shown in Fig. 3. A
resonance at 0.032 eV exhibits a non 1/v shape in the | o' Q

low energy region. The difference between the new \
results and JENDL-3.3 should be examined by T kG 10’

Neutron Energy (eV)

benchmark tests.
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calculate energy-averaged cross sections.
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(blue crosses). Evaluation of FP data is in progress by using these optical model parameters.
As an example of the evaluation, the 647n(n,2n) cross section is illustrated in Fig. 5, where the
solid line stands for the present evaluation, the purple dashed one for JENDL/A-96%), and the
green dashed one for JEFF-3.1/A.” Moreover, data for Ag, Sn, Nd, Pm, Tb and Dy were

already evaluated.

4. Evaluation of Light and Medium Nuclei

Data for Si and Ca isotopes were evaluated'”'", since the elements are ingredients of
concrete and their cross sections are important from the viewpoints of shielding. Evaluation
of "7Au, of which capture cross sections is used as a standard, is under way. We plan to

reexamine data for 'H, '°O, Cr, Fe, and Ni.

5. [Issues Carried Over After JENDL-4

There are several issues mentioned in the report'? made by the Ad Hoc Committee on
Next JENDL. One of them is related to the development of home-made nuclear model
codes. This issue was obviously resolved by the recent activities on code development.
However, some issues still remain and they will be probably carried over after JENDL-4.

Thermal scattering law data are required for LWR, but there exists no activity in JNDC.
The activity is shrinking in the world, since the.specialists are retiring without replacements.
Lack of the scattering law data is a weak point of JENDL. We should do something to make
JENDL a standard library in Japan.

Resolved resonance parameters play an important role are for applications to nuclear
reactors. However, the parameters of major actinides and structural materials were taken
from the resonance analyses mostly made by a group in the Oak Ridge National Laboratory.
We should bring up a specialist who can deal with resonance data.

Many people use NJOY' to process evaluated nuclear data. Users requested the
Nuclear Data Center to keep a specialist who can take care of NJOY in Japan, although the
request is not satisfied yet. This may be the issue that should be resolved by the joint

responsibility of our group and the reactor physics community in Japan.
6. Concluding Remarks

The fourth version of JENDL, JENDL-4, is now under development. In JENDL-4, itis

important to raise the reliability of FP and MA data for applications to innovative nuclear
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reactors.  Much effort was made to develop nuclear model codes based on the
Hauser-Feshbach theory. Consequently, two codes POD and CCONE were produced and
they are being used for evaluations. As for FP, resolved resonance parameters were updated
for 107 nuclei. In the higher energy region of FP, we obtained a set of global
coupled-channel optical model parameters, which reproduce available experimental data very
well.  Using the set of parameters, evaluations were performed for Zn, Ag, Sn, Nd, Pm, Tb
and Dy. Furthermore, cross sections of other nuclei are being evaluated. In the light and
medium mass region, data on Si and Ca isotopes were re-evaluated. The data on 'H, '°O, Cr,

Fe, and Ni will be examined. Evaluation for JENDL-4 is almost on schedule.
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2.2 Nuclear Data Evaluation for Actinoid Nuclides

Tsuneo NAKAGAWA*, Osamu IWAMOTO, Naohiko OTUKA,
Satoshi CHIBA
Japan Atomic Energy Agency
Tokai-mura, Naka-gun, Ibaraki-ken 319-1195
*) nakagawa.tsuneo@jaea.go.jp

Abstract

New evaluation of nuclear data for JENDL Actinoid File (JENDL/AC) is in progress.
JENDL/AC will contain the data for 79 nuclides. The energy range of incident neutrons is from 107°e¢V
to 20 MeV. Data in the smooth region were calculated with CCONE code. Fission cross sections of
important nuclides were evaluated with the simultaneous evaluation method. GMA code was used to
evaluate the fission cross sections for other nuclides. Resonance parameters were revised from
JENDL-3.3 for many nuclides. JENDL/AC will be released in FY2007.

1. Introduction

The current Japanese evaluated nuclear data library JENDL-3.3 [1] was released in 2002. The
data of actinoid nuclides in JENDL-3.3 are being revised to JENDL Actinoid File (JENDL/AC) which
will contain revised data of neutron-induced reactions for 62 nuclides from Ac to Fm already given in
JENDL-3.3 and 17 new nuclides which were selected on a criterion of a half-life longer than 1 day.
The energy range of incident neutrons is from 10” eV to 20 MeV. The status of JENDL/AC is shortly
described in this presentation.

2. Resonance parameters

Recent results of SAMMY [2] analyses were adopted to ***Th, **U, **U and *''Pu from
ENDF/VIL0 [3]. For **Pu, results of new analysis by Derrien et al.[4] were adopted. The parameters
of 2*Np and “*Np were analyzed by Furutaka [5] with SAMMY code.

For **U, the same parameters as JENDL-3.3 were adopted. However the upper boundary of the
resolved resonance region was lowered from 2.25 keV to 500 V. It was pointed out that the capture
cross section of JENDL-3.3 was probably too large in the resolved resonance region. This problem is
investigated in the WPEC subgroup 29. For JENDL/AC, the *°U cross sections in the energy range
from 500 eV to 2.25 keV were determined as follows: The cross sections were calculated from the
resonance parameters given in JENDL-3.3 and broadened by adopting an energy resolution of 3%
(AE=0.03xE). The capture cross section was lowered by multiplying an energy dependent factor so
that the average cross section became to be almost the same as JENDL-3.2 [6]. The elastic scattering
cross section was calculated as differences between total and non-elastic scattering cross sections.

For the other nuclides, cross sections calculated from resonance parameters given in JENDL-3.3
were compared with experimental data. For the resonances of which cross section had large
discrepancies, their resonance parameters were revised. The fission cross section of **Cm shown in
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Fig. 1 is an example of such cases.

Average thermal cross sections were obtained from experimental data. Resonance parameters of
negative and low-lying resonances were adjusted to reproduce the thermal cross sections. For example,
the thermal capture cross section of **'Am was summarized in Table 1. The average cross section is
697 b which is 9% larger than JENDL-3.3. Experimental data of the total cross section are smaller
than present evaluation, but they were ignored because they were old measurements reported in 1955.

Table 1 *'Am(n,y) cross sections at 0.0253 eV

JENDL-3.3 639.5b
Kalebin (1976) 624 +20b
Shinohara+ (1997) 854+ 58b
Fioni+ (2001) 696 +48 b
Bringer+ (2006) 714+23b
Present 697.1b

Unresolved resonance parameters were re-evaluated for many nuclides. Upper boundaries of the
unresolved resonance region were determined to be high enough for calculation of self-shielding
factors. Parameters were determined with ASREP code [7] so as to reproduce the cross sections
evaluated in the unresolved resonance region. The option of ENDF format (LSSF=1) that means those
parameters are used only for self-shielding calculations was selected.

For minor nuclides which have no experimental data of resonance parameters, no resolved and
unresolved resonance parameters were given. If no experimental data are available at the thermal
neutron energy, thermal capture and fission cross sections were estimated from their systematic trend.
Cross-section shape of 1/v was assumed for the both reaction. The elastic scattering cross section was
calculated from scattering radius obtained from CCONE calculation. Upper boundaries of the I/v
region were estimated to be a half of average level spacing.

3. Smooth cross sections above the resonance region

3.1 Theoretical calculation with CCONE code

Above the resonance region, theoretical calculation was widely performed with CCONE code
[8] developed by O.Iwamoto. CCONE code is based on the coupled channel optical model, DWBA,
pre-equilibrium exciton model and statistical model, and calculates the fission cross sections for
evaluation of actinoid nuclides. Figure 2 is an example of fission cross sections calculated with
CCODE code. The experimental data of *Am fission cross section are fairly well reproduced with
CCONE calculation. \

Since the fission cross section is calculated well, results for the other reactions could be
expected to be reliable. An example is the *U(n,2n) reaction cross section shown in Fig. 3. The cross
section of JENDL-3.3 was determined from the experimental data of Frehaut et al.[9,10] In the present
work, the data of Frehaut et al. were considered by multiplying a factor of 1.1 to normalize them to
recent experimental data around 14 MeV, because they were systematically smaller than other
experimental data. A CCONE calculation reproduced quite well the modified Frehaut’s data. Therefore,
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the result of CCONE calculation was adopted for JENDL/AC.

The capture cross sections calculated with CCONE code are also in good agreement with
experimental data as shown in Fig. 4. The results of CCONE calculation were adopted for many
nuclides.

The isomeric ratio (IR) of **' Am(n,y) reaction was also calculated with CCONE code, and the
IR to the ground state (IR,) was normalized to 0.85 at 500 keV. At the thermal neutron energy, several
experimental data are available. An average value of the experimental data (0.896) was adopted below
0.1 eV, and straightly connected to the normalized CCONE calculation at | eV. An average IR, is
0.878 in a typical PWR and 0.850 in an FBR. Nakamura et al. [11] measured the thermal cross section
of *'Am(n,y)***Am reaction, and reported the value of 628+22b. Present evaluation for IR and
thermal cross section gives a value of 625b which is consistent with their new measurement.

Calculated with CCONE code were also the angular distributions of elastically scattered
neutrons, double differential cross sections, and fission neutron spectra. Concerning the fission spectra
of important nuclides, the data of JENDL-3.3 were adopted below about 5 MeV, and CCONE
calculation above that energy.

3.2 Fission cross sections

The fission cross section can be calculated well with CCONE code by adjusting model
parameters. However, it was evaluated based on available experimental data as much as possible. For
the main actinides of °U, *°U, ?*U, #°Pu, *Pu and **'Pu, the simultaneous evaluation method was
applied. SOK code [12] developed by Kawano for JENDL-3.3 evaluation was used for this purpose.
Comparison of *°U fission cross section with recent experimental data (Fig. 5) shows that JENDL-3.3
may be too large. This means that recent experimental data are smaller than old ones. Only the recent
experimental data reported after 1980 were used for the U fission cross section in the present
simultaneous evaluation.

For minor actinoid nuclides having experimental data, they were determined by using GMA
code [13,14] which is a code based on the least-squares method. Ratio data to *°U or *’Pu fission
cross sections were transformed to the cross sections by using JENDL-3.3 data for ’U and *°Pu. An
example is given in Fig. 6.

For the other minor nuclides which have no or less experimental data, results of CCONE
calculation were adopted.

4. Conclusion

The current data for JENDL/AC are certainly better than JENDL-3.3. They are in better
agreement with experimental data, and with integral experimental data such as k-eff of reactors and
critical assemblies. Prediction of number of nuclides measured by post-irradiation experiments has
been improved. The data of JENDL/AC will be further improved before its release. For example, the
model parameters of CCONE calculation for important nuclides will be improved by adjusting them to
integral experiments.
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2.3 Neutron Cross Section Measurement of MA

Hideo HARADA
Nuclear Science and Engineering Directorate, Japan Atomic Energy Agency
Tokai-mura, Naka-gun, Ibaraki-ken 319-1195
e-mail: harada.hideo@jaea.go.jp

Obtaining accurate neutron cross sections of minor actinides (MAs) is one of the most
important issues in current nuclear data field. Over the last decade, various
progresses have been done on the measurements of MAs. The new measurements
made it clear that there are still unacceptable discrepancies between the measurements.
Current situation on these problems is reviewed using the example of 237Np. To solve
the problems clearly, further efforts should be done to reduce the experimental
uncertainties and then compare the high quality results obtained independently each

others.

1. Introduction

Accurate neutron cross sections of minor actinides (MAs) are required for the
quantitative studies of a nuclear transmutation system or an innovative nuclear fuel
cycle system, in which huge amount of MAs are transmuted or treated [1,2]. Over the
last decade, significant efforts have been done on the measurements of MA in Japan and
in the world. In this report, the recent progresses of this decade are reviewed focusing
on the measurements of the neutron capture cross section of 237Np as one of the most

important nuclear data of MAs, and then future issues to be solved are discussed.

2. Neutron capture cross section of 237"Np for thermal neutrons

Short history on the measurement of the neutron capture cross section of 237Np for
thermal neutrons was summarized in Table 1. Brown and Hall[3] measured the
thermal neutron capture cross section of 23’Np by counting o particles emitted from
237Np and 238Pu, and obtained a value of 172+7 b. Smith ef a/ [4] measured the total
cross section of 237’Np by a transmission method and reported a value of 170+22 b,
where the contribution of the scattering cross section was calculated and subtracted
from the total cross section. Tattersall et al [5] obtained it as 1693 b by a pile
oscillation method. Schuman and Berreth [6] measured it as 185+ 12 b by an
activation method by counting o particles emitted from 237Np and 238Pu as Brown et al
did.
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Since 1984, three independent measurements of the cross section have been
performed by an activation method with high-resolution Ge detectors for counting y rays.
Jurova et al [7] reported the value as 158+4 b. Kobayashi et al [8] obtained almost
the same value as Jurova et al.  Katoh et al. [9] deduced the thermal neutron capture
cross section as 141.7£5.4 b. All of three data measured by a y ray spectroscopic
method are much smaller than those measured by other methods. To deduce the
neutron capture cross section by an activation method with y ray spectroscopy, the
relevant y-ray emission probabilities are used. Harada et al [10] pointed out that
these decay data could be an origin of the discrepancies on the neutron capture cross
section of 237"Np shown in Table 1. To examine the hypothesis, they measured the
relevant emission probabilities of the 312-keV y ray from the decay of 233Pa and the
984-keV y ray from the decay of 238Np. The obtained emission probabilities were used
to correct the thermal neutron capture cross section of 237Np reported previously. For
example, the value reported by Katoh et al becomes 168+6 b. The cross section was
also independently determined [10] as 169%6 b by irradiating 237Np sample in the
research reactor of Kyoto University (KUR) and counting a rays emitted from 237Np and
238Pu with a Si detector. Here, we need to note that Harada ef al/ measured the
effective capture cross section and needed to use 0.982 as the Westcott g factor and 6.27
+0.41 [9] as the so value to deduce the thermal neutron capture cross section of 237Np.
The careful evaluations of the g and also the so factors are important, as well as the
accurate measurements of these quantities by TOF measurement methods. The
comparison of the so determined by activation methods and TOF methods will be

valuable.

Table 1 Summary of 237Np capture cross section measurements for thermal neutrons

Authors (year) oo (b) Methods
Harada et al. (2006) 169+4 Activation, a&y
Katoh et al. (2003) 141.7+54 Activation, y
Kobayashi et al. (1994) 158+3 Activation, y
Jurova et al. (1984) 158+4 Activation, y
Schuman et al. (1969) 185+12 Activation, o

Tattersall et al. (1960) 169+3 Pile Oscillation

Smith et al. (1957) 170+ 22 otor - osca(CAL)

Brown et al. (1956) 1727 Activation, a
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3. Neutron capture cross section in keV region

The measurements of the neutron capture cross section of 23’Np in keV region
published in this decade are reviewed here. In 2002, Kobayashi et al. have measured
the cross section [11] for the energy range between 0.004 eV and 10 keV using a pair of
CsDs scintillation detector and 1 g of 23"Np sample at 12 m neutron flight path at the
Kyoto electron linear accelerator facility. Shcherbakov ef al measured it [12] for the
energy range between 0.02 eV and 1 keV using a 47 BGO scintillation detector and the
same sample at 22 m neutron flight path. Esch et al measured it [13] for the energy
range between 0.02 eV and 200 keV using a 4n BalF2 scintillation detector and the 237Np
sample of 0.44 mg at 20 m neutron flight path at the Manuel Lujan Jr. Neutron
Scattering Center at the Los Alamos Neutron Science Center (LANSCE). These data
are compared in Fig. 1. The data published before 1997 are not included in Fig. 1.
The discrepancies between these data are within about 15 % for the energy region below
100 eV. Although the cross section has been measured in the n-"TOF project [14] for the
energy range between 10 eV and 1 keV using a 41 BaFe scintillation detector at 185 m
neutron flight path at the proton synchrotron in CERN, the absolute cross section is not
shown in ref. [14]. Recently, Mizumoto ef al have measured [15] the cross section
using a 4n Ge spectrometer [16] for the energy range between 0.02 eV and 1 keV using
two kind of 237Np samples at 10 m neutron flight path at the Kyoto electron linear
accelerator facility. The data are expected to be evaluated and contribute to reduce

furthermore the uncertainties for the energy range below 100 eV.

10000 T T T
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1000
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Cross Section (b)
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Fig. 1 Recent measurements of the capture cross section of 23"Np by TOF methods

On the other hand, the discrepancy increases for higher energy region, and also the
data available is very limited as was shown in Fig. 1. Accurate measurements and
evaluations of the cross section above a few hundred eV will be a very important issue to
be solved.
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4. New Possibilities in Japan

A new beam line for the nuclear data measurement [17] is under construction at
J-PARC. The line enables the measurement of nuclear data with a small amount of
sample as a function of neutron energy by a TOF method, which is expected to be a
powerful tool for the measurements of nuclear data on MAs.

For the measurement of neutron cross sections for MeV neutrons, a utilization of an
activation method using fast reactor neutrons supplied by the Yayoi reactor is under
investigation by Nakamura ef a/[18]. On the other hand, quasi-mono energy neutrons
have been available since 2007 at the 4 MeV Pelletron accelerator laboratory in the
facility of radiation standards of JAEA tokai center. The measurement system of
neutron capture cross sections for keV-MeV neutrons is under development by Segawa
et al[19].

In order to deduce the neutron capture cross section, the inverse reaction cross section
of neutron capture, that is, the photo-neutron cross section could be used by combining
with the statistical model calculation. The precise measurement method of the
photo-neutron cross section is under development using laser-Compton scattering
photons in Japan [20]. This method will be an especially important tool in the case
that the sample for the neutron capture cross section is not available, for example, 79Se.
On the other hand, the surrogate reactions have been utilized to deduce the fission and
capture cross sections in the world [21]. The possibility utilizing the reaction with the
JAEA-tokai tandem accelerator has been discussed by Makii et al [22].

5. Summary

Current status on the neutron cross sections of MAs has been reviewed. Various
efforts on the measurements of neutron cross sections of MAs have been done to
overcome the inherent experimental difficulties. Although different measurement
methods sometimes gave discrepant results, studies on the origins of these
discrepancies are effective to reduce experimental ambiguities, as was discussed using
an example.

In second, the severe situation of the cross section of MAs above a few hundred eV has
been pointed out. However, many new approaches are under development and new
facilities will be soon available in Japan. It is highly expected that the high quality
experimental data of MAs being superior to the present ones will be obtained utilizing
the new approaches and new facilities in the next decade, which will be a fundamental

data for realizing a full-scale management of MAs.
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2.4 Nuclear data measurement project at J-PARC MLF

Yoshiaki Kiyanagi
Graduate School of Engineering, Hokkaido University, Japan
E-mail:Kiyanagi@qe.eng.hokudai.ac.jp

Abstract: Nuclear data of LLFP and MA are important for the future nuclear systems. J-PARC MLF is
one of the most intense pulsed neutron sources in the world and can be utilized for the nuclear data
measurements. A project to install a beam line for the nuclear data measurements is under progress. Here,

the outline of the project and the present status of the beam line development is described.

1. Introduction

Advanced reactor systems such as fast breeder reactors and accelerator driven systems which are used for
transmutation of long lived fission products (LLFP) and minor actinide (MA) are now under planning,
which will be very useful for reducing MA and LLFP, and also for public acceptance if considering the
increasing use of the nuclear power plants in future. For the optimum design of the advanced reactor
systems, precise nuclear data are indispensable.

In Japan now being constructed is the high intensity neutron source, IMW power JSNS (Japan Spallation
Neutron source) in the material and life science facility (MLF) at J-PARC (Japan-Proton Accelerator
Research Complex). The produced neutron intensity is very high and expected to be a little bit lower than
1.4 MW power SNS in USA, which is under commissioning now. Therefore, it is good opportunity to
utilize JSNS for the nuclear data measurements. We are promoting a project, “Study on nuclear data by
using a high intensity pulsed neutron source for advanced nuclear systems” entrusted by MEXT in order to
measure the nuclear data of MA, LLFP and relating nuclides. Outline of this project will be described next
chapter.

Major part of this project is the measurements of the neutron capture cross section of MA and LLFP at
J-PARC MLF. So, we are now preparing the experimental equipments and shields for the measurements.
The samples we are now considering are Cm as MA, and Zr-93, Tc-99 and so on as LLFP. Main detector
is the high resolution Ge detector system covering large solid angle and the improvement of this system is
being performed and shields for neutrons and gamma-rays are also being placed. The sample preparation
is important part of this kind of measurements, so the MA and LLFP samples are carefully designed,
purchased and inspected. In 2008 the first beam will be provided at J-PARC MLF. We are preparing the
experimental setup to start the commissioning just after the first beam.

Here, I would like to explain the outline of the project and present status of the project concerning mainly

to the J-PARC nuclear data measurements.

2. Outline of the project
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The project is being performed by 8 organizations, Hokkaido University, Tokyo Institute of Technology,
JAEA, Tohoku University, Kyoto University, Nagoya University, AIST, and Konan University. This project
consists of (1) J-PARC experiments, (2) Experiments at other facilities, (3) Sample preparation, and (4)
Evaluation of nuclear data, construction of sensitivity analysis system, and benchmark calculation. The
experiments at other facilities are divided into two categories. One is cross section measurements
complementally supporting the J-PARC experiments, namely, the thermal neutron capture cross section for
stable nuclei, the neutron cross section relating LLFP, and the capture cross section measurements using the
inverse reaction, (y,n). The last one is unique method to get the capture cross section information of the
samples which can not be prepared. The other is the fission experiments, namely, the first part of this is
fission cross section measurements of MA and mass distribution measurements, and the second is decay
heat measurements. The sample preparation is executed for the capture cross section measurements and
also the fission cross section measurements of MA. Concerning to the last item, we are aiming at construct
the user friendly sensitivity analysis systems to supply the new and existing reliable cross section data for

the design of the advanced nuclear systems.

3. Structure of J-PARC

J-PARC is consisted of several facilities as shown in Fig. 1(1), hadron experimental facility, neutrino
facility, and materials and life science facility (MLF). In future accelerator-driven transmutation
experimental facility is also planed to construct. Neutron and muon beam experiments will be performed at
MLF. There are three hydrogen moderators in JSNS. Two moderators for the high resolution experiments, a
decoupled and a decoupled-poison moderator, sit above the mercury target, and a high intensity type
moderator, a coupled hydrogen moderator, is placed under the target. The target-moderator-reflector system
is shown in Fig.2(1). The moderators and the target are surrounded by beryllium reflector. 23 independent
neutron beams are supplied for the experiments. The beam line No.4, BL04 was assigned to the nuclear

data measurements, and BL04 is looking at the high intensity type moderator(2-4).

Poisoned moderator

Decoupled moderatot

Be reflector

b
Hg target
Coupled moderator
Fig. 1 Bird’s eye view of J-PARC. JSNS is in the ..
Material and Life Science Facility. Fig. 2 Target-moderator-reflector system

of JSNS. The coupled moderator under the
target supplies the neutron to BL04.
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4. Present status of the preparation concerning to J-PARC experiments

The moderator used is placed under the target, so the spatial distribution of neutrons on the moderator
surface is expected to be asymmetric. We performed a simulation experiments at the electron linac facility
at Hokkaido University to know the spatial distribution and to verify the simulation calculations. The
simulation experiments showed the asymmetric feature of the spatial distribution, where the intensity
decreased with increasing the distance from the target, and become flatter with decreasing the energy. The
same tendency was observed in the simulation results obtained for the experimental setup, indicating that
the simulation calculation gave correct answer for the spatial distribution. After then, we performed
simulation calculation on the JSNS moderator. Figure 3 shows the resultskof the spatial distribution of the
neutrons from the coupled moderator. The results clearly show the higher intensity toward the target side
and that the tendency become mild with decreasing the energy as discussed above. Further study on the
intensity distribution at the sample position was performed, and the beam line height was determined by

using these data.
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Fig. 3 Intensity map near the moderator surface of the coupled moderator. x is
horizontal orientation and y is vertical orientation. The target sit over the top of the y
axis. Upper part intensity is higher in the higher energy case (see lower 3 cases) and

the asymmetry become mild with decreasing the energy (see upper 3 case).

The shield calculation of beam line is very important, so we performed the Monte Carlo calculation by
using the Phits code(5). The outline of the beam line shield is shown in Fig. 4. The Ge detector system
will be placed in the middle part of the shield, and a scintillation detector and beam monitor systems will be

set in the downstream part. The shielding calculation was done in many cases, and the results shown in
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Fig. 5 is the case where a sample was set at the proper position on the beam line, which indicated that the
shield including iron, borax-resin and concrete in the upstream and the middle part and the borax-resin and
concrete in the downstream part had enough shielding performance.

The Ge detector system

was used to be utilized at the Horizontal cut view

Middle part fundamental shield

electron linac at Kyoto

Upstream fundamental shield

University. However, the

neutron intensity at MLF is

much higher than this facility,

and also it is expected that the

Vertical cut view

sample to be measured may
include other nuclei as
impurities. Therefore, some

improvements are required for

the detector system.  The

existing 4 cluster detectors are
exchanged by 8 coaxial Ge Fig. 4 Structure of the shield of BL04 beam line. This consists of
detectors to improve the mainly three parts: Upstream, middle part and downstream
accuracy  identifying  the  fundamental shield. Beam stop is placed at the end of beam line.

nuclei, a detector shield is

placed around the detector
to get good S/N, and
high-speed data acquisition

systems are being

developed for high

counting rate

measurements at MLF. The

improvement  will  be

scheduled to be completed
at the beginning of FY
2009.

Complementary

measurements were

Fig. 5 Calculated results of neutron shield. Upper figure is for horizontal
performed for the stable

) ) ) and lower for vertical case.
nuclei at Kyoto University.
Figure 6 shows examples of cross section data for Pd-105 and Pd-108. There exists difference between the

present results and JENDL data and detailed analysis is under progress. Furthermore, it is verified that by
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using time gate applied at a certain region of time-of-flight we can identify the y-ray signals from each

nucleus.

The samples are being carefully prepared and the impurities are analyzed. Samples prepared are
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200

following: Cm-244, Cm-246,
Tc-99, Zr-93, Zr-96, Pd-105
and Pd-108 for the capture
experiments, and Cm-245 and
Cm-248 for the fission cross 19

Tc-99

Counts / Charnel

section measurements.
sample was analyzed as shown

in Fig. 7 and found was that the

280, 301, 308

®To 241,70V

e To 10226V

o 1242507 3

W

oV

®re 111.31aV

(e

effect of the impurity on the
cross measurement was very
small, since no peaks other than

Tc-99 were observed. It was

10°
TOF [ ch ]

W

Fig. 7 Time of flight spectra of Tc-99 neutron capture.

indicated that the Cm-244 sample included Cm-243 and Cm-245 by y-ray analysis and a method to

decrease these y-rays from impurity nuclei is discussed. The preparation is still continuing.

5. Conclusion

The fundamental shield of BL04 will be completed until end of FY 2007. The detector improvement and

the sample preparation are also under progress.

We will start the commissioning after the beam delivery

scheduled in 2008, and have to perform many things before the sample measurements.

The instruments for the measurements at other facilities are almost prepared and the measurements are Fig.
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now under progress. The last items concerning to the nuclear data evaluation and so on are proceeding

according to schedule or earlier.
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Abstract
Covariances of the self-shielding factor and its temperature gradient for the uranium-238 neutron
capture reaction have been evaluated from the resonance parameter covariance matrix and the sen-
sitivity of the self-shielding factor and its temperature gradient to the resonance parameters. The
resonance parameters and their covariance matrix for urantum-238 were taken from JENDL-3.3,
while the sensitivity cocfficients were calculated by varying resonance parameters and temperature.
A set of computer code modules has been developed for the calculation of the sensitivity coefficients
at numerous resonance levels. The present result shows that the correlation among resonance pa-
rameters yields a substantial contribution to the standard deviations of the self-shielding factor and
its temperature gradient. In addition to the standard deviations of these quantities, their correlation
matrices in the JFS-3 70 group structure are obtained. The covariance is applied to evaluation of the
Doppler reactivity uncertainty for a typical 600 MWe-class sodium-cooled fast breeder reactor core.

1 Introduction

Doppler reactivity has been recognized as one of the most important safety parameters among the self-regulation char-
acteristics of reactors, and a high accuracy in the prediction of the reactivity has been vigorously sought in reactor
design. To improve the prediction accuracy in fast reactor systems, Doppler reactivities at various critical assemblics
have been measured [1, 2, 3, 4, 5, 6] and analyzed [7, &, 9].

In standard sensitivity analyses of nuclear characteristics, the relative sensitivity of a nuclear characteristic R to
the infinite dilution cross scction oy, Sps = (0oc/R)(0R/06+ ) has been used. The sensitivity analysis system
SAGEP [10] has used this relative sensitivity coefficient for improving the adjusted reactor constants with fixed self-
shielding factors. This formalism is not applicable to temperature-related nuclear. characteristics such as Doppler re-
activity, however, because such characteristics depend on the self-shielding factor as well as the infinite dilution cross
section. Regarding the temperature gradient of the self-shielding factor as a “pseudo cross section”, the relative sen-
sitivity of the temperature-related nuclear characteristic R to the temperature gradient of the self-shielding factor «,
Skr.o = (a/R)(OR/J«), can be introduced. If the temperature gradient is defined using the logarithmic derivative of
the self-shielding factor with respect to temperature, a = (1/f)(df/dT’), the coefficients Sg ,, can be obtained from the
sensitivity cocefficients of cffective ncutron multiplication factor keg to the infinite dilution cross section Sy, o [11].

TPresent address: Nuclear Data Section, International Atomic Energy Agency (TAEA), Wagramerstralie 5, P.O.Box 100, A-1400 Wien, Austria
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In this background, the SAGEP system was extended to temperature-related nuclear characteristics, and an adjusted
reactor constant ADJ2000 was obtained by using the coefficients S o for the Doppler reactivities measured in ZPPR-9
and FCAXVII-1 experiments [11, 12].

Much effort has been devoted to evaluating nuclear data covariance [13, 14, 15, 16] for two data libraries of JENDL-
3.2 [17] and JENDL-3.3 [18], and the resonance parameter covariance matrix of 233U is also available for the present
study. Therefore, a more precise evaluation of the uncertainty in Doppler reactivity is now possible and should be done
on the basis of recent progress in nuclear data evaluation.

We report an evaluation of the covariances in the self-shielding factor f and its temperature gradient v in relation to
the 238U neutron capture reaction on the basis of microscopic nuclear data and newly developed computer code modules
taking into account the correlation among resonance parameters |. We also demonstrate Doppler reactivity uncertainty
for a typical 600 MWe-class sodium-cooled fast breeder reactor core evaluated with our covariances.

2 Evaluation of Covariances of the Self-Shielding Factor and its Tempera-
ture Gradient
We evaluate the covariances of the self-shielding factor & f7 (T)/ f{ .(T) and its temperature gradient o (T') /o] (T

for the 238U neutron capture reaction. Hereafter, we omit the suffix i for isotope and ¢ for reaction channel. Error
propagation from resonance parameters to the self-shiclding factor and its temperature gradients are

P ’(ngdfg _ Z&afg‘&afgpéfi(Sl’J:Z 9 Ip dx; (SI‘J (1)
9" fa fo’ f9 0z; f9" 0x; " x; xy = Vap ay
- ’56%9(50457 _ Z&aag&aag p%é& ZSqqu 61‘15.15]. )
9 a9 = a9 dx; a9 Oz, T T w g x;
i
where
044 : Correlation matrix of self-shielding factor { f9}
74g' 1 Correlation matrix of temperature gradient {9}
T; : Resonance parameter x={z;}=(E,1,I'n 1,0y 1, ...)
Pij : Correlation matrix of resonance parameter x
0x; : Absolute standard deviation of resonance parameter z;
s) . Relative sensitivity coefficient of self-shielding factor f9 to resonance parameter x;
S? : Relative sensitivity coefficient of temperature gradient a9 to resonance parameter x;

The relative sensitivity coefficients s? and S7 are defined as
Y i i

i afI 7T

Az T) = ot e )
1 dal aT

S9(x,T) = ag(fc,,T) a;:i ). (4)

The summations in Egs. (1) and (2) are taken over all resolved resonance parameters. By equating g and g’ in Egs. (1)
and (2), we obtain the relative standard deviations of the self-shielding factor and its temperature gradient in the g-th

group,
5f9\ 2 Sz 61 ; .
(79”) - Zs S 5)
o tot T _7
a9\ 2 5 .0 ‘
<£_> _ Z 59575, 02192 ©)
ad /) ot Ti Tj

ISce [19] for details in methods and results of this work.
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From Egs. (1) and (2), the correlation matrices 0, and 74,/ can be expressed as

bz 0z 5f96F9
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gy = ;j s?sj Pij . ——x]- /(——*fg *——“fg, > , (7)
v Oy 0 sad 59
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In the present work, the resonance parameter set © = {x;} and its covariance matrix V' (V;; = p;;0z;0x;) are taken
from the evaluated nuclear data library JENDL-3.3, while the sensitivity coefficients s? and S? are obtained using a
newly developed code system ERRORF [20].

In the current evaluation, we take the resonance parameter set « and its covariance matrix V' from evaluated nuclear
data files compiled in the ENDF-6 format [21]. Among the major evaluated nuclear data libraries, JENDL-3.3 is the
unique solution in the present study because the other libraries do not include the resonance parameter covariance matrix
in their 228U data evaluation. 2

Sensitivity coefficients of the self-shielding factor f9 and its temperature gradient o9 with respect to the i-th res-
onance parameter, sJ and S7 are calculated according to their definition in Egs. (3) and (4). We modify Eq. (3) for
numerical calculation of SY,

r; 09z, T) 1 9s¥(x,T)

g —
@)= 5T o a@T)  oT

)

The self-shielding factor f9(x, T') is obtained from the resonance parameter set  using NJOY [22]. The neutron
flux ¢(E, T, op) is calculated according to the Bondarenko model,

C(E)

ET,0p) = —=2)
H(E,T, o) o(x,E,T)+0p’

(10)

where C'(F) is a weighting function (a priori flux) for which we take an analytic form of the Maxwell distribution +
(1/F) + fission neutron distribution.

Calculation is done from the upper boundary of the thermal region (~ 3 eV) to the upper boundary of the resolved
resonance region (10 keV) in the 70 group structure defined in the JFS-3 (JAERI-Fast Set Ver.3) format [7, 23]. Energies
of upper boundaries in the 70 group structure are tabulated in Table 1 for fast reactors.

3 Results and Discussions

3.1 Self-Shielding Factor and Temperature Gradient

The self-shielding factor f9 and its temperature gradient a9 for 238U neutron capture reaction are shown in Fig. 1. The
neutron capture cross section of 28U at 300 K in JENDL-3.3 is also plotted in Fig. 1. In the figure, the correlation
between the position of the resonance level and the self-shiclding factor is clearly scen below 200 ¢V, where level
spacing is wider than the energy widths of groups. Then f9 takes unity if there is no resonance level in the group
except a small resonance tail effect. On the other hand, level spacing is narrower than the energy widths of groups
above 200 eV, and number of levels per group gradually increases with neutron energy. The self-shielding factor then
increases monotonically with neutron energy and approaches unity. Temperature gradient 9 is in the order of 1074 if
resonance levels exist in the g-th energy group. Below 200 eV, the temperature gradient is enhanced around positions
of the resonance levels although the self-shielding factor f9 shrinks due to neutron absorption by resonance. However,
the trend is masked by many resonance levels above 200 eV.

3.2 Uncertainties in Self-Shielding Factor and Temperature Gradient

The relative standard deviation (1) of self-shielding factor §f9/f9 and its temperature gradient §a9 /a? are shown in
Fig. 2 (labeled “tot”). The correspondence of the position of resonance level to 6 f9/f9 and 69/ is still visible,
as we sce in Fig. 1; however, 0f9/f9 and 69 /a? arc also affected by the resonance levels outside the g-th group.

2The resonance parameter set and its covariance matrix of 238U evaluated for JENDL-3.2 is adopted in JENDL-3.3
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Table 1: Upper energy boundarics in the JFS-3 70 group structure [23]. *“1.00000E+07” mcans “1.00000 x 107 ¢V”.
Group Energy Group Energy Group Energy Group Energy

1 1.00000E+07 21 6.73795E+04 41 4.53999E+02 61 3.05902E+00
2 7.78801E+06 22 5.24752E+04 42 3.53575E+02 62 2.38237E+00
3 6.06531E+06 23 4.08677E+04 43 2.75365E+02 63 1.85539E+00
4 4.72367E+06 24 3.18278E+04 44 2.14454E+02 64 1.44498E+00
5 3.67879E+06 25 2.47875E+04 45 1.67017E+02 65 1.12535E+00
6 2.86505E+06 26 1.93045E+04 46 1.30073E+02 66 8.76425E-01
7 2.23130E+06 27 1.50344E+04 47 1.01301E+02 67 6.82560E-01
8 1.73774E+06 28 1.17088E+04 48 7.88932E+01 68 5.31579E-01
9 1.35335E+06 29 9.11882E+03 49 6.14421E+01 69 4.13994E-01
11 8.20850E+05 30 7.10174E+03 50 4.78512E+01 70 3.22419E-01
12 6.39279E+05 31 5.53084E+03 51 3.72665E+01

13 4.97871E+05 32 4.30743E+03 52 2.90232E+01

14 3.87742E+05 33 3.35463E+03 53 2.26033E+01

15 3.01974E+05 34 2.61259E+03 54 1.76035E+01

16 2.35177E+05 35 2.03468E+03 55 1.37096E+01

10 1.05399E+06 36 1.58461E+03 56 1.06770E+01

17 1.83156E+05 37 1.23410E+03 57 8.31529E+00

18 1.42642E+05 38 9.61117E+02 58 6.47595E+00

19 1.11090E+05 39 7.48518E+02 59 5.04348E+00

20 8.65170E+04 40 5.82947E+02 60 3.92786E+00

Group
60 55 50 45 40 35 30

T v M T T T T T ¥ T

10°F (2 .

1 " i A . il
10° 10° 10*
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Figure 1: (a) Neutron capture cross section of 233U in JENDL-3.3 at 300 K. (b) Self-shielding factor f9 for 233U neutron
capture reaction in the JFS-3 group structure (7=600, 800, 1000 K, 0,=37 barn). (c) Same as (b), but for temperature
gradient o at 800 K.
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Figure 2: (a) Relative standard deviation (10) in self-shielding factor 6 f9/f9 for 238U neutron capture reaction in
the JFS-3 group structure (7=800 K, 0,=37 barn). “tot” gives the contribution of both variances and covariances of
all resonance parameters. “var” is the same as “tot”, except that correlations are ignored. (b) Same as (a), but for
temperature gradient da? /a?. (c) Relative standard deviations (1 ¢) in neutron width 6T, ; /T, ; (upper) and capture
width 0T, ; /T, ; (lower) compiled in JENDL-3.3 [14] for neutron-induced 238U reaction.

Above 200 eV, fluctuations in § f9/f9 and a9 /a9 are smaller than those at lower energy, and they are less than several

percent.
In order to investigate the contributions of diagonal elements (variance) and off-diagonal elements (covariance) in

matrix V to (6f9/f9)2., and (6a9/a9)2,,, we decompose them to two terms:

5 2 5f9 2 -
(%)r t B <—ff;) +PCC_’V[5gOl'/$]: an
2 2,r
() = () +oenisoaa) (2
tot var

where the terms “var” and “cov” for the self-shielding factor f9 are defined as

(%i)i = > > 51’5%5 =3 (s9)? (&) . (13)

leL, i,jEM, i
63:1 0
peovlsioz/z] = 3 D s o (=) (14)
I€EL, i,5EM, J
(635 is Kronecker’s delta). Note that péj = 11if¢ = j. Similar terms can also be defined for the temperature gradient

o, The contribution of variance is shown in Fig. 2, labeled “var.” The significant contribution of correlation between
resonance parameters is visible in the deviation of “tot” from “var.”” This shows that the correlation among resonance
parameters should be taken into account in the evaluation of the uncertainties.

In the evaluation of uncertainty in Doppler reactivity, the correlation matrices of self-shielding factor and its tem-
perature gradient among groups are required. The obtained correlation matrices 6,4 and pg4 given in Egs. (7) and (8)
are tabulated in the main publication [19].



JAEA-Conf 2008-008

. 02t -
o
%
X 04t E
>
z
2
3 -06 b
ks
©
Q
08} E
1 k 1 " + ] | + + 1 1 + =
' | ' " (1M)dfIdT for 238U capture
o, for 238 capture

02k o, for natU fission exeveer |
- : o, for "0 elastic
c
S
£ 4
[
o
(8] b
2
B e ] e T g emmgnmnen]
I T - et
= aaress
O s
S .

ok R i

¥ ‘ . . . . I o
10" 10? 10° 10* 10° 108 10’

Neutron energy [eV]

Figure 3: Upper: Energy break down of the whole-core Doppler reactivity for the 600 MWe-class sodium-cooled fast
breeder reactor core. Lower: Sensitivity coefficients of the Doppler reactivity for the 600 MWe-class sodium-cooled
fast breeder reactor core.

4 Evaluation of Doppler reactivity uncertainty for a 600 MWe-class sodium-
cooled fast breeder reactor core

The covariance obtained in the present work is applied to evaluation of Doppler reactivity uncertainty of a typical
sodium-cooled fast breeder reactor core which specification is as follows (BOEC - beginning of equilibrium cycle):

e Thermal power: 1,600 MWt

e Operating cycle: 365 days

o Puratio: 16.5% (inner core) / 20.5% (outer core)

e Pu composition: 3%(238) / 53%(239) / 25%(240) / 12%(241) / 7%(242)

e Burn-up reactivity loss: 2.5% dk/kk’/cycle

e Doppler coefficient: —8.0 x 1073 T'dk/dT (BOEC)

e Sodium void reactivity: 4.6$ (whole core, BOEC)

e Prompt neutron lifetime: 0.41 us (BOEC)

e Beta effective: 3.8 x 1073 (BOEC)

The energy break down of the whole-core Doppler reactivity obtained with the ordinary exact perturbation theory
is shown in the upper panel of Fig. 3, where we found that the most of the Doppler reactivity occurs in the energy
range from 500 eV to 2 keV. The sensitivity coefficients of the Doppler reactivity related to the temperature gradient of
238U capture as well as infinite dilution cross sections of major nuclides and reactions are depicted in the lower panel
of Fig. 3, which were calculated by the generalized perturbation theory [24, 25, 26]. The sensitivity of the temperature
gradient and the energy break down of the reactivity show similar energy dependence but it is not for infinite dilution
cross sections, because the temperature gradient and infinite dilution cross sections mainly cause the direct and indirect
effect to the reactivity, respectively.

The nuclide- and reaction-wisc contributions to the Doppler reactivity uncertainty for the core evaluated with the
present covariance of the temperature gradient are shown in Table 2. The total uncertainty of the Doppler reactivity is
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Table 2: Nuclide- and reaction-wise contributions to the whole-core Doppler reactivity for the 600 MWe-class fast
breeder reactor core (04: Infinite dilution cross scction, 3: Delayed fission ncutron multiplicity, x: Fission ncutron
spectrum, v: Prompt fission neutron multiplicity, x: Cosine of outgoing neutron)

Nuclide Reaction  Quantity AR/R (%) Contribution
239py Fission 0o 1.84 293
24lpy Fission  f3 1.36 16.0
238y Inelastic o 1.15 11.4
239py Fission X 1.06 9.7
238y Fission 3 1.00 8.7
239py Fission [ 0.74 4.7
239py Capture 0o 0.70 42
23Na Elastic oo 0.63 34
nalfe Inclastic o 0.57 2.8
160 Elastic 0o 0.56 2.7
240py Fission (3 0.35 1.1
natpe Elastic Coo 0.34 1.0
239py Inelastic o4 0.27 0.6
BNa Capture 0 0.26 0.6
24lpy Fission 04 0.26 0.6
By Capture 04 0.24 0.5
242py Fission I5) 0.23 0.5
238y Capture  (1/f)df/dT 0.23 0.5
240py Fission Too 0.22 0.4
239py Fission v 0.15 0.2
natpe Capture 0o 0.14 0.2
2381y Fission v 0.14 0.2
240py Fission v 0.14 0.2
240py Capture 04 0.13 0.1
238y Fission 0o 0.11 0.1
238y Elastic oo 0.11 0.1
241py Capture oo 0.08 0.1
23Na Inclastic 0o 0.07 0.0
natfe Elastic i 0.05 0.0
2351 Fission oo 0.05 0.0
235y Fission 3 0.04 0.0
23Na Elastic  p 0.03 0.0
L5y Capture 04 0.03 0.0
160 Elastic i 0.02 0.0
241py Fission v 0.02 0.0
2357 Fission Y 0.02 0.0
160 Inelastic 0o 0.01 0.0
natCr Elastic I 0.01 0.0
natNj Elastic " 0.01 0.0
2351y Fission v 0.01 0.0
2351 Inelastic o4 0.01 0.0
238y Elastic I 0.01 0.0
12¢ Capture 04 0.00 0.0
239py Elastic s 0.00 0.0
FP(**°Pu) Capture 0 0.00 0.0
Total 3.40 100.0
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3.4% (10). where the major contributions come from 23?Pu fission and ?*®U inelastic cross sections, delayed neutron
fractions of 24'Pu and 233U (), and 239Pu fission spectrum ()). The temperature-gradient of 2**U capture contributes
to the total Doppler reactivity uncertainty only by 0.5% in the present case.

5 Conclusions

We have derived covariances of self-shielding factors and their temperature gradients from the resonance parameter
covariance matrix and the sensitivity coefficients of the self-shielding factor and its temperature gradient with respect
to resonance parameters in JENDL-3.3. In order to calculate the sensitivity coefficients for nuclides with numerous
resonance levels according to the derived equations, a new system ERRORF has been developed to obtain covariance
matrices of self-shielding factor and its temperature gradient. This system was then applied to the evaluation of co-
variances in the self-shielding factor and its temperature gradient for >*U neutron capture reaction at 7=800 K and
background cross section ¢,=37 barn in the JFS-3 70 group structure. We have shown that uncertainties in both the
sclf-shiclding factor and temperature gradient are substantially reduced if we include the correlation among resonance
parameters. Thus, we can conclude that the correlation among resonance parameters has a crucial role in the precise
evaluation of uncertainty in the self-shielding factor and its temperature gradient. Note that these values will not directly
influence the uncertainty in Doppler reactivity due to the fact that the uncertainty of each group is weighted using the
averaged flux and other quantities of the group.

We also evaluate the Doppler reactivity uncertainty for a 600 MWe-class sodium cooled fast breeder reactor core.
This results in rather small contribution induced from the temperature gradient of the 238U capture self-shielding factor,
compared with those from other nuclear data such as some infinite dilution cross sections, delayed neutron fraction, and
fission spectrum.
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2.6 Recent Nuclear Data Needs from Innovative Reactor Design
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Abstract

The Working Party on International Nuclear Data Evaluation Cooperation (WPEC) of the OECD
Nuclear Energy Agency Nuclear Science Committee (NEA/NSC) has established an International
Subgroup (Subgroup 26) to perform an activity in order to develop a systematic approach to define data
needs for Gen-IV and, in general, for advanced reactor systems. A comprehensive sensitivity and
uncertainty study has been performed to evaluate the impact of neutron cross-section uncertainty on the
most significant integral parameters related to the core and fuel cycle of a wide range of innovative
systems, even beyond the Gen-IV range of systems. In the present study, the integral parameter
uncertainties previously calculated have been revised by the use of preliminary covariance data developed
by joint efforts of several Labs within the Subgroup 26. As general features, the calculated integral
parameters uncertainties, resulting from the presently assessed uncertainties on nuclear data are probably
acceptable in the early phases of design feasibility studies. However, later conceptual and design
optimization phases of selected reactor and fuel cycle concepts, will need improved data and methods, in
order to reduce margins, both for economical and safety reasons. For this purpose, a target accuracy
assessment has been also performed in order to give a preliminary quantitative evaluation of nuclear data
improvement requirements (isotopes, nuclear reaction, energy range). The results of the assessment
indicated that a careful analysis is needed in order to define the most appropriate and effective strategy for
data uncertainty reduction. Priority issues are pointed out, and the role of integral experiments in order to
meet requirements is underlined. ’

1. Introduction

Recently, several movements to develop innovative reactors and related fuel cycle systems are
arising with strong international cooperation:

1) Generation IV (Gen-1V, hereafter)'): Concerns over energy resource availability, climate change, air
quality, and energy security suggest an important role for nuclear power in future energy supplies. While
the current Generation II and IIT nuclear power plant designs provide a secure and low-cost electricity
supply in many markets, further advances in nuclear energy system design can broaden the opportunities
for the use of nuclear energy. To explore these opportunities, the U.S. Department of Energy's Office of
Nuclear Energy, Science and Technology has engaged governments, industry, and the research
community worldwide in a wide ranging discussion on the development of next generation nuclear
energy systems known as "Gen-IV" from 2001. The members of the Gen-IV International Forum (GIF)
are totally 11 countries or areas in 2006: Argentina, Brazil, Canada, Euratom, France, Japan, the Republic
of Korea, the Republic of South Africa, Switzerland, the United Kingdom, and the United States. The
mile stone of Gen-IV project is approximately 2030, by the time, the Gen-1V reactor system would be
deployable and introduced.

2) Global Nuclear Energy Partnership (GNEP, hereafter)”: As a part of President Bush's Advanced Energy
Initiative which was declared at the beginning of 2006, GNEP seeks to develop worldwide consensus on
enabling expanded use of economical, carbon-free nuclear energy to meet growing electricity demand.
This will use a nuclear fuel cycle that enhances energy security, while promoting non-proliferation. Tt
would achieve its goal by having nations with secure, advanced nuclear capabilities provide fuel services
— fresh fuel and recovery of used fuel — to other nations who agree to employ nuclear energy for power
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generation purposes only. The closed fuel cycle model envisioned by this partnership requires
development and deployment of technologies that enable recycling and consumption of long-lived
radioactive waste. GNEP would demonstrate the critical technologies needed to change the way used
nuclear fuel is managed — to build recycling technologies that enhance energy security in a safe and
environmentally responsible manner, while simultaneously promoting non-proliferation. By the end of
2007, the number of joined countries with GNEP increased up to 19, China, France, Japan, Russia and the
United States, who are original GNEP partners, as well as Australia, Bulgaria, Ghana, Hungary, Jordan,
Kazakhstan, Lithuania, Poland, Romania, Slovenia, Ukraine, Italy, Canada and Korea, signed a
“Statement of Principles” in 2007, which addresses the prospects of expanding the peaceful uses of
nuclear energy, including enhanced safeguards, international fuel service frameworks, and advanced
technologies .

3) Fast Reactor Cycle Technology Development Project in Japan (FaCT, hereafter)’: In Japan, a joint team
of Japan Atomic Energy Agency (JAEA) and Japan Atomic Power Company (JAPC) had conducted a
comprehensive study on fast reactor cycle named “Feasibility Study on Commercialized Fast Reactor
Cycle Systems (FS)” since 1999. The Phase II of the FS was finalized in Mar. 2006 by selecting a
promising concept of fast reactor cycle system, namely a combination of the sodium-cooled fast reactor
(SFR) with oxide fuel, the advanced aqueous reprocessing and the simplified pelletizing fuel fabrication
systems. Thirteen innovative technologies were identified for further R&D to realize the concept of the
commercialization FRs, and twelve for fuel cycle facilities. After the process of check and review by
Japanese government, the results of the FS were confirmed. At the same time, a policy of FR cycle
introduction was discussed at governmental committees the documents of which state a start-up of a
demonstration fast reactor by 2025 and deployment of a commercial fast reactor cycle before 2050. Based
on all of these results, a new project, the FaCT Project was launched from Apr. 2006 by the joint Japanese
team focusing on development of the selected concepts.

Under these circumstances around innovative reactor development, an international expert group,
"Subgroup 26 (SG26, hereafter): Nuclear Data Needs for Advanced Reactor Systems™" was organized in
the framework of OECD/NEA Working Party on International Nuclear Data Evaluation and Cooperation
(WPEC) in Sep.2005. The activity period of SG26 is Sep.2005 — Mar.2008 (Report submission to
WPEC.) The final members of SG26 are, Salvatores (Coordinator, ANL, INL, CEA, FZK), Palmiotti
(INL), Aliberti, Taiwo, McKnight, Don Smith (ANL), Oblozinsky (BNL), Dunn, Leal (ORNL), Kawano,
Talou (LANL), Mills, Zimmerman (Nexiasolutions), Jacqmin, Rimpault (CEA), Ignatyuk (IPPE),
Hogenbirk, Koning (NRG), Plompen (JRC), Ishikawa (JAEA), Kodeli, and Rugama (NEA).

The objectives of WPEC/SG26 activity are as follows:
A. Compilation of an agreed set target accuracies on relevant design parameters for the Gen-I'V concepts.
Required target accuracies should be justified in terms of impact on different phases of a specific design
(feasibility, pre-conceptual and conceptual design etc.).

B. Definition of a set of data uncertainties and covariance data. These data should be as complete as
possible. At this stage, it is not expected to have a “final” set, in particular of covariance data, but an
agreed “first iteration” set.

C. Production of a set of quantitative data needs by isotope, reaction type, energy range.

D. Proposal for an approach to meet the needs and relative timeframe.

The present paper summarizes the conclusions of NEA/WPEC/SG26 about the four survey themes

above, in order to inform readers of the recent nuclear data needs from innovative reactor design,
especially, for sodium-cooled fast reactors.
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2. Design Target Accuracy (Objective: A)

To fully define priority issues, besides the nuclear data (isotope, reaction type, energy range) that
need improvement, it is essential to quantify target accuracies of reactor core design parameters, and to
select a strategy to meet the requirements needed, e.g. by new differential measurements or by the use of
integral experiments.

As the first step of the SG26 discussion, the covariance evaluations have been used within a formal
procedure to assess the current uncertainty of design parameters induced by nuclear data errors.  Next, the
target accuracy of design parameters was gathered from the participants of SG26, and the comprehensive
agreement was achieved as shown in Table I, after making the definition of core parameters clear. As
well-known, the quantitative values of target accuracy of core parameters strongly depend on the policy of
the plant designer with the balancing consideration between economy and reliability, therefore, the target
accuracy values in Table 1 should not be taken as the rigorous global standards, but only as rough measures
proposed by the SG26 participants, in order to make the discussion move to the next step. An important
point found from Table 1 is the SG26 members consider that the current accuracy of some core parameters
does not reach the target accuracies, so we need some remedy for that.

Table 1  Current and Targeted Uncertainties for Some SFR Design Parameters (1 sigma)

Current Uncertainty
Parameter (for Sodium-cooled Fast Reactor) Target Uncertainty
Nuclear data origin Analytical modeling assumed by SG26
(a priori) origin

Multiplication ~ factor,  keff: 0 0 o
Beginning of cycle (dk/k) 1% 0.5% 0.3 %
Power peak 1% 3% 2%
Burnup reactivity swing (dk/k) 0.7 % 0.5% 0.3 %
Reactivity coefficients (Sodium 0 o o
void, Doppler): total 7% 15 % 7%

3. Covariance Data (Objective: B)

At the starting time of SG26, Sep.2005, JENDL-3.3 was only one general purpose file which
equipments the complete covariance data for important nuclides in FBR core. '

Therefore, ANL people prepared so-called "educated-guess covariance." This “home made” ANL
covariance matrix has been obtained by updating the covariance matrix used in the ADS study by taking
into account the results of clean integral experiment analysis. The uncertainty values, have been given by
“energy band”, consistent with multigroup energy structures used for deterministic calculations both of
thermal and fast reactors. Fifteen energy groups have been selected between 20 MeV and thermal energy.
At first, only “diagonal” values of the full covariance matrices have been used. Their use implies to
neglect all type of correlation (in energy, between different isotopes, among reactions, etc.) and,
consequently, to underestimate uncertainties. In a second step, Partial Energy Correlations (PEC) have
been introduced. As first guess, the same correlations for all isotopes and reactions, under the form of full
energy correlation in 5 energy bands were used.

However, this “home made” ANL covariance matrix was considered to be too rough and insufficient
for the SG26 activity by many members. Therefore, preliminary cross-section covariances have been
recently developed within the WPEC Subgroup by joint efforts of several laboratories. The new set of
uncertainties is called "BOLNA" (standing for BNL, ORNL, LANL, NRG, ANL, from the Labs where the
covariances were produced). Energy correlations have been used, but practically no reaction
cross-correlations.
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BNL has developed cross-section covariances for 45 out of 52 requested materials. The
cross-section covariances have been produced in 15- and 187-group representations as follows:

e 36 isotopes (O-16; F-19; Na-23; Al-27; Si-28; Cr-52; Fe-56,57, Ni-58; Zr-90,91,92,94;
Er-166,167,168,170; Pb-206,207,208; Bi-209; U-233,234,236; Np-237, Pu-238,240,241,242;
Am-241,242m,243; Cm-242,243,244245) were evaluated using the BNL-LANL methodology,
based on the ENDF/B-VII.O library, the Atlas of Neutron resonances, the nuclear model code
EMPIRE and the Bayesian code Kalman;

* 6 isotopes (Gd-155,156,157,158,160 and Th-232) were taken from ENDF/BVII.O;

* 3 isotopes (H-1, U-238 and Pu-239) were taken from JENDL-3.3.

Covariances for the average number of neutrons per fission, total nu-bar, have been provided for 16
actinides identified as priority by the Subgroup.

LANL has evaluated the covariance matrices for U-235, U-238 and Pu-239, in the fast energy region,
using only differential measurements and nuclear model calculations. A generalized-least-squares
technique is used to evaluate a global covariance matrix based solely on experimental differential
information.  Since nuclear model calculations are used to complement experimental data, a Kalman filter
is then used to combine experimental data and model calculations covariance matrices. This procedure
has been used for the three isotopes U-235, U-238, and Pu-239, for the reaction cross-sections of
(n,fission), (n,capture), (n,total), (n,elastic), (n,inelastic), and (n,xn). The covariance matrices related to
the average number of neutrons have been obtained from experimental data only.

To complete these data, at ORNL resonance-parameter covariance evaluations have been performed
for U-235, U-238, and Pu-239 with the computer code SAMMY. For U-235 the covariance evaluations
have been done in the resolved and unresolved energy regions whereas for U-238 and Pu-239 only the
resolved resonance covariance evaluations have been done. Experimental uncertainties are incorporated
directly into the evaluation process in order to propagate them into the resonance parameter results.

Finally, covariance data files for Pb isotopes have been produced at NRG by a purely stochastic
approach. This is accomplished by subjecting the nuclear model code TALYS to a Monte Carlo scheme
for perturbing the input parameters of the various nuclear models, such as level densities, gamma-ray
strength functions and the optical model.

The future improvement of BOLNA covariance was assessed as below:
a) Improvement of the present covariance data, and consolidation of the very low values presently
assessed for the major actinides. This is needed for the further phase of “data adjustments”.
b) Covariance data assessment for the major fission product, for some selected structural materials, for
fission spectra.
¢) Introduction of cross correlations among nuclides and reactions.
d) Investigation of potential effects of mu-bar uncertainty.

4. Quantitative Data Needs by Isotope, Reaction Type, Energy Range (Objective: C)

To establish priorities and target accuracies on data uncertainty reduction, G.Aliberti of ANL adopted
a formal approach by defining target accuracies on design parameters and finding out the required accuracy
on cross-section data. The unknown uncertainty data requirements d; can be obtained by solving the
following minimization problem:

> i/d} =min i=1.1
i
(I is the total number of parameters) with the following constraints:

> Snd? <(RE)2 n=1...N
i

(N is the total number of integral design parameters) where S,; are the sensitivity coefficients for the
integral parameter R,,, and R, are the target accuracies on the N integral parameters.

A jare “cost” parameters related to each o; and should give a relative figure of merit of the difficulty of
improving that parameter (e.g., reducing uncertainties with an appropriate experiment). The important
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assumption of this ANL approach is that only the diagonal values of the BOLNA covariance matrix have
been the object of the present target accuracy study.

Further, the following three assumptions are adopted. Part results of nuclear data needs are
demonstrated in Table 2.
1) Simultaneous target accuracy over the ensemble of reactors.
2)r=1.
3) To avoid the introduction of meaningless parameters, we have chosen as unknown “d” parameters only
those cross-sections which globally account at least for 98% of the overall uncertainty on each integral
parameter that does not meet the accuracy requirements.

Table 2 Uncertainty Reduction Requirements Needed to Meet Integral Parameter Target Accuracies (a part)
(for Advanced Burner Test Reactor (ABTR), Sodium-cooled Fast Reactor (SFR), and European Fast

Reactor (EFR))
. ) Uncertainty (Isigma)

Isotope Reaction Energy range Current Required
Capture 24.8-9.12 keV 94 % 3.8%
U-238 Inelastic 2.23-135 MeV 206 % 1.5%
Pu-239 Capture 67.4-24.2 keV 10.1 % 6.3 %
Pu-240 Fission 1.35-0.498 MeV 5.8% 1.8 %
Pu-241 Fission 183-67.4 keV 19.9 % 2.6 %
O-16 Capture 6.07-2.23 MeV 100.0 % 39.5%
Na-23 Inelastic 1.35-0.498 MeV 28.0 % 4.0 %
Fe-56 Inelastic 1.35-0.498 MeV 16.1 % 32%

5. Approach to Meet the Needs (Objective: D)

From the conclusion of Objective: C, it seems very difficult to reach the design target accuracy by
improving only differential nuclear data in near future. The Chair of SG26, M.Salvatores, finally
proposed the approach to meet the design targets as below:

The statistical adjustment method can provide a powerful and robust tool to improve uncertainties in

key design parameters. The method makes use of:

a) “A priori” nuclear data covariance information,

b) Integral experiments analysis to define C/E values

¢) Integral experiment uncertainties
in order to:

- Evaluate ,,a priori® uncertainties on reference design performance parameters,

- Reduce these uncertainties using integral experiments (,,a posteriori“ uncertainties on performance

parameters)
- Define "adjusted nuclear data and associated ,,a posteriori* covariances

Then, it is needed:

1) Selection of a set of relevant experiments (more on that later),

2) Sensitivity analysis of selected configurations including reference design configurations for a wide
range of integral parameters related to the core performances (critical mass, reactivity coefficients,
control rod worth, power distributions etc.), and fuel cycle parameters (reactivity loss/cycle, decay heat,
transmutation rates, neutron sources and doses of spent fuel etc),

3) Use of science based covariance data for uncertainty evaluation and target accuracy assessment,

4) Analysis of experiments using the best methods available, with some redundancy to avoid systematic
errors,

5) Use of calculation/experiment discrepancies (and associated uncertainties) in a statistical adjustment.
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Here, we have to seriously recognize that the credibility of an adjustment is dependent on the
credibility of the experimental uncertainties.

6. Next Steps and Concluding Remarks

As the continuation of the SG26 activity, it is proposed to WPEC to consider the setting-up of two
new subgroups:

e A new specific subgroup on “Methods and issues for the combined use of integral experiments and
covariance data”. Participation of evaluators (to account for feedbacks to files) and a close link to
related activities like the ones coordinated at the Uncertainty Analysis of Criticality Safety Assessment
expert group (UACSA) should be clearly established.

* A new subgroup that should organize the work needed to meet the requirements for microscopic
nuclear data as they have been pointed out, that is, share of work on different installations and different
projects, evaluation etc. However, this proposal of nuclear data experimental expert group is now under
discussion since the mission seems to be duplicated that of the existing Subgroup-C, the High Priority
Request List.

As a summary of the present report, the author makes short comments for the four themes treated in
the NEA/SG26 activity as below:

A) Design Target Accuracy: the agreed table seems suitable as rough reference values for designers,

B) Covariance Data: though there was lots of discussion on the approach, it seems to have taken the right
methodology finally,

C) Quantitative data needs by isotope, reaction and energy: it seems to be resulted only to demonstrate the
needs of integral information, and,

D) Approach to meet the needs: it seems to take the same direction with that of Japan.
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2.7 Status of LWR fuel design and future usage of JENDL
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For all conventional LWR fuel design codes of LWR fuel manufactures in Japan, the cross section
library are based on the ENDF/B. Recently we can see several movements for the utilization of JENDL library
for the LWR fuel design. The latest version of NEUPHYS cross section library is based on the JENDL-3.2. To
accelerate this movement of JENDL utilization in LWR fuel design, it is necessary to prepare a high quality
JENDL document, systematic validation of JENDL and to appeal them abroad effectively.

1. Introduction

One of the most important activities in the development of the nuclear power system is improvement
of the nuclear data. Japanese serious activity has contributed to the many fields of the evaluation in the world
ever. Japanese nuclear data activity is admitted as the one of the highest level in the world. At a glance of the
latest evaluated nuclear data file ENDF/B-VII!', considerably much contribution from Japan is found in the
evaluations. On the other hand, one of the fruits of Japanese nuclear data activity is the Japanese Evaluated
Nuclear Data Library, JENDL. Status of nuclear data library from the view point of usage of JENDL was
reported by Hirano, 2006, For all conventional LWR fuel design code of LWR fuel manufactures in Japan, the
cross section library are based on the ENDF/B-IV / V/ VI. Recently several movements for the utilization of
JENDL library for the LWR fuel design. It is important to appeal abroad for worldwide its usage.

2. New movement of JENDL utilization in LWR fuel design

The cross section library of the latest o
version of NEUPHYS"! is generated from the
JENDL-3.2", The validation of NEUPHYS was
performed from various viewpoints. For

(732 B IERD
o BEME
—— AR BT
example, Figure 1 shows the comparison of
fission rate distribution between NEUPHYS

calculation results and the measurement data at

the NBN-VENUS critical  experiment".. o T B v

Addition to NBN-VENUS experiment, the if'i: :: S

BASALA critical experiments and a MOX i ) f '7' i& :

loaded commercial reactor analysis'” had been L ﬁiﬁ;;g;;g:w ! o
reported for the NEUPHYS validation. From Figure 1

various view points, as criticality, fission rate

distribution, void reactivity, poison reactivity in the critical experiments and three dimensional power
distribution in the commercial reactor, nuclear data processed from JENDL-3.2 show excellent performance in
combination with NEUPHYS code. From now on additional new validations of JENDL-3.2 and NEUPHYS will
be reported, these activity shall be linked to application of JENDL-3.2 and NEUPHYS to LWR fuel design.
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3. Future usage of JENDL
We can see the movement of the JENDL utilization in the field of LWR fuel design in Japan. It is

important to enlarge this wave for keeping Japanese nuclear data evaluation activity in high level. In the other

countries also, nuclear data evaluation work is located in the highest priority work, and evident productions are

generated as ENDF/B-VILO. It is necessary to appeal abroad for worldwide JENDL usage through an effective

documentation, a systematic preparation of benchmarking of JENDL and cooperation with international

organizations. Followings are remarks for three key points for JENDL future usage in the world wide.

® Documentation: ENDF/B-VILO paper''! is an example of the best documentations. In the paper, much
information is included and is organized very well. For example, the history of ENDF/B, the organization
for development ENDF/B-VII, description for the all 14 sub libraries, methodology of evaluations, specific
descriptions for major nuclides and massive validation of evaluated data. In addition, a paper on the
Benchmarking of ENDF/B-VII® was issued at the same time of above mentioned paper.

® Benchmarking: Benchmarking systematic and covering various user needs is important. For example, for
criticality ICSBEP is the basic validation of nuclear data library. It is desirable that results of such
benchmark calculations should be published at the same time of a release of JENDL new version.

®  Appeal: It is important to improve performance of JENDL library itself, but to appeal to foreign users is
more important to prevail among LWR fuel design field soon. Because, historically, in LWR and LWR fuel
developments, the international technical cooperation had played major roles.

4. Conclusion

For all conventional LWR fuel design codes of LWR fuel manufactures in Japan, the cross section
library are based on the ENDF/B. Recently we can see several movements for the utilization of JENDL library
for the LWR fuel design. NEUPHYS cross section library is based on the JENDL-3.2. A combination of
JENDL-3.2 and NEUPHYS is validated from various angle for the purpose of LWR fuel design and reported
excellent results. To accelerate this movement of JENDL utilization in LWR fuel design, it is necessary to
prepare a high quality JENDL document, systematic validation of JENDL and to appeal them abroad effectively.
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3.1 Motivation for the determination of the ***Cm effective neutron capture cross-section

Shoji NAKAMURA, Yuichi Hatsukawa, Hideo HARADA
Japan Atomic Energy Agency
2-4 Shirakata-Shirane, Tokai-mura, Naka-gun, Ibaraki, 319-1195, Japan

E-mail: shoji.nakamura@jaea.go.jp

Measurement of the effective neutron capture cross-section of *cm was tried, and the irradiation test
of the ***Cm sample was performed for 1 cycle. Gamma- and alpha-rays measurements were performed

to analyze the productions from the 24Cm(n,y) and fission reactions.

1. Introduction

The social acceptability of nuclear power reactors is related to the waste management of long-lived
fission products (LLFP) and minor actinides (MAs) existing in spent nuclear fuels. The MAs (2“’243Am,
2M250m, efc.) are important in the nuclear waste management, because the presence of these nuclides
induces long-term radiotoxicity because of their relatively long half-lives. Figure 1 illustrates the section
of the chart of the nuclides displaying the relevant reactions and decays of Am and Cm isotopes. The Am
isotopes generate the higher actinides as the Cm isotopes through neutron capture reactions. Moreover,
the Cm isotopes also generate the higher actinides. The partitioning and transmutation of MAs have some
merits in the reprocessing of spent nuclear fuels.[1] When considering transmutation, the accurate data of
neutron capture cross-sections are necessary. In this view point, the cross-section measurements have
been made by the activation method. The

243 . .
Am effective cross-section was measured

in the past.[2] It was found that the

obtained result would affect the >*Cm

production by about 10% in comparison

Vd s o v
. . —_| 243 5| 245
with that predicted by the evaluated data. l Cm 244Cm Cm
162.8h 29.1yr 18.10yr 8500yt

Therefore, our concern was focused

. Fig. 1 Schematic view of the reaction chain of Am and Cm isotopes.
to measure the cross-section for

2 44Cm to discuss the production of higher Cm isotopes.

Figure 2 plots the measured and evaluated data for the thermal-neutron capture cross-section and the

244

resonance integrals of “"Cm. As seen in Fig.2, there are only a few of data. It seems that the value of

the thermal neutron capture cross-section by Gavrillov[3] would be adapted as the evaluated data[4]. This

244

situation would show the necessity of re-measurement of the “*"Cm cross-section.
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Fig.2 Measured and evaluated data for the thermal-neutron capture cross-section
and the resonance integral of **'Cm
2. Experiments

A **Cm standardized solution (Amersham International plc., I mol/L(M) HNOs) was prepared as Cm
samples. The Cm solution contained 239+240Pu of 0.19 % as one of impurities. The **Cm
standardized solutions equivalent to SpCi, was dropped into the bottom of high-purity quartz tubes (8 mm
in inner diameter, 50 mm in length). After drying of solutions, quartz tubes were flame-sealed under
evacuation.

Wires of Co/Al alloy (Co: 0.46£0.1 wt%, 0.381 mm in diameter), AwAl alloy (Au: 0.112+0.01 wt%,
0.510 mm in diameter) and Mo (Mo: 99.945%, 0.5mm in diameter) were used to monitor neutron fluxes at
the irradiation position. Two set of Co, Au and Mo wires were rapped with a high purity aluminum foil.

The irradiation was performed for 1 cycle (555 hours) in the HR-2 of the JRR-3M, of which
thermal-neutron flux as the nominal value was 1.0x10"*n/cm’s at 20-MW operating. Each set of Co, Au
and Mo wires were irradiated for 1 hour at the same position before and after the 1 cycle irradiation.

After 70 days fro the end of the irradiation, the Cm sample was dissolved by adding 100 ul of 6M HCI
solution. About 20 pl was extracted from the solvent solution, and was dropped onto the center of a Pt
dish (20mm¢ in diameter, 0.5mm in thickness). ~After dryness, measurement samples were prepared.
Alpha rays emitted from ***Cm (5.805 and 5.763 MeV[5]) and **Cm (5.362 and 5.304 MeV[5]) were
measured with a silicon surface-barrier alpha-spectrometer as shown in Figure 3.

Figure 4shows typical a-ray spectra obtained with the Am check source and ***Cm sample. The

measured system resolution for the a-ray peaks of *"Am and **

245

Cm was 18 keV. The position of alpha

-ray peak from “"Cm which we aim at was around 2200ch in Fig.4. Since sufficient resolution was

obtained, it was expected that alpha rays from **°

Cm would be measured when the Cm sample could be
processed like the test sample.

The yrays from irradiated monitor wires were measured by a high-purity Ge-detector, of which
performance was characterized by a relative efficiency of 25 % to a 7.6 cmx7.6 cm¢ Nal (Tl) detector and
an energy resolution of 2.0 keV full width at half-maximum (FWHM) at the 1.33 MeV peak of “¢o.
The peak detection efficiencies were determined with *?Eu and “°Co sources. The error of the detection

efficiency due to the uncertainties of the calibration y source intensities was estimated as 1.5%.
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Radioactivities of Au, Co and Mo monitor wires were measured at a distance of 100.-mm from the center

of the detector head.
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Fig.3 a silicon surface-barrier alpha-spectrometer ~ Fig.4 typical a-ray spectra obtained with
an ***Am check source and ***Cm sample
3. Analysis
The effective cross-section & is defined by equating the reaction rate R to product of & and nuy,
where nuvy is the "neutron flux" in Westcott’s convention[6] with the neutron density », including thermal
and epithermal neutrons, and with the velocity of neutron vy = 2,200 m/s, so that
R=nu,s . ()

When the cross-section departs from the 1/v law, a simple relation for & can be obtained as:
6 =0,(gG, +r(TIT,)"5,G,,). o)

where oy is the thermal-neutron capture cross-section; g is a function of the temperature related to
departure of the cross-section from the 1/v law; r is an epithermal index in Westcott’s convention.; T is
neutron temperature and 7 is 293.6 K; the quantity +(7/T;)"” gives the fraction of epithermal neutron in the
neutron spectrum; the Gy, and G,,; denote self-shielding coefficients for thermal and epithermal neutrons,

and are taken as unity in this analysis under the present sample conditions. The parameter s, is defined by:

21,

'\/;O-O ’

where /;)'is the reduced resonance integral, i.e. the resonance integral with the 1/v-component subtracted.

(3)

SOZ

Substituting Eq.(3) into Eq.(1), reaction rates can be written in the simplified forms as:
R/O'o =gG,4, + Gepl¢2 S - )

Here the ¢ and ¢ ' are neutron fluxes in the low (thermal) energy region. The values of ¢ and ¢ at the
irradiation position were obtained by using the data of sy and oy, and reaction rates R for the monitor wires.
The reaction rates were calculated from peak counts of y rays from “’Co, '*®Au and *Mo. Figure 5 shows

the experimental relation between R/oy and s, obtained by the flux monitor wires. The thermal-neutron
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flux at the irradiation position was 7.9x10" n/cm®s. The slope of the solid line gives the epithermal flux

component, i.e. ¢. Westcott’s index [6] was only 0.5%, it means that the neutron flux was well-moderated.
12 . , ; ; . ;

0 1 H 1 i 1 i
0 10 20 30 40 50 60 70

Parameter S,

Fig.5 Experimental relation between R/op and so
obtained by the flux monitors.

4. Results and discussions
Gamma-ray measurement of the irradiated ***Cm sample was performed for 6 days after 70 days from

the end of the irradiation. As fission products of 244Cm, the nuclides whose half-lives were tens of days

103 140 .
or more were observed such as *°Zr, '®Ru, '2*Sb, "*'I, **Cs, *’Cs, '““Ba and so on.  The y-ray yield

244

from each nuclide gives the production rate per “"Cm nucleus. The production rate was obtained as

shown in Figure 6. The result shows that the rates are two mountains of around 100ch and 150ch.
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Fig.6 the production rate per ***Cm nucleus

24Cm, if the nuclides with short

More information would be obtained about the fission products from
half-lives were measured quickly after the irradiation.

The alpha-ray measurements were performed for the Cm sample. The distance was 14mm between the
surface of the sample disk and the silicon detector. An example of an alpha-ray spectrum is shown  in
Figure 7.  The spectrum has a large tail in the low energy region, therefore weak alpha-rays from *’Cm
were not observed. When the Cm sample was dried, the lump of the sample would be made. It is

necessary to reprocess the surface of the Cm sample.
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Fig.7 An example of alpha-ray spectrum of the irradiated Cm sample (15hours)

4. Conclusion

' . . . 244
Measurement of the effective neutron capture cross-section of 24Cm was tried, and the

Cm sample
was irradiated for 1 cycle (555 hours) at HR-2 of JRR-3M. It found that the neutron flux at the irradiation
position was well-moderated. Gamma- and alpha-rays measurements were performed to analyze the
productions from the *Cm(n,y) and fission reactions. The fission products of 244Cm were measured, the
production rates were obtained. The alpha-ray measurements of the irradiated Cm sample showed that the
problem was still in the sample preparation. It is necessary to readjust processing on the surface of the
Cm sample.

The measurement of the isotope ratio PCmACm) will be planed by a mass spectrometer.
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3.2 Measurement of activation cross section of (n, p) and (n, o) reactions
in the energy range of 3.5 to 5.9 MeV using a deuterium gas target

Masataka FURUTA ', Itaru MIYAZAKI ',
Hiroshi YAMAMOTO ', Michihiro SHIBATA 2, Kiyoshi KAWADE '
' Graduate School of Engineering, Nagoya University
? Radioisotope Research Center, Nagoya University

e-mail: furuta.masataka@f.mbox.nagoya-u.ac.jp

Activation cross sections of (n, p) and (n, o) reactions were measured by means of the
activation method in the neutron energy range between 3.5 and 5.9 MeV. The d-D neutrons were
generated by the deuterium gas target at the Van de Graaff accelerator (KN-3750) at Nagoya
University. For the corrections of the neutron irradiations, the neutron spectra and mean neutron
energies at the irradiation positions were evaluated with the MCNP-4C2 Monte Carlo code. The cross
section values of *’Al, 2* 8, YK, v, °INi, ©Cu, *+%Zn, “Ga, "Br, Mo and **Nb were obtained.
These of four (n, p) reactions for the 285, 77n, “Ga and "Br, and “Ga (n, o) reaction were obtained
for the first time. The evaluated data libraries on the basis of the theoretical calculations agree with the
present results within 40%. The systematics of the (n, p) reactions in the neutron energy of 5.0 MeV in
the mass range between 27 and 92 were proposed for the first time on the basis of this experiment.

This can predict the cross sections within an accuracy of a factor of 1.6.

1. Introduction

A database of activation cross sections for neutron energy up to 20 MeV is required for
neutron dosimetry, the design of D-T fusion reactors and neutron shielding in an accelerator facility. A
lot of experimental cross section data have been reported in the neutron energy of around 14 MeV. On
the other hand, there are insufficient data around 5.0 MeV because there are few appropriate neutron
sources for the measurement of cross sections. In this work, we have measured activation cross section

around 5.0 MeV and proposed the systematics on the basis of the present results.

2. Experiment
The d-D neutrons were generated by the deuterium gas target at the KN-3750 at Nagoya
University. The accelerating voltage was between 1.0 and 3.5 MV. A pneumatic sample transport

system was used for the irradiation, as shown in Fig.1-(a), (b) [1]. Typical neutron flux at the
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irradiation position was approximately 2 x 10° n/cm?*s. The fluctuation of the neutron flux was
monitored by Multi-Channel Scaling (MCS) method using a NE213 liquid scintillation detector set in
the irradiation room. The dwell time of MCS was 10 s.

The deuterium gas target consisted of a small cell (length of 29 mm, diameter of § mm and
thickness of 1 mm) made of aluminum and filled with D, at 1.6 x 10° Pa, as shown in Fig.2. The cell
was separated from the vacuum of the accelerator by a 2.2-um-thick Havar foil, which acts as a
window. This foil is pasted on a I-mm-thick aluminum ring with a 5-mm-diameter hole in it. The
incident d"-beam from the accelerator generate neutrons via the D (d, n) *He reaction in the cell and
finally lose its remaining energy in the end of the cell that is air-cooled. The Havar foil window can
endure beam currents of up to 3 pA. For routine use, beam currents of <1 pA are employed. The
distance between the surface of the gas target and the irradiation position was 20 mm, and the angle
with respect to the incident d'-beam was 0°.

The target materials were enriched isotopes or one of the naturally abundant materials. The
samples in the foil form were rectangular-shaped 10 mm x 10 mm and 0.1-0.5 mm in thickness. The
samples in powder form were wrapped with a thin cartridge paper, with a typical thickness of 1-2 mm.
The samples were 50-90 mg. The chemical form, isotopic abundance, weight and thickness of the
samples are listed in Table 1. The y-rays emitted from the induced activities were measured with a
well-type HPGe detector [2]. All cross section values were determined relative to those of the '"’In (n,

115 .
n’) “"In reactions.

3. Correction of background components

The calculated neutron spectra are shown in Fig.3 for the incident deuteron energy of 3.0
MeV using the MCNP-4C2 Monte Carlo code [3]. The neutron spectrum has a broad peak with two
low-energy components. One was the self-loading of the incident d"-beams in the target cell end and
the other was the scattering neutrons by surrounding materials. The calculated neutron spectrum was
separated into the main peak and low-energy components to subtract the contributions of low-energy
components from the induced activities. The magnitude of the correction for low-energy neutrons is

listed in Table 2.

4. Results

The cross sections of twelve (n, p) reactions and two (n, o) reactions were measured. Four (n,
p) reactions for the Si, “Zn, “Ga and ”Br, and “Ga (n, o) reaction were measured for the first time
in the neutron energy range between 3.5 and 5.9 MeV. The evaluated data libraries agree with the

present results within 40% or less, as shown in Fig.4.

5. Systematics

By using only our data, we studied the systematic of the (n, p) reactions in the energy of 5.0
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MeV. Our data were this experiment and the previous data measured by using the FNS in JAEA in the
mass region of less than 92 [4]. As shown in Fig.5, the value of o‘,,‘p/(A”3 + 1)* were plotted as a
function of (Ew, + V), where o, 4, Ey, and V, are the cross section of the (n, p) reaction in the neutron
energy of 5.0 MeV, the mass number, the threshold energy of the (n, p) reaction and the Coulomb
barrier for an outgoing proton and a residual nucleus, respectively. The solid and dotted lines were
obtained by fitting the data for the even-odd or odd-even nuclei and the even-even ones, respectively.

The fitted curves were expressed as

2
o, =559%10" A% +1| exp\—=130lE, +V ), (even-odd, odd-even)
n,p th P

2
c,,=138x 107(A% + 1) exp{——l.93(E,h +V, )}, (even-even)

The coefficients were determined on the basis of systematics of the (n, np) reaction in the neutron
energy of 14 MeV [5,6]. It can be seen that the deviation from the fitted line falls between 0.6 and 1.6,

namely within a factor of 1.6, in the neutron energy of 5.0 MeV in the mass range between 27 and 92.

6. Conclusion

We measured the cross section data of twelve (n, p) reactions and two (n, o) reactions in the
neutron energy range of 3.5 to 5.9 MeV by using the KN-3750 at Nagoya University. The systematics
of the (n, p) reaction in the neutron energy of 5.0 MeV were proposed for the first time, which can
predict cross sections of the (n, p) reaction within an accuracy of a factor of 1.6 in the mass range
between 27 and 92.
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Table 1. Properties of samples

Target nuclei Chemical form Abundance / % Weight / mg Thickness / mm

Al (Natural) Al 100 54 0.2

#Si (Natural) Si0, 92.23 65 0.85
»si (S.I) SiO, 95.65 64 2.00
'K (Natural) KHCO; 6.7302 92 1.50
'V (Natural) V,0s 99.750 80 1.30
OINj (S.1) Ni 88.84 23 1.00
%7Zn  (Natural) Zn 48.6 350 0.5

7n (S1) ZnO 94.60 61 1.20
¥Ga  (Natural) Ga,0; 60.108 80 1.20
®Br  (Natural) KBr 50.69 82 1.70
Mo (S.I) Mo 97.01 72 1.15
“Nb  (Natural) Nb 100 90 0.1

S Nawra) 00 0571 150 02

Table 2. Magnitude of the correction
of Background components

E Ed=3.0 MeV 9 E Reaction Background
9 Ecur-off é : components / %
5 10'L > ] YAl (n, p) Mg 11471
= : / ] 285 (n, p) ZAl 28-83
S i Main peak ~» 7] 1 .
LR’ ek ¥Si (n, p) Al 2.5
< : Neutrons generated by % ] K (n, p) “Ar 12-42
L [ Scattered neutrons 1 ’
> 3 . ]
E 107 W‘ self-loaded deuteron >§£ 1 51y (n, p) Sty 23.75
Y v ]
e : 2 L SINi (n, p) ®'Co 19-54
] S 77 SN Cu (n, p) “Ni 31-60
0 1 2 3 4 5 6 7 6470 (n, p) 640y 8-35
Neutron energy / MeV “7n (n, p) 'Cu 14-37
Fig.3. Spectrum of emitted neutron from the gas %Ga (n, p) “™Zn 22-45
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3.3 Neutron induced proton production from carbon at 175 MeV
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We have measured double-differential cross sections for proton production from carbon induced by
175 MeV quasi mono-energetic neutrons using the MEDLEY setup at the new TSL neutron beam facility. The
present measurement is used for benchmarking of the high-energy nuclear data file, JENDL/HE-2004, and both
GNASH and quantum molecular dynamics (QMD) calculations.

1. Introduction

Recently, there have been increasing nuclear data needs for neutron-induced light-ion production at
intermediate energies (20 to 200 MeV) for various applications related to neutron transport and dosimetry for
radiation safety and efficiency calculation of neutron detectors, efc. To satisfy these needs, a series of
experiments were performed successfully for several targets at 96 MeV using the quasi mono-energetic neutron
facility at the The Svedberg Laboratory (TSL) in Uppsala [1-3]. Afterward, the facility was upgraded toward
measurements using more intense neutrons with higher energies.

The first measurement was performed of neutron-induced light-ion production from carbon at 175 MeV
(hereafter called Exp-I) at the new TSL neutron beam facility [4,5]. Preliminary results have been reported in
Ref.[4]. After the first measurement, the neutron beam line was reinforced by installing an additional iron
shielding in order to reduce background neutrons. In addition, AE detectors 500 pum thick were replaced by those
1000 pm thick to improve participle identification in the high emission energy range. In the present work, we
have carried out the second experiment for carbon (hereafter called Exp-IT). The result is reported in comparison
with the result of Exp-I. Also, the benchmark of evaluated nuclear data and theoretical model calculations are
presented.

2. Experimental method

Figure 1 shows the new Uppsala neutron beam facility at TSL and the experimental setup of MEDLEY[6]
experiments. Protons from the Gustaf Werner cyclotron impinge on an enriched "Li target (99.99% ’Li), and
neutrons are produced by the "Li(p,n) 'Be reaction. In both the experiments, Exp-I and -II, 180 MeV protons
produced neutrons with the peak energy of 175 MeV using 23.5 mm thick Li target. Protons passing through the
Li target are bended by LISA magnet and transported to the beam dump.

Produced neutrons are transported to the reaction target placed at the center of MEDLEY chamber after
passing through a 100 cm long and conical iron collimator whose diameter is 54 mm at the end of collimator. An
iron shielding wall 100 cm wide, 200 cm high and 100 cm long is located around the iron collimator. The
relative neutron beam intensity is monitored by the integrated proton beam current at the beam dump and by
both a thin film breakdown counter and an ionization chamber mounted downstream of the MEDLEY setup.
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In the renewal beam line in Exp-I1, a 50cm thick iron wall was placed just in front of the MEDLEY in order
to reduce background neutrons leading to reduction of accidental coincidence in DAQ system. Installment of this
additional iron wall extended the distance between the Li target to the center of MEDLEY by 86 cm.

RNew iron wall

Prclon beam dump neulron beam dump

Fig. 1 Upgraded TSL neutron beam facility and experimental setup of MEDLEY.

The MEDLEY setup and construction details of each telescope are illustrated in Fig. 2. The MEDLEY
consists of eight three-element telescopes mounted inside a vacuum chamber with a diameter of 90 cm. Each
telescope has two silicon surface barrier detectors (either 50 or 60 pm thick and 23.9 mm in diameter for the first
one, and either 400~600 pm thick(Exp-I) or ~1000 pum thick(Exp-II) and 23.9 mm in diameter for the second
one) as AE detectors and one CsI(Tl) detector (100 mm long and 50 mm in diameter) as E detector The size of
E-detector is enough to stop high-energy protons produced in the 175 MeV experiment. They have a cylindrical
“shape with 50 mm diameter, where the last 30 mm are taped to 18 mm diameter to match the size of a
Hamamatsu S3204-08 photodiode for the light readout. The use of the AE-AE-E technique results in good
particle identification over the energy range from a few MeV to 180 MeV.

A thin carbon target was placed at the center of the MEDLEY chamber. It was 22 mm in diameter and [.0
mm thick. For absolute cross section normalization, a polyethylene (CH,) target 25 mm in diameter and 1.0 mm
thick was used. Instrumental backgrounds were also measured by removing the target from the neutron beam.

Since the 'Li(p,n) reaction produces peak neutrons and low-energy tail neutrons, time-of-flight (TOF)
measurements are used to reject the tail neutrons. The TOF data were measured as a time difference between
master trigger signal and RF timing signal from the cyclotron.
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Fig. 2 MEDLEY setup: (a) arrangement of eight telescopes inside the MEDLEY chamber,
(b) construction details of telescope.
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Experimental conditions for individual experiments I and Il are summarized in Table 1. The neutron flux
was about 1 x 10° [n/s/cm®] with the proton intensity of 0.3 nA at the MEDLEY target position. The effective
beam time (30 hours) in Exp-II was twice as long as that (15 hours) in Exp-1.

Table 1. Summary of experimental conditions for Exp.-I and —II

Experiment I I
Proton energy [MeV] 178.7 179.3
Max proton current [pA] 0.3
Li target thickness [mm] 23.5
Peak neutron energy [MeV] 1743 174.9
Peak neutron flux* [n/s/cm?] 1x10°
Neutron flight path [cm] 374 460
Carbon target size (diameter x thick) [mm] 22x 1.0
AE, thickness [um] 400~600 1000

*: at MEDLEY target position

3. Data analysis

Data analysis procedure based on AE-E technique is basically same as in the previous 96 MeV
measurements|1,3,6]. Fig. 3 shows an example of the data analyses for Exp-II.

Energy calibration of all detectors is obtained using the data themselves. Events in the AE-E bands are
fitted with respect to the energy deposition in the AE silicon detectors, which is determined from the thickness
and the energy losses calculated with SRIM code[7]. For the energy calibration of the E detectors, the following
approximate expression is applied to hydrogen isotopes due to the non-linear relationships between light output
and energy deposition in the CsI(TI) scintillator[8]:

E=a+bL+c(bL), (1)

where L is the light output, and a, b and ¢ are the fitting parameters. The parameter ¢ depends on the kind of
charged particles At Exp-II, ¢ parameter was found to be 0.0028 for protons. The solid lines in Fig.3 (a) and (b)
present the calculated energy loss curves for individual light ions, which reproduces well experimental AE,-AE,
and AE,-E bands.

The measured TOF data shown in Fig.3 (c) are used for selection of light-ion events induced by neutrons
corresponding to the main peak of source neutron spectrum. ‘

| et . i R ity T 0 [ VP I PR DS P TN T
0 10 20 30 40 50 0 20 40 60 80 100 40 160 160 "0 20 40 60 BO 100 120 140 160 180
AE, [MeV] E [MeV) E [MeV]

Fig. 3 Two-dimensional scatter plots of energy calibration and particle identification for (a) AE,-AE, and (b)
AE,-E. The solid lines correspond to calculated energy losses. (¢) Two-dimensional scatter plots of TOF
vs. E. The events surrounded by solid line correspond to peak neutrons.

The efficiency correction due to the reaction losses in the CsI(Tl) scintillator has been reported
elsewhere[9]. It was estimated for proton energies up to 200 MeV on the basis of the PHITS[10] calculation. The
result was validated by the experiment using 160 MeV protons.

The number of the net counts due to np scattering is obtained using measurements at 20° for both CH, and
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C targets. The (n,p) scattering spectrum is obtained by subtracting carbon contribution from CH, which shown in
Fig. 4. Finally, the absolute value of measured cross section are determined using the reference np cross section
in the same method as in Refs.[1,3,6] with using the equation below,

Oc _ Oy 2Mc tCHZ ¢CH2 QCH2 ch2
Ne o Ny ]W('H2 le ¢c Q. fe

)

El

where o is the cross section, N is the net counts in a certain energy bin, M is the molecular mass, ¢ is the target
thickness, @ is the relative neutron flux, £ is the solid angle and f is the effective efficiency which includes
energy loss effect in the CsI(T1) scintillator. The np scattering cross section are taken from NN-online[11]. In
Eq.(2), the solid angle Q2 is assumed to be a point source. We have confirmed that this assumption is valid by a
comparison of PHITS simulation between a point source and a plane source, in which the difference is only 1%.
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Fig.4 Measured np scattering peak: (a) the contribution from C in the CH, data and (b) the net np peak with
Gaussian fitting.

The incident neutron spectrum accepted by the TOF gate was estimated from data analysis of the recoil
protons from np scattering in the measurement of the CH, target. Fig. 5 shows the result together with the source
neutron spectrum calculated using an empirical formula[12]. Both the spectra are normalized so that each peak
corresponding to 175 MeV is unity. The calculated spectrum is folded using a Gaussian function with the same
width as the experimental energy resolution. Both measured results for Exp-I and —II coincide within errors. The
measured neutron spectra show good agreement with the calculated one. The hatched region above 95 MeV
corresponds to the accepted neutron spectrum in both the measurements.

610 : gonpergoey _—
s Exp. |
%’ o Exp
= ees- e Calcutatad
=
& 0.06 |
fus
£
g 004t -
= ]
®
2
® o02p
&
e kA ¢ »
GQQ 3 ks PLRVE : 18
0 50 100 150 200

Neufron energy [MeV]

Fig. 5 Measured incident neutron spectra for each experiment and calculated one.

Proton spectra of the C(n,xp) reaction measured at 20 and 40 degrees are compared for both the
measurements, Exp-I and —II, in Fig.6. Both show good agreement within errors except in the energy range
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below 50 MeV. The difference may be due to rather worse particle identification in the first experiment, Exp-I.
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Fig. 6 Measured C(n,p) spectra at 20 and 40 degrees.

4. Benchmark of nuclear data and theoretical models

The measured data are used for benchmarking of high-energy nuclear data library and theoretical models.
As mentioned in the preceding section, the experimental data contains the events from tail-neutron down to 95
MeV. Therefore, the measured spectra should be compared with the following folding spectrum:

E upper

o = [o*(E,.E,.0,)f(E,)E, . 3)

Lo

where f{E,) is the accepted neutron spectrum corresponding to the hatched area in Fig. 5, and E,., (F95MeV)
and E,,,., (=180 MeV) are the lower and upper limits of the neutron energy selected by TOF cut, and o is the
calculated cross section.

The evaluated nuclear data and theoretical models to be benchmarked in the present work are
JENDL/HE-2004 evaluated nuclear data file[13], statistical model calculations including preequilibrium
emission with GNASH code [14], and QMD calculation [15]. Fig. 7 shows the results for 20 and 40 degrees. The
GNASH calculation reproduces the measurement over the whole energy region better than the other calculations.
The QMD and JENDL/HE-2004 results overestimate the high-energy end at 20 degrees.

10 g B s OIS Iy I 10" perry S e e o e
200 o Exp.i e JENDLME-2004 ; g o e Expob e JENDUHE-2004 3
o Exp.ii o~ QMD 3 40 ® Exp.fl  ———QMD
5 3
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& 107 | 5 o 3
0 20 40 B0 80 100 120 140 160 180 200 0 20 40 80 80 100 120 140 160 180 200
Proton energy [MeVi Proton energy (MeV}

Fig. 7 Comparison between measured (n,xp) spectra at 20 and 40 degrees and calculation results of
JENDL/HE, GNASH and QMD models.
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5. Summary and conclusions

We have measured the double-differential cross sections of (n,xp) reactions on C at 175 MeV using the new
Uppsala neutron beam facility twice. The comparison between the first and second measurements indicates that
use of additional iron shielding and thicker AE detectors led to improvement of particle identification and
reduction of background neutrons. Good agreement between both the measured data proves the reliability of the
MEDLEY measurement. The data analysis for the second measurement is still in progress, particularly for low
energy component measured by a combination of two AE detectors.

The result of benchmarking shows that the GNASH calculation can reproduce measured cross section
better than the QMD calculation and JENDL/HE-2004 data. More detailed analyses including the ranges of low
proton energies and larger angles will be necessary to draw a final conclusion about the benchmark.
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3.4 Study of a new crystal array detector to measure double differential cross
sections of proton-actinide reactions in 600-MeV region
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A new crystal array detector is proposed to conduct charged particle cross section measurements
with actinide targets for a study of accelerator transmutation of waste. The detector enables both the
Time-of-Flight and the Pulse-Height measurements in an energy range around 600 MeV. From the
simulation designs, it was revealed that the detector has great potential to realize a moderate energy

resolution and a wide energy acceptance.

1. Introduction

The accelerator driven system (ADS) has been recognized as one of most attractive options for the nuclear
transmutation of high level nuclear waste. One may expect ADS to reduce a hazard level of the waste
dramatically, and to operate as an energy generator. To realize ADS, it is necessary to conduct various areas of
fundamental researches and technical developments. Double differential cross section (DDX) data of
nucleon-actinide reactions are of highly importance for the nuclear waste transmutation facilitated by ADS.
Since charged particle emission data are strongly required as well as neutron data up to 1500 MeV, we plan to
conduct charged particle measurements with typical actinide targets at the cyclotron facility, the Joint Institute
for Nuclear Research, Dubna, in the energy range 200 to 700 MeV.

In order to obtain high-quality nuclear data of DDX, one needs to use a detector that offers a moderate
energy resolution of a few percent and a wide energy acceptance covering from almost zero up to the maximum
emission energy. Moreover, detection efficiency should be high enough for the usage of a thin target. A crystal
array detector is the most suitable one to these conditions, and the only solution above 100 MeV. However, there
are some crucial problems when one uses it at energies of around/above 600 MeV.

In the present article are described a design study of a new crystal array detector that combines the
Time-of-Flight (TOF) and the Pulse-Height (PH) measurement. In addition we reports characteristics of
scintillation crystals of GSO(Ce) and LYSO(Ce), which are considered to be the best candidate as the detector
element, because of its relatively high light output and very short scintillation decay constant, investigated

through experiments using charged particle beams.
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Fig. 1. The calculated peak efficiency of GSO(Ce) crystal Fig. 2. Sketch of the detector concept. The system
to protons. See text for more detail. consists of dE and TOF measurement parts. See text for
more detail.

2. Crystal array detector for charged particles
2.1 Difficulties of present methods

When one applies a crystal detector to measure charged particle energies of several hundreds MeV, the

particle identification (PI) analysis is most useful to deduce DDXs. However, the PI analysis is recognized to
become insufficient in a high energy range. This is because the peak efficiency, the ratio of the number of full
energy peak events to the total events, decreases to a level where the PI analysis is no longer applicable.
In Fig. 1 are shown typical examples of the peak efficiency curves of GSO(Ce) crystal to protons as a function
proton energy. They were calculated by the simple Monte Carlo procedure [1,2]. The dotted line is the calculated
efficiency for a crystal having a cross section of 43 mm x 43 mm, which should be the largest possibly present
days. It is found that the curve drops rapidly above 200 MeV and approaches to zero at around 600 MeV. The
solid line is that for infinite size crystal, of which the efficiency is determined solely by the nuclear reactions and
remains to be about 20% at 600 MeV. However, the crystal dimension must be unreasonably large. In addition
to this low efficiency, the 2D PI plot which is necessary for the PI analysis is known to scatter widely and
obscure at these energies. Thus, it will be concluded that the conventional PI analysis is not very useful in this
energy range.

Although there are some alternative options such as the unfolding analysis and the TOF technique, they
have also serious difficulties. The unfolding analysis suffers from a large ambiguity when it is applied to
continuum energy spectra. Although TOF is effective to detect high energy protons, its efficiency becomes very
low due to a long flight path length that leads to an extremely small solid angle and a large portion of beam
bunch thinning-out in cyclotrons. Moreover, it is impossible to realize a wide energy acceptance with a long

flight path in charged particle measurements under atmosphere.

2.2 Proposal of new detector system used in 600 MeV range

In order to meet the criteria discussed above, we propose a new detector system which enables nuclear data
measurement in a 600 MeV range. It utilizes both the pulse height and TOF in proton measurements. As the
concept is illustrated briefly in Fig.2, it consists from two sections; one is a crystal detector based on the ordinal
dE-E method, and the other the TOF section following the crystal.
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The crystal detector works as an E detector for low energy protons and an energy degrader for high energ
protons. Since low energy protons stop in the crystal, one needs not the beam bunch thinning-out in cyclotron
operations. The shorter flight path length, which is realized by the degrader, offers great advantages: the larger
solid angle and easy preparation of a vacuum duct to cover the flight section which is essential for charged
particle measurements. The detector proposed presently is expected to offer the best characteristics to fulfill

required specifications, such as energy resolution and energy acceptance.

3. Design study of new detector system
3.1 Specifications

Since we have a lot of experiences in this kind of experiment, we decided to determine the specifications
by following the parameters optimized in the previous experiments [3-5]. The detector we used had the solid
angle of about 1 msr. The energy resolution of GSO(Ce), which was operated for the dE-E method, was 5 to
10%. Furthermore, the peak efficiency of at least 50% was found to be preferable to perform the most reliable PI
analysis. Although the deeper crystal results in the more loss of particles, the following TOF section is benefited
from the less number of particles. It seems reasonable to determine the crystal depth as to be equivalent with
50% of the peak efficiency.

The basic criteria for the TOF section should come from difficulties in manufacturing and placing a long
vacuum line. A one-meter long duct should be reasonable, and an enough area to be installed is available in the
planned experimental hall of JINR. Moreover, the spread in time measurement appears also to be reasonable as
discussed in the following section.

The specifications targeted in this study are summarized as below:

- Energy resolution is 10%.

- Solid angle is 1msr.

- Peak efficiency of crystals is at least 50%.

- The fight path is one meter.

3.2 Depth of crystal and peak efficiency

As found from Fig. 1, the proton energy range where the peak efficiency approaches 50% is around 300
MeV. The crystal depth needed to stop protons of 300 MeV is about 120 mm. Since the dimension of cubic
GSO(Ce) crystals available presently is 43 mm in the edge length, two or three crystals must be placed in the
front section.

When 600 MeV protons pass through a crystal with this thickness, 32% of protons will be lost due to
nuclear reactions as a result of calculation. The survivors can enter the TOF section. It is preferable to decrease
the number of particles in view of avoiding interferences between two particles accidentally appear in the TOF
simultaneously. The crystal depth of 86 mm will be the best to fulfill these requirements.

3.3 Energy resolution

The estimated energy resolution in the sole TOF section after crystal is shown in Fig.3, as a function of
proton energy and the depth of crystal section of 0, 43, 86 and 129 mm. It is apparent that the TOF energy
resolution improves as the crystal section becomes deeper. In this case, we have assumed the whole timing
resolution to be 100 ps, which could be standard with fast plastic scintillator detectors. A resultant resolution
was,‘ for instance, about 30% at 600 MeV. However, we expect to have the better resolution by including

additional information from crystal detector in actual measurements.
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Fig. 3. Estimated energy resolutions for TOF as a Fig. 4. Estimated energy resolution as a function of proton
function of proton energy and degrader (crystal detector) energy compared with/without crystal as energy degrader.
thickness.

The advantage of this method is demonstrated in Fig.4, which compares the time of flight with/without the
degrader crystal under the flight path length of one meter. The effect of crystal degrader is significant, and helps

to improve the energy resolution.

3.4 Solid angle and fight path

The detector solid angle is shown in Fig.5 as a function of flight path length, and compared between three
different dimensions of square plastic scintillator of 40, 80 and 120 mm on a side. At a flight path of one meter,
the solid angle of Imsr is realized with that of 80 mm.

This plastic cross section is reasonable from view points of manufacturing a vacuum duct and the time

spread due to different flight path from the scintillation source to the photocathode in a photomultiplier.

3.5 Energy Straggling

In this method, the crystal causes the energy straggling of the penetrating particles, and the energy
resolution of the total system descends. We estimate this energy straggling using the Geant4 code. Fig.6~8 show
the energy spectra of the particles after penetrating crystal. Fig.6 shows that the energy straggling doesn’t
depend on the initial energy well. Fig. 7 and 8 shows the energy spectra after penetrating GSO(Ce) crystal of
various thickness. These figures show that the energy straggling largely depends on the length of dE crystal. The
long length of dE crystal improves resolution of TDC by degrading particle energy, but spreads particle energy
by straggling and decreases resolution of energy identification. The length of crystal are very important for the

resolution. We must further investigate the energy resolution of the total system

3.6 Detector arrangement

As aresult of the above discussion, we decided the detector arrangement as shown in Fig.9 The low energy
part consists from stacked crystal detectors where the conventional dE-E measurements are made up to 300 MeV.
Protons of energies higher than 300 MeV are measured by the TOF detector. It consists of two plastic

scintillators with a one-meter flight path length. The end plastic is a square 100 mm on a side. Excluding the
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effect of energy straggling, the expected energy resolution is about 10% for 450 MeV protons. This design

almost satisfies the performance we targeted in this study.

4. Conclusion

A new type of detector system was studied to measure double differential cross sections of proton

productions from proton-actinide reactions at around 600 MeV. The detector system is based on a combination of

dE-E and TOF measurements to realize a moderate energy resolution and an extremely wide energy acceptance.

On the base of the calculations, the detector arrangement has been optimized in terms of crystal dimensions,

TOF path length, and more.
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Phenomenological nucleon optical model potentials of ®’Li up to 50 MeV are obtained on the basis of the
neutron optical model potential of °Li. They are applied to the analysis of deuteron elastic scattering up to 50MeV
using the CDCC method. The optical model calculation with the obtained nucleon optical potentials reproduces well
the experimental data of neutron and proton elastic angular distributions and neutron total cross sections, and also the
CDCC calculation with the nucleon optical potentials for deuteron elastic scattering from *’Li shows overall good
agreement with the measurement.

1. INTRODUCTION

The International Fusion Materials Irradiation Facility (IFMIF) [1] is composed of an accelerator-driven
deuteron-lithium neutron source for irradiation tests of fusion reactor candidate materials. Neutrons up to about 55
MeV will be produced by two 125 mA beams of 40 MeV deuterons bombarding a thick target of flowing liquid
lithium. The neutrons are generated by d-Li stripping, breakup and other reaction processes. The McDelicious code
[2-5] developed in Forschungszentrum Karlsruhe (FZK) is used to calculate the neutron source in IFMIF with the
evaluated d+*7Li cross sections. The McDelicious code can reproduce well both thick target yield (TTY) and double
differential cross sections (DDX) [6]. In evaluation of d+®'Li nuclear data [5], compound nucleus reactions, pre-
equilibrium processes, stripping and direct interactions have been taken into account as the related reaction
mechanisms. Since the deuteron is a loosely-bound nucleus composed of a neutron and a proton, the deuteron
breakup is expected to contribute to the Li(d,xn) reaction if the incident energy is larger than its binding energy.
Therefore, it will be necessary to include the breakup process explicitly in the analysis of the Li(d,xn) reaction.

One of the promising quantum-mechanical approaches to describe the deuteron breakup process is the
“‘Continuum-Discretized Coupled Channels (CDCC) method, which has so far been applied successfully to the
analyses of the data of C, Ni and Cu [7, 8], but not Li. Recently, an example has been reported of the CDCC
calculation of the (d,n) reaction on 'Be [9], a mirror nucleus of "Li, at 8 MeV. The CDCC method deals with the
deuteron breakup process using a phenomenological three-body hamiltonian in which the nucleon-nucleus
interaction is represented by the optical model potential (OMP) at half the deuteron incident energy and an effective
nucleon-nucleon potential is used for the p-n interaction. The nucleon-nucleus OMP is the most important input
quantity in the CDCC method. Before analyzing the breakup contribution in the Li(d,xn) process, it is worthwhile to
study d-Li elastic scattering and reaction cross sections using the CDCC method in order to derive the proper
nucleon-lithium OMPs. This is the purpose of this work. v

In the following sections, we describe the derivation of the nucleon OMP of lithium first, and then analyze
nucleon elastic scattering and total cross sections using the OMP. Finally, the result of the CDCC calculation for
deuteron elastic scattering is presented.

2. OPTICAL MODEL POTENTIAL OF LITHIUM

As a powerful tool, the optical model is applied successfully to calculate angular distributions of elastic
scattering, total cross sections and reaction cross sections. Nucleon OMPs, especially neutron OMPs, are the most
successful example, and have been studied intensively. Recently, the global nucleon OMPs [10, 11] have been
applied satisfactorily to calculations of deuteron induced elastic and reaction cross sections using the CDCC method
by P. Chau Huu-Tai [12]. The Dave-Gould OMP for neutron on light targets was also applied to 'Be [9] using the
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CDCC method. However, the mass range of the target nuclei in [12] is larger than A=16, and the analysis in [9] has
only one mc;dent energy point. Thus, we have decided to derive the proper nucleon-*"Li OMP for the CDCC
analysis of d-*"Li at nucleon incident energies up to 25MeV in the present work.

There are many experimental data of total cross sections and neutron elastic angular distributions for ®’Li at
energies of our interest. Howevel it is known that the neutron data of 'Li contain inelastic scattering contnbunon to
the first excited state of "Li, 0.478MeV state. It would be difficult to determine reliable neutron OMP of Li from thc
elastic scattering data by a conventional method of OMP parameter scarch. Also the number of the proton data of "Li
is very limited in comparison with those of °Li. Therefore, we propose a method to determine the nucleon OMPs of
"Li on the basis of those of °Li. As for °Li, the neutron OMP obtained by Chiba ez al.[13] is available for our purpose,
which explains fairly well the angular distributions of SLi(n,n) °Li at energies up to 24 MeV. The OMP will be
referred to the Chiba OMP hereafter.

We choose the following potential forms from the Chiba OMP:

2
. d fi -
U==V,+iW) f(r,r,,a )+4la,/W/;;f(V:K1>a¢z)+(;;ll_cj (l ) so f(”’m’ s0) (D

in which f'is the Woods-Saxon form factor,

frra)= : ] @)

where r; and q; are the radius and diffuseness parameters, respectively, and A is the target mass number.

Since both neutron and proton OMP analyses of ®’Li are necessary, we extend the neutron OMP to the
proton OMP by assuming the Lane model, and further extend the Chiba OMP so as to include "Li target by changing
the Fermi energies. The depth parameters in Eq. (1) are listed below:

. _ s
I/r :(I/O +I/l izluj{l—nle—} +[AV(T(E)]fbrpromn (3)
A vV, +V,
E-E,)
=, LB @
(E-E) +W,
nl 4
A (E-E,) +W,
VSO — VSO e_}‘:r)(E'E/)’ (6)

where the (N-Z)/A4 term presents the isospin dependence, and the signs +/- are for proton and neutron OMPs,
respectively. The coefficients of (N-Z)/4 are taken from the Koning-Delaroche OMP [10]. The energy dependent
function AVA(E), is the Coulomb correction term for the proton OMP which follows Eq.(23) in Ref. [10]. All
parameters in 4V (E) are the same as those in Ref. [10].

The Fermi energy, Ej; is calculated using the following expressions:

1 .
E, == 18,0%,)+8,(5x,,)] for neutron, ()

Efp = _l [S 1(;XN) + S[) (;:IIXN )] fOr prOtOn. (8)

In Eqs. (7) and (8), Sy(X) is the separdtlon energy of y (=neutron or proton) from the target. Finally, the Fermi
energies of proton and neutron for “’Li are given as

E, (°Li)=—6.457 MeV
E, ("Li)=-4.641 MeV
E, (" Li) = =5.099 MeV
E, ("Li)=~13.62 MeV . €
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3. Results and discussion

The extended Chiba OMP discussed above is applied to calculate four sets of nucleon elastic scattering
experiments that we are interested in, *Li(n,n)°Li, 6Li(p,p)6Li, "Li(n,n)"Li, and 7Li(p,p)7Li. Two parameter sets of
Chiba OMP marked as Set-1 and Set-2 are used in the calculations, because they agree with experimental data
equally on °Li(n,n)°Li reaction in Ref. [13]. And most of the parameters are the same as those in Ref. [13]. However,
two parameters are slightly adjusted to get better agreement with experimental data. According to Delaroche et al.
[14], the radius of the real volume term, r,, is assumed to have a weak energy dependence. Therefore, r, is adjusted
by fitting the experimental data of neutron total cross, reaction cross sections and elastic scattering angular
distributions simultaneously. ,,, the parameter of imaginary surface depth term in Eq. [5], is also adjusted for "Li to
fit the proton elastic scattering data. All parameters obtained in the present work are listed in Table 1.

TABLE 1. Nucleon optical model potential parameters for ®’Li. The quantities ¥; and W,
are given in MeV, J; in MeV™, and r; and a; in fm.

Parameters Set-1 Set-2
Vy 65.64 71.68
V, -26.71 -29.69
Ay 0.00486 0.00495
1.55-0.035E, 1.46—0.04E, E, e[58)
r 1.19-0.01E, 1.049+0.11E,  E, €[8,15)
1.34 1.22 E, €[15,25]
a, 0.707 0.822
W 10.19 10.06
W, 18.42 14.03
74.69 312.4 oLi
Wao {16 {16 o
Wy, 15.69 18.76
Ay 0.207 0.315
¥y 1.59 1.37
ay 0.899 0.699
Vso 8.374 8.702
Aso 0.01407 1.01407
Tso 1.58 1.64
dso 0.427 0311

The optical model calculations are performed using the ECIS code [15], and the results are compared with
the experimental data and two OMPs, which are the Dave-Gould neutron OMP [16] at energies from 7 MeV to 14
MeV, and the Watson proton OMP [17] at energies from 16 MeV to 50 MeV. The related total cross-sections are
analyzed too. The comparisons are shown in Fig. 1(a)-(d). It should be noted that the result of ®Li(n,n)°Li is the same
as in Fig.3 of Ref. [13] and is not included in this report. The experimental data used in the figures are from the
EXFOR database [18]. In the calculations with the Dave-Gould OMP, the individual parameter sets (Table II in the
Ref. [16]) are used for °Li and Li, respectively, because they reproduce the experimental data better than the global
parameter sets. The proton OMP based on the Dave-Gould neutron OMP is also constructed by introducing the
asymmetry term and the Coulomb correction term. The results are plotted in Fig. 1(a)-(c). The results of the Watson
OMP [17] for Li(p,p) are plotted in Fig.1.(a) and (c). Hereafter, the eOMP will be referred to the extended OMP
which introduces the asymmetry term and the Coulomb correction term.

Both the calculations using the Chiba eOMPs with different parameters, Set-1 and Set-2, are almost same,
although some small differences are seen at large angles. Their results of nucleon elastic angular distributions
reproduce the experimental data fairly well at the forward angles as the other two OMPs do. Meanwhile, they devi-
ate from the experimental data at intermediate angles in the "Li(n,n)’Li at energies lower than 24 MeV. This might be
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partly because the contribution of inelastic scattering to the first excited state is included in experimental data. There
is a large discrepancy seen in "Li(p,p) at 19.6 MeV, which cannot be explained properly. Through the comparisons in
Fig.1, it is concluded that at energies from 5 MeV to 50 MeV, the results with Chiba eOMP show overall agreement
with the experimental data of elastic angular distributions and total cross sections to the similar extent of those of the
Dave-Gould eOMP and Watson OMP.

Next, we perform CDCC calculations of deuteron elastic scattering cross sections with the obtained nucleon
OMPs of 'Li. The CDCDEU/HICADEU codes [20] are used in the present calculation. The nucleon OMPs at half
the deuteron incident energy are required in the CDCC calculation. The deuteron ground state wave function is
composed of S state alone, and the D-states are neglected. The breakup states’ wave functions contain the relative
angular momentum of the p-n subsystem / =0 and 2, i.e., 3Sl, 3D\, ’D,, and *D;. The ground-state and breakup-state
wave functions are constructed using Gaussian potentials [7]. The total number of the discretized continuum bins Ny,
is set to be 12, and the maxim total angular momentum J,, is 20. And only opened-channels are considered. The
convergences of M, and J,,, have been checked so that the relative errors are less than 0.3% for deuteron elastic
angular distributions. The Coulomb breakup effects are not included in our CDCC calculations. The reason is that
lithium is the light nucleus in which the Coulomb interaction is much weaker than heavier nuclei, so that the
Coulomb breakup effect is expected to be negligible [9].

The results are plotted in Fig.1.(e) to (f), and they agree with the results of phenomenological deuteron
OMP [19] and experimental data at the forward angles. However, the CDCC results underestimate the first minimum
on 'Li(d,d)’Li at energies below 14.7 MeV, and cannot fit well the experimental data at backward angles at all
energies. The poor fittings on the first minimum of7Li(p,p)7Li may lead to the failures on those of 7Li(d,d)7Li. And
additional contributions from compound reaction mechanism and sub-cluster structure description on ’Li [19] might
improve the calculations at the backward angles.

4. Conclusions

First, we have obtained the phenomenological nucleon optical model potentials of %7Li up to 50 MeV on the
basis of the neutron optical model potential of °Li given by Chiba et al. [13]. It was confirmed that the optical model
calculation with the obtained OMPs could describe well the nucleon angular distributions and neutron total cross
sections of ®’Li in the energy range from 5 MeV to 50 MeV.

Second, the obtained nucleon OMPs was applied to the CDCC analysis of deuteron elastic scattering up to
50MeV. The calculation shows reasonably good agreement with the experimental angular distributions. Particularly,
the good agreement is obtained at forward angles to the same extent to the optical model calculation with
phenomenological deuteron OMP [19]. Such comparisons between nucleon OMPs and deuteron OMPs connected by
the CDCC method will be helpful to evaluate both the nucleon and deuteron OMPs simultaneously.

Finally, the success in applying the CDCC calculation to deuteron elastic scattering from “’Li encourages us
to use the CDCC method to predict neutrons produced from the deuteron breakup process. The prescription for the
(d,pn) reaction has already been proposed by Iseri et al[8] and the code is now available. As our second step, we
expect to clarify the importance of the d-breakup process in the Li(d,xn) reaction through the CDCC calculation with
the nucleon OMPs obtained in the present work.
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3.6 Developments of simulation model describing both elastic and inelastic scattering
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Nuclear reaction simulation models such as INC and QMD cannot calculate the nuclear elastic
scatterings. Based on the stochastic quantization theory, we describe the wave motion of protons by
Newtonian mechanics, and then incorporate elastic scatterings into the framework of the intranuclear
cascade model. Numerical calculations were carried out and compared with experimental angular
distributions of cross sections. Reasonable agreements have been demonstrated and verifying its high

predictive ability and usefulness.

1. Introduction

In recent days, the importance of nuclear reaction simulations is increasing. In particular an intermediate
energy range covering from a few hundreds MeV to about 1 GeV. For instance, they are used for the
particle radiation therapy, the astronautical engineering, the design of the spallation part of accelerator
driven subcritical system (ADS), the particulate radiation transport and the radiation shielding for
accelerator facilities and so on.

The intranuclear cascade (INC) model [1-4] is one of the most successful models and employed in many
simulation tools such as PHITS [5], GEANT4 [6] and FLUKA [7]. This model covers the domain of
classical collision regime that corresponds to inelastic reactions, but does not contain the nuclear elastic
scattering. It is generally accepted that elastic scatterings must be described by the wave mechanics, and
cannot be expressed from classical particle aspects. A new simulation approach must be developed which
can describe inelastic and elastic processes simultaneously.

In the present work, we study a method in order to describe elastic scattering in the framework of one of
the typical simulations, the INC model. We examine two methods for calculating elastic scattering. One is
to use the classical potential and introduces the other. We incorporate above two methods into the INC
model which is developed by our laboratory [8]. In order to check their applicability, we perform numerical

calculations by means of two methods and results are compared with experimental data, respectively.
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2. Theories
2.v 1  Classical potential

A brief description is given of the method for calculating elastic scattering that uses a classical potential.
First, we define temporal differential momentum of incident nucleon in terms of the nucleus potential

gradient by the following equation:

S

=-VU(r), 1)

where U(r) is potential of the Woods-Saxon type with the form of

Ur)= o . )

- R
1+ exp(—r el J
anucl

Parameters of Vo, Ry, and a,,. are potential depth, radius and diffuseness of the nucleus, respectively.

Secondly, the trajectory displacement dr(t) is described by

~ p dp(t)
)= P gy B, 3)
m’ +|13|2 2./ m? +|f9|2

Where m is nucleon mass. At last, we assign eq.(1) to above equation. Therefore, we obtain the form of the

trajectory displacement as
- p VU(r)
dr(t)= p() dt —
1/m2+|]3|2 2w/mz+1ﬁ!2

2. 2 Stochastic quantization

dr’. 4)

The procedure is the new technique of the stochastic quantization. This method is based on Nelson’s
stochastic mechanics [9], where wave functions are interpreted in terms of the probability distribution and
the quantum motion is expressed by a Brownian like classical path. The theory is written by the stochastic

differential equation:

dri(t)=b(7(r),t)de + \[%dfv(t). (5)

Where b is the mean forward velocity, and dw corresponds to quantum fluctuation of Wiener process. The

mean forward velocity b is indicated by following equation:

m

E(F(t),t)=Re[—h—Vlnl//(r,t)}+Im[£Vlnl//(r,t)} ®

Here, the wave function ¥(r,t) satisfies the Schrédinger equation under the condition of dw:



JAEA-Conf 2008-008

|| =0, (7)

and

(i1 )diole)) = —Zdt. ®)

In the present work, we modify eq.(1) in order to simplify the calculation. Specifically, eq.(1) is modified

to be
dr(t) - (13’ + (7)’)At = (A, ©9)

with

Where b’ is the velocity of a particle defined by the conventional INC model. The vector field  and dw are
approximated by new vectors 5’ and @’ in Ref.[10]. They are finally combined and replaced by (. The
functional form of { includes the symmetric deflection angle d®. And  is determined so as to reproduce
experimental data. Additionally, d is given by the function &. It is a function of df, the wave number of

incident proton £, the particle kinetic energy E and the target mass number A4 :
R
B x
Ed0)=c]—" U explx,| 1421 |4 (10)
2sin(d6/2) 40

¢ =0.0000193E" +419.13E7"*,
R=0.144"°+0.122(4+1)/4,
x, = 2kRsin(d6/2) and x, =0.2(208/A4)

with

The form of eq.(10) was introduced originally in Ref.[11] to simplify a form given in Ref.[12]. From a
practical point of view, it is not worthwhile to reproduce detailed diffraction patterns in the angular
distributions. Eventually, the trajectory displacement is described by the deflection angle which is decided

by using nonuniform random number based on eq.(10).

3. Results and discussion

Fig.1 shows angular distributions of the 40Ca(p,p)“OCa elasic scattering at 200 MeV and 500 MeV
calculated by above two methods. Similarly, fig.2 shows results of the 208Pb(p,p)me scattering. The solid
line denotes the calculation result of introducing the stochastic quantization. The dashed line is the

calculation result obtained by using the classical potential. And the closed circles denote the experimental



data cited from Refs.[12,13].
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Fig.1 and fig.2 show that the method of using the classical potential cannot reproduce experimental data.

In this method, the particle emission seems to be allowed in sole the most forward angles, and cannot be

deflected to the larger angle region where experimental data exist. It is generally ascribed to the classical

limit of the particle motion.
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The stochastic approach shows reasonable agreements with experiments in both the absolute values and
the shape of angular distributions in fig.1 and fig.2. Since we introduced a simple prescription, diffraction
patterns are not reproduced. From a theoretical point of view, this approach is unsatisfying and incorrect,
since the mean forward velocity is disregarded and the particle path is no longer differentiable. Even so,
essence of the stochastic mechanics is that the superposition of trajectories can justify the probability
interpretation of the wave function. Since we have chosen trajectories to reproduce experimental data, the
superposed trajectories can be considered to be close to the true one. Additionally, from an application
point of view, in constant, this approach has positive aspects: it requires only simple calculations and
appears to give reasonable physical results within the INC framework. To the best of our knowledge, it is
the only finite order approach that consistently gives reasonable results for both elastic and inelastic

processes.

4. Conclusion

We have proposed a new simulation model that incorporated the elastic scattering process into the INC
model, which is widely used for nuclear reaction simulations. We examined two methods for calculating
elastic scattering that uses the classical potential and the other introduces the stochastic quantization. The
former has found to fail to reproduce deflection. In the latter, reasonable agreements were realigned
although. For wider validity and reduce computational requirements, the exact theory was reduced to an
empirical frame. Calculation results indicated that the stochastic approach is more useful than the classical
potential approach. From the present work, it can be concluded that the stochastic approach has positive
aspects for applications.

From the theoretical point of view, the success of stochastic approach is very interesting result. The
model offers a method to describe elastic and inelastic reactions simultaneously. Elastic scattering is
governed by wave effects, while inelastic reactions have a classical point-like particle nature. This approach
is the first to combine two phenomena from different physical pictures.

Our further study will be directed toward testing its applicability to other regimes and performing

calculations of recoil momentum of residual nuclei.
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3.7 Paramagnetic Scattering of Neutrons by Rare-Earth Oxides™

Toru Murata* and Tsuneo Nakagawa**
*Former NAIG Nuclear Research Lab.
**Nuclear Data Center, Japan Atomic Energy Agency

Thermal region neutrons are scattered by the paramagnetic moment of rare-earth oxides
such as Gd203 which are contained in nuclear fuels as burnable poison. The scattering is
atomic process and not a nuclear process, so the data are not included in the nuclear data files
such as ENDF/B and JENDL. The cross sections and angular distributions of the elastic
scattering are calculated using the existing theory and ENDF/B type files are made for oxides
of Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm and Yb. in the incident neutron energy range
from 105 to 1.0 eV at the room temperature and the temperature dependences in the
paramagnetic region are also given.

1. Introduction

Most rare-earth oxides have paramagnetic moment of its ionized states. Neutrons have
magnetic moment and interact with the paramagnetic moment of the ions and scattered when
they impinge upon the oxides. The paramagnetic scattering is an atomic process and not
included in the nuclear data files such as the ENDF/B and JENDL. In the present work, cross
sections and angular distributions of the paramagnetic elastic scattering of 3* states of 11
elements; Ce, Pr, Nd, Sm, Gd, Tb, Dy, Ho, Er, Tm and Yb, and 2+ state of Eu were calculated
based on the theory described in the papers?.?.3. For these ions, paramagnetic properties are
determined by the 4f electron numbers.

2. Theory
The interaction of neutron magnetic moment and the atomic electrons is given by
H, =~ [f, HG=F,)dr, M

where /i, =y, 0 isthe magnetic moment of neutron, y =—1.913, & neutron spin operator,

and H (¥ —7,) is the magnetic fields at neutron position 7, caused by the charge density and

current density of the moving bound electrons at 7. The paramagnetic properties of the
rare-earth oxides are well described by the states of unpaired 4f electrons and the integration
in Eq. (1) is also made for the states.
Then the paramagnetic elastic scattering differential cross section is given by

do k 2 1 2 \? .

pm " f l f H i l - e 2,,2 2
e T i ~— y e fK), (2)
dQ k<| wf) 6\ mc’

!

* Work performed as a part of the FP Nuclear Data working group of Japanese Nuclear
Data Committee.
Corresponding author e-mail: t.murata@ma.point.ne.jp
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and the elastic scattering cross section is given by

2
2 e’
Om(K)==m - yz,uZ<f(K)2> , (3)
3 \mc”
where K = K, — K is the momentum change between incident and scattered neutrons,

e2/mc? is the classical electronic radius, y and g are the magnetic moments of neutron and

of the ions, respectively, f(K) the magnetic form factor and < f (K)2> average of the

squared magnetic form factor over all scattering angles. So, the relationship between
scattering angle O and the momentum change K is K = 2Ki sin(6/2).

The magnetic form factor f(K) is given by Blume et al.? for the atomic ions of ground

state configuration of (8, L, J ) in the LS coupling as

L-J(g,(K)~g,(K)/2)+2S - J(j,(K))
[-J+25.7

S(K)= (4)

Blume et al.? tabulated the functions (g,(K)—g,(K)/2) and (j,(K)) defined as
(ju(K)) = [ Re)* () ji, (Kr)dr
(g,(K)) = [ Ry)* (1) g, (Kr)dr, (5)

where j,(Kr) is the usual spherical Bessel function, g, (Kr) the function defined by

Trammell? and R, (r) the radial part of the 4f electron wave function obtained with the

Hartree-Fock method.

3. Calculation

Blume et al? tabulated the function values in the momentum transfer
range K /47 = 0~1.3/A for the 3* ions of Ce, Pr, Nd, Sm, Gd, Dy, Er and Yb. For Eu, 3+ ion
has J=0 and no magnetic moment, and the values of 2+ ion were given. The function values
change rather smoothly over these elements. In the present calculation, the values were
interpolated for the 3+ ions of Tb, Ho and Tm using the values of the neighbor ions.

Table 1 shows electronic configurations, ground state (S, L, J) values and paramagnetic
moments of rare-earth 3* ions at room temperature. Most of calculated paramagnetic
moments of these ions agree with the experimental values, and the ground state (S, L, J)
values are predicted properly by the Hund rule. For Sm and Eu, it is well known that the
excited states lie near the ground state and thermally excited, so the simple Landé factor can
not explain the experimental data, which are reproduced well with the theory by Van-Vleck?.
Present calculations were made with Egs. (2), (3) and (4) using the experimental magnetic
moments. Paramagnetic moments tabulated in Table 1 are those at room temperature To (300
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°K) and those at higher temperature T (‘K) are predicted by

w(T) =pn(To) s y(T)/ x(T,), (6)

where y(7') isthe paramagnetic susceptibility at T and given by®

- ~ g Z,U 2
H(T) = 22T+ Dexa EJ”‘T){ e J(J+1)+aj}/z(2J+l)exp(—EJ/kT)

J

(7)

where gs is the Landé g factor for total spin J, uB the Bohr magneton and Es the atomic
excitation energies caused by the ground state L - S coupling with the strength A given in the
last column of Table 1;

E, = AMJ(J+1)=L(L+1)=S(S +1)}/2, J=L+S,...,1LSI, (®)

and «,is the constant susceptibility defined by Van Vleck® and approximately;

2 .
o =t {F(Jﬂ)_~ F(J) } ©
62J+1) |E,,—E, E, -E,,
where
FO=|S+L+0> =172 =s-1)* |17 (10)

With these formula, temperature dependence of the paramagnetic scattering were
calculated in the temperature range from 300 to 2000 ‘K and showed approximately (To/T)2
dependence for most elements but Sm.

4. Results and Discussion

Examples of the calculated cross sections and differential cross sections are shown in
Fig.1 and Fig.2, respectively, comparing with the experimental data, if available. For thermal
neutron (En=25.3 meV) cross sections, comparison is made in Fig. 1 with the referred cross
sections in Mughabghab’s book”. Though good agreement is shown in the figure between
them, for some elements such as Ho and Tm, discrepancies are recognized. That will be
originated in the differences of magnetic moments. Present calculations were made in the
incident neutron energy range up to En=1.0 eV, however, above 0.1 eV, extrapolation was
made in the magnetic form factors given by Blume et al.? and there will be great ambiguity in
the region. Table 2 compares the thermal cross sections of nuclear scattering and magnetic
scattering of rare-earth oxides at 300 K. Uncertainty of the calculations is also caused by
the error of experimental magnetic moments. The errors are not given in the handbook?, so
the cross section errors can not be estimated. Calculated examples of the temperature
dependence of paramagnetic susceptibilities are shown in Fig.3. Numerical values of the
temperature dependence of the cross sections are also given in the present data file. Except
Sm, magnetic scattering cross section decreases with the temperature as is shown in the left
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part of Fig.3, and there will be little effect in the power reactors, however, in the room

temperature experiment of the critical assembly which include such as Gd20s, the influence of
the magnetic scattering should be examined.

Thanks are due to the other members of the FP working group of JNDC for useful discussion.
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Table 1 Electronic configuration and magnetic moment of rare-earth oxide ions.
(Mainly from ref.4)

Elements | Configuration | G.State (S,L,J)*1 | Mag.moment | Mag.moment |L.*S strength
(calc.)*2 (exp) A(meV)
Ce3+ 4f1552p6 2F50 (1/2, 3, 5/2) 2.54 2.52 79
Pr3+ 4f2552p6 sHs (1, 5, 4) 3.58 3.56 45
Nd3+ 4f3552p6 T (3/2, 6, 9/2) 3.62 3.45 36
Pm3+ 4f1552p6 sy (2,6, 4) 3.68 — 32
Sm3+ 4f5552p6 6Hsz  (5/2, 5, 5/2) 0.85 1.74 30
(Eu3+) 4f6552p6 Fo  (3,3,0) 0 3.4*3 29
Eu2+ 4f7552p65d° | 8S7  (7/2, 0, 7/2) 7.94 3.4%3 NDG*
Gda+ 4f152p6  |8S72  (7/2, 0, 7/2) 7.94 7.98 NDG**
Tb3+ 4f8552p6 e (3,3,6) 9.72 9.77 -36
Dy3+ 4f9552p6 | 6His2 (5/2, 5, 15/2) 10.64 10.83 -47
Ho3+ 4105526 sls (2,6, 8) 10.6 11.2 -64
Er3+ 4f11552p8 | 4y50  (3/2,6,15/2) 9.58 9.9 -102
Tm3+ 4£12552p6 sHe (1,5, 6) 7.56 7.61 -160
Yb3+ 4f13552p6  |2F7e  (1/2, 3, 7/2) 4.54 4.5 -365

*1 Hund’s rule
*2 u(theory)= g+ [J(J+1)]12 :
Lande g-factor: g=1+[J(J+1)+S(S+1)-LL+D]/2J(J+1)
*3  C.Kittel, “Introduction to Solid State Physics(8th ed.)”, John Wiley
*4 No data given
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X Table 2 Nuclear and magnetic
. Cross Section (b) . .
Oxides scattering cross sections of

Nuclear” Magnetic™ .
rear-earth oxides.

Ce203 3.397 1.572 * JENDL-3.3 (T=300°K)
Prz0s 3.361 3.604 ** Present calculation:
Nd20s 8.735 3.924
Sm203 13.70 3.668

EuO 5.421 1.898
Gd20s 70.21 11.84

Tb203 10.69 21.13
Dy20s3 not given 28.64
Ho203 not given 32.76

Er:03 5.885 27.16
Tm203 not given 16.62
Yb203 not given 6.028
1E+2 1E+2

Nd{(3+) — Gd(@3+)

TE+1 T1E+1
3 ~ | % o

1E+0 1E+0 \
\ R

1E-5 1E-4 1E-3 1E-2 1E-1 TE+D 1E-5 1E-4 1E-3 1E-2 1E-1 T1E+D
En{eV) En{eV)
TE+2 1E+2
\\\ Er{3+) Yh{3+)
1E+1 T1E+1 z
[~
Sig Sig
I \ (b '\\\
1E+0D >, 1E+0

AN

™~

1E-1 1E-1
1E-5 1E-4 1E-3 1E-2 1E-1 TE+D 1E-5 1E-4 1E-3 1E-2 1E-1 1E+0
En{eV) EnleV)

Fig.1 Examples of the paramagnetic neutron scattering cross sections. Solid line is the
results of the present calculation. Dots at En=25.3 meV are the experimental data for Nd, Er
and Yb, and calculated result for Gd referred in Mughabghab’s book? .
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8.9 9.8 T : :
PﬁBﬁﬂ[ﬁG .SCATT I DIFF .SIG| .Nd3+ PARAMAG .SCATT .DIFF.SIG .Ho3+
Exp. :Koehler (1953) Exp. :Koehler (1958)
| En=68 . 8meV | En=55. 1meV
— Present Calc. —— Present Calc.
8.6 1*&% 6.8
DSIG.
DSIG.
(h/sr) (hrsr)
8.3 } 3.8
0.0 t l E—— 0.0 Bi—
8 45 98 135 © 188 8 45 98 135 188
SCATT.ANGLE(lab.deg) SCATT.ANGLE(lah.deg)

Fig.2 Examples of differential cross section of paramagnetic neutron scattering (Left: Nd2Os,
Right: Ho203 ). Experimental data are measured by Koehler et al.9.9, present calculation is

shown 1n solid line.
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Fig.3 Calculated temperature dependence of the paramagnetic susceptibility of Ho3+ (left)
and Sm3+ (right) above 300°K. The ordinate shows the ratio of susceptibility of temperature T
to that of the room temperature 300°K. Almost rare earth elements but Sm show the tendency
to decrease with the increase of temperature like Ho case. Sm has seven narrow spacing
excited states of the ground state L.+ S multiplet and these states excited by thermal
energies and the susceptibility increases with temperature. The dashed lines show the details
of the susceptibilities with excited levels.
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3.8 Impact of Cross Section Library Update from ENDF/B-VI.8 to ENDF/B-VII.O
on BWR Fuel Lattice Burnup Characteristics

Akiko Toishigawa, Tadashi Ikehara, Munenari Yamamoto, Hiromi Maruyama
Global Nuclear Fuel — Japan Co., Ltd.

3-1, Uchikawa 2-Chome, Yokosuka-Shi, Kanagawa-Ken 239-0836
E-mail: Akiko.Toishigawa@gnf.com

ENDF/B-VII.0 was released December 2006. We investigated the impact of cross
section library update from ENDF/B-VI.8 to ENDF/B-VII.0 on BWR fuel lattice burnup
characteristics. In the case of UOz fuel lattice with Gd rods, the difference in Kint between the

two libraries varies +0.4%dk along exposure. Major contributors to this difference were
identified, namely the update of U-238, Pu-241, O-16 and H-1 (bound in H20) data.

1. Introduction

ENDF/B-VIIL.0 was released December 2006. Many benchmark tests have been done
with the new library against critical experiments to examine its predictability of criticality,
showing the better results relative to those with the older ENDF/B versions. In the results for
LEU benchmarks of the ICSBEP, for example, the average difference in C/E of criticality
factor between ENDF/B-VI.8 and VII.O library was reported to be 469pcm(l. Note that this
was obtained from a series of cold, clean critical experiments. It is expected, therefore, that
the situations are different in an actual heterogeneous, hot, operating condition. The
influence of the library update on LWR fuel burnup characteristics is worth evaluating, while
no such investigations have been reported. Then, we investigated the reactivity impact of
cross section library update from ENDF/B-VI.8 to ENDF/B-VII.0 on BWR fuel lattice burnup
characteristics.

2. Calculational codes and cross-section library

Investigation has been done using three different codes, i.e. Monteburns2(2l,
MVP-BURNB! and LANCERO14. Monteburns2 is a fully automated tool that links the
continuous energy Monte Carlo code MCNP with the burnup code ORIGEN2. We have
enhanced Monteburns2 to remove the limitation on the number of burnup materials and of
burnup steps. MVP-BURN 1is also a tool that links the continuous energy Monte Carlo code
MVP with the burnup module BURN. LANCERO1 is the multi-group transport-theory based
BWR lattice physics code developed by GNF.

NJOY99.1615! was used for generating both MCNP and LANCERO1 cross-section
libraries based on ENDF/B-VI.8 and ENDF/B-VII.0. MCNP library was prepared for
Monteburns2. This library consists of 246 nuclides including 120 FP nuclides having sensible
worth in reactivity. LANCERO1 library consists of 225 nuclides in the form of 190 neutron
energy group structure.

On the other hand, cross-section library for MVP-BURN was generated by JAEA’s
LICEM system!6] which is entirely independent of NJOY system. The BURN module has
several choices of burnup chain models: we chosen a detailed burnup chain model comprising
21 heavy nuclides and 104 FP nuclides.

3. Reactivity impact of cross section library update
3.1. Burnup calculation of 4x4 fuel rod lattice with 2 adjacent Gd-poisoned rods
(NEACRP/L-271 benchmark problem)/”]
The NEACRP/L-271 burnup benchmark problem was taken as the first case to
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evaluate the reactivity impact of the cross section library update on LWR fuel burnup
characteristics. Two separate burnup calculations with use of the two different library
versions (ENDF/B-VI.8 and VII.0) were performed by each of the aforementioned three codes.
In addition, one more MVP-BURN calculation with use of JENDL-3.3 library was made to
compare with the results of ENDF/B-VI.8. We obtained A Kinr due to cross section library
update by taking the difference of Kinf between each pair of the corresponding burnup '
calculations. The resultant A Kinr are plotted in Fig.1, showing that the reactivity impact of
updating the cross section library from ENDF/B-VI.8 to VIIL.O is considerable and varies with
exposure ranging over = 0.4%dK. It should be noted that all three methods yielded almost
consistent results of A Kint both in trend and magnitude over the exposure range of interest.
This indicates that the deterministic LANCERO1 calculation is reliable for the current
purpose: a time-consuming Monte Carlo calculation is not always necessary. It is interesting
to notice, in addition, that the results of JENDL-3.3 are fairly close to those of ENDF/B-VI.8.

3.2. Reactivity impact of cross section library update on burnup characteristics of BWR fuel
lattice

A pair of LANCERO1 burnup calculations with use of two different cross section
libraries (ENDF/B-VI.8 and VII.0) were performed for the following three cases of BWR fuel
assembly.

Case-1: 9x9 BWR UO: fuel rod lattice with 16 Gd-poisoned rods!8!
Case-2: 9x9 BWR UO: fuel rod lattice with no Gd-poisoned rod
Case-3: 10x10 BWR MOX fuel rod lattice with 14 Gd-poisoned rods!8!

Case-1 is the case known as “LWR Next Generation Benchmark Problem”. Case-2 is
a typical STEP-III BWR assembly with the average enrichment of 4.3wt%, while all the
Gd-poisoned rods are intentionally set to be Gd free to remove the effect caused by Gd
nuclides. Case-3 intends to see the effect of changing fuel material from UO2 to MOX.

The results of reactivity impact by cross section library update are shown in Fig.2 for
the Case-1, Fig.3 for the Case-2 and Fig.4 for the Case-3, respectively. It should be noted that
the results are significantly different among the three, and that the exposure dependent
behavior of Case-1 looks similar to that shown in the NEACRP/L-271 problem. This implies
that the effect of library update would be produced by several exposure-dependent
components. It 1s also worth investigating to identify the cause of the variations among the
cases.

Fig.1 Difference in Kint by library update from

20

Exposure(GWd/t)

Exposure (GWd/t)

Fig.2 Difference in Kinf by library update
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Fig.3 Difference in Kint by library update Fig.4 Difference in Kinr by library update
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4. Sensitivity study of cross-section data update of individual nuclides

To look into the main causes of producing the behavior along exposure shown in the
previous section, we made additional LANCERO1 burnup calculations for the NEACRP/L-271
problem: sensitivities on Kint were obtained by replacing ENDF/B-VIL.O cross section data
with ENDF/B-VIL.8 data individually for those nuclides which are the major players in LWR
analysis. As a result, four major contributors to the differences were identified, namely the
update of U-238 capture cross section, Pu-241 capture cross section, O-16 (n, ) cross section
and H-1 (bound in H20) thermal scattering kernel. Fig.5 shows the results of sensitivities on
Kinf for each of the above four contributors together with their summation. This plot reveals
that the summation of the four contributors reproduces fairly well the Kinr difference between
ENDF/B-VI.8 and B-VIL.O shown in Fig.1. Particularly, the H-1 contribution is notable,
because it evidently produces an effect on Gd worth during the period of its depletion.

To physically interpret the effect created by each contributor, we made a comparison
of LANCERO1’s multi-group cross section data between ENDF/B-VI.8 and B-VII.0 as shown
in Figs.6 through 9. Each plot also contains the ratio of ENDF/B-VII.O data to B-VI.8 for
clarity of comparison.

4.1 U-238

The reactivity effect of U-238 update from EBDF/B-VI.8 to B-VII.0 is significant and
has a large variation along exposure as shown in Fig.5. In Fig.6, a comparison of U-238
capture cross sections between the two libraries is given, showing that it decreased in value of
1% to 2% over a low energy range. Then, this update brings positive reactivity during a low

exposure period, and turns negative at high exposure due to the reduced production of
Pu-239.

4.2. Pu-241 ‘

In ENDF/B-VII.0, Pu-241 thermal capture cross section increased in value as shown
in Fig.7. Then, this update brings negative reactivity, since Pu-241 increases in number
density with exposure in a UOz fuelled lattice.

4.3. 0-16
In ENDF/B-VII.0, O-16 (n, ) cross-section decreases in value about 30% as shown in
Fig.8. This update brings constant reactivity of +0.15%dK over an entire range of exposure.

4.4. H-1 (in H20)
In ENDF/B-VIL.0, H-1 (bound in H20) thermal scattering cross section was changed
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as shown in Fig.9. This update produced exposure-dependent differences in reactivity as
shown in Fig.5 for the NEACRP/L-271 problem. A steep gradient in reactivity curve seen in an
early burnup period is created by a sensitive nature of Gd depletion mechanism. Therefore,
the reactivity effect of this H-1 update may change with the Gd-related conditions. This can
be examined by looking at the results obtained for Case-1, 2 and 3 as shown in Fig.10. In
Case-1 (9x9 BWR UO: fuel rod lattice with 16 Gd-poisoned rods), the reactivity effect starts
with negative contribution at the beginning of fuel exposure: once Gd capture was overly
calculated, the Gd depletion rate becomes faster and faster due to the positive feedback
mechanism of Gd depletion, resulting in the behavior seen in Fig.10. After Gd burns out, the
reactivity effect becomes close to that of Case-2. In Case-3 (10x10 BWR MOX fuel rod lattice
with 14 Gd-poisoned rods), on one hand, the reactivity effect of the H-1 update looks much
different from. the previous Case-1. This is due to two factors, i.e. one is that thermal
spectrum in MOX lattice is much harder than that of UOz2, and another the presence of Pu
thermal resonance around 0.3eV depresses thermal spectrum sensitive to Gd capture.
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5. Conclusion

The impact of cross section library update from ENDF/B-VIL.8 to B-VII.0 on BWR fuel
burnup characteristics was investigated. The degree of impact is significant and varies with
fuel compositions and/or Gd presence. Major contributors to the Kint difference between the
two libraries are the decrease of U-238 capture cross-section, the increase of Pu-241 capture
cross-section, the decrease of O-16 (n, @) cross-section and the change of H-1 (bound in Hz0)
thermal scattering kernel. It is suggested, when adopting the new cross-section library in the
design and analysis of LWR core, that the benchmark calculations only for the clean
conditions is insufficient, and that evaluation of the impact on burnup characteristics is also
important.
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3.9 Analysis of irradiated UO2 and MOX fuel composition data measured in REBUS program
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Japan Nuclear Energy Safety Organization (JNES) participated in REBUS international program organized
by Belgonucleaire and SCK/CEN and has been analyzing the experimental data. This paper presents
preliminary analysis results obtained using SRAC and MVP-BURN codes with the nuclear library
JENDL-3.2 for the measured isotope composition data of the UO2 and the MOX fuels that were irradiated in
commercial LWR plants and used in critical experiments in the VENUS critical facility of SCK/CEN.

1. Introduction

Critical experiments of the cores partially including irradiated UO2 and MOX fuels were performed in
REBUS international program. " Burnup calculations of the irradiated fuels were performed to determine the
fuel compositions in the analyses of the critical experiments. The irradiated fuels were selected from MOX
fuel assemblies irradiated in the BR3 PWR plant (BR3-MOX), 9x9 MOX fuel assemblies irradiated in the
Gundremmingen BWR plant (GUN-MOX) and a 18x18 UO2 fuel assembly irradiated in the GKN-II PWR
plant (GKN-UQO2). One sample were taken for each fuel type and isotopic compositions were measured by a
chemical assay at a hot laboratory in SCK/CEN.

We have been studying analysis methods including nuclear data libraries through comparisons between the
calculated and the measured composition data®”" in which burn-up calculations were performed with SRACY

and MVP-BURN® codes with the nuclear data library JENDL-3.29.

2. Measurements of [rradiated LWR Fuel Compositions in REBUS Program
Table 1 shows main characteristics for the measured fuel samples. Measured nuclides and measurement
errors (2 o ) for composition data are shown in Table 2 and Fig. 1. Analytical methods used in the chemical

assay are summarized in Table 3
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Table 1 Main Characteristics for Measured Fuel Samples

Plant BR3 Gundremmmingen GKN-II
Reactor Type PWR BWR PWR
Fuel Type MOX MOX Uo2
Exposure (GWd/t)* 20 62 54
Initial U-235(wt%) DU DU 3.8
Initial Puf (wt%) 6.9 5.5 -
Sample Name BR3-MOX GUN-MOX GKN-UO2

* . Average exposure of test fuel rod

Table 2 Measured Nuclides

Element Nuclide
Actinide
U U-234, U-235, U-236, U-238
Np Np-237
Pu Pu-238, Pu-239, Pu-240, Pu-241, Pu-242
Am Am-241, Am-242m, Am-243
Cm Cm-242, Cm-243, Cm-244, Cm-245

Fission Products

Burn-up Indicator | Nd-143, Nd-144. Nd-145, Nd-146, Nd-148, Nd-150, Cs-137, Ce-144
Mo-95, Tc-99, Ru-101, Rh-103, Pd-105, Pd-108, Ag-109, Cs-133, Cs-135,Nd-143,
Neutron Absorber
Nd-145, Sm-147, Sm-149, Sm-150, Sm-151, Sm-152, Eu-153, Eu-154, Gd-155
A% 1%
B Measured Brar (20) EMeesured Bror (20)
2%

Fig.1 Measurement Errors (2 o ) for Composition Data
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Table 3 Analytical Methods in Measurement

Analytical Method Measured Nuclide
Radiochemical Analysis
« -Spectrometory Pu238, Cm242, Cm244
v -Spectrometory Cm243, Cs137, Celd44, Eulb4
Mass Spectrometry Analysis
TIMS (Thermal lonization Mass U, Pu, Am, Cm, Nd, Sm, Eu, Gd, Cs

Spectrometry) Isotopes excluding « and vy measured nuclides

Power spike using isotopic dilution method : U233,
Pu242, Am241, Nd146, Natural Sm, Eu, Gd
ICP-MS (Inductively Coupled Plasma Mass | M095, Tc99, Rul01, Rh103, Pd105, Pd108,
Spectrometry) Agl109, Np237

3. Analysis of Irradiated UO2/MOX Fuel

Burn-up calculations were performed with a Pij module of SRAC and MVP-BURN using JENDL-3.2. In
MVP-BURN calculations, 400,000 neutrons were generated in each burn-up step. Irradiation histories used in
the burn-up calculation were determined based on the plant data and cooling periods between the fuel
discharge and the measurements were considered in the burn-up calculation. For the BR3 -MOX and the
GKN-UO2 fuels, pin cell models that are equivalent to the assemblies and for the GUN-MOX fuel an
assembly model were applied. The burn-up calculations adopted the exposures determined by a

non-destructive gamma-ray spectroscopy of Cs-137 for the fuel rods.

4. Comparison of Analyses with Measurements

Comparisons of fuel compositions for the samples of the BR3-MOX, the GUN-MOX and the GKN-UO2
fuels are shown in Figs. 2, 3 and 4.
(1) BR3-MOX

The comparisons are summarized as follows:
U-235:well agree within 1%, Pu-isotopes: well agree (<3%), Np-237& Am-242m:agree (<2 0 ), Am-241 large
overestimate (25%), Cm: underestimate (>20%), Major FPs: well agree, Sm-148,Eu-154&155,Gd-155:
slightly underestimate, Nd-142:largely underestimate, Metal FPs: largely overestimate.
(2) GUN-MOX

The comparisons are summarized as follows:
U-235: a little overestimate (4%), Pu-239&241: slightly overestimate (~10%), Pu-238&240: well agree
(<2%), Am-241(Pu-241) : largely overestimate (25%), Cm-242: agree within 20, Cm-244: well agree, major
FPs: well agree, Sm-148 Eu-154,Gd-155: well agree, Nd-142: agree, Metal FPs: largely overestimate
(3) GKN-UO2

In this analysis, SRAC and MVP-BURN calculations based on a assembly model were performed in

addition to the cell model of SRAC. These calculation results agree very well.
The comparisons are summarized as follows:

U-235: little overestimate, Pu-239: slightly overestimate ,Pu-240&241: agree (<8%), Am-241(Pu-241):
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5. Summary and Discussions
Following conclusions were obtained through the comparisons of fuel composition analyses:

(1) The accuracies for main U and Pu-isotopes is good in low burnup MOX (BR3-MOX). However,
noticeable discrepancies are observed in high burn-up MOX&UO2 (GUN-MOX and GKN-UO2) and
further studies are necessary for the analysis models and also U and Pu cross sections

(2) Accuracy for TRUs beyond Pu including Np-237, is not good. For 241 Am, large overestimations are
observed in all samples. The improvement of TRUs cross section is strongly desired.

(3) For major FPs, the accuracies are generally good. However, large discrepancies for the metal FPs are
observed. Further information is necessary for the accuracies of the chemical assay for the metal FPs.
The fission yields for metal FPs changes largely along masé numbers shown in Fig. 5. Therefore, the

improvement of fission yields may be necessary to decrease calculational errors.

mU-235

Pu-239

7% B Pu-241 —
®U-238
Pu-240

o
*

Curulative Yield
>
s

w
*

Mo95 Tc99 Rut01 Rh103 Pd105 Pdi08 Agl09
FP

Fig.5 Comparison of Fission Yields and Uncertainties for Metal FPs (Nuclear Data : ENDF/B-VI)

(4) Nuclide-wise reactivity worth of the total inventory of each nuclide was evaluated for the fuel cell of the
irradiated GKN-UO2 fuel in the experimental core based on SRAC pin cell calculations. Using these
information the effects of the deviations of the calculated compositions from the measurements on the
infinite multiplication factor of the cell were evaluated. The results are shown in Fig.6 for actinide
nuclides and Fig.7 for FP nuclides.

In actinides, the largest three reactivity nuclides are +2% Ak for Pu-239 (C/E: 1.08), +0.32% Ak for
Pu-241(C/E: 1.04) and -0.36% Ak for Am-241(C/E: 1.28) where the values in brackets show C/Es in the
compositions. In fission products, the largest three reactivity nuclides are -0.26% A k for Rh-103 (C/E: 1.19),
-0.13% Ak for Ag-109 (C/E: 1.43) and -0.10% Ak for Sm-149 (C/E: 1.09) The above results shows that
small analysis errors for Pu isotopes such as Pu-239 and Pu-241 cause large reactivity effects and reconfirm

the conclusions shown in (1) through (3) should be reconfirmed.
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3.10 Short Comment to Iron Data in JENDL-3.3
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We investigated what of the iron data in JENDL-3.3 caused the overestimation of
the measured neutrons below ~ 10 keV in the iron experiment at JAEA/FNS through the
DORT analyses based on the iron data in ENDF/B-VIL0. It was found out that the first

inelastic scattering cross section data of S’Fe in JENDL-3.3 caused the overestimation.

1. Introduction

We presented analysis results of the integral experiments at JAEA FNS with recent
nuclear data libraries (JENDL-3.3 [1], FENDL-2.1 [2], JEFF-3.1 [3] and ENDF/B-VIL.O0 [4])
and MCNP-4C [5] at the last symposium on nuclear data [6]. One problem appeared in the
iron experiment [7] as shown in Fig. 1. The calculation with JENDL-3.3 overestimated
measured neutrons below ~ 10 keV for the iron experiment, while other calculations agreed
with them well. Figures 2 and 3 indicate the problem. It was expected that the iron data in
JENDL3.3 had some problems. In this paper we investigate what of the iron data in
JENDL-3.3 causes the overestimation based on ENDF/B-VII.0.

2. Method

The Sn code DORT [8] was used for this analysis because this code gives almost
the same results as MCNP very quickly. Multigroup libraries of neutron 175 group structure
with self-shielding correction were produced with the TRANSX code [9] from MATXS files.
The MATXS files supplied from JAEA Nuclear Data Center were adopted for JENDL-3.3
[10]. Since MATXS files for ENDF/B-VIL.0 were not released officially, they were produced
with the NJOY99.161 code [11] and patch [12] from BNL National Nuclear Data center for

—103—



JAEA-Conf 2008-008

ourselves.

3. Results and discussion

First in order to examine which iron isotope caused the overestimation, we
calculated neutron spectra of the iron experiment with DORT, where the iron isotopes in
JENDL-3.3 were replaced with those in ENDF/B-VII.0 one by one. Figures 4 and 5 show
the result. As a result, it was found out that the 3’Fe data in JENDL-3.3 caused the
overestimation of the measured neutrons below ~ 10 keV.

Next we compared the *'Fe data in JENDL-3.3 with those in ENDF/B-VIL0 every
reaction. The elastic and first inelastic scattering cross section data of >'Fe in JENDL-3.3
were different from those in ENDF/B-VII.O largely as shown in Figs. 6 and 7. In order to
investigate which reaction caused the overestimation, we calculated neutron spectra of the
iron experiment with DORT, where the elastic or first inelastic scattering cross section data
of >’Fe in JENDL-3.3 were replaced with those in ENDF/B-VIL0 separately. Figures 8 and 9
show the result. It was concluded that the first inelastic scattering cross section of *'Fe in
JENDL-3.3 caused the overestimation of the measured neutrons below ~ 10 keV in the iron

experiment.

4. Summary

We investigated what of the iron data in JENDL-3.3 caused the overestimation of
the measured neutrons below ~ 10 keV in the iron experiment at JAEA/FNS through the
DORT calculations based on the iron data in ENDF/B-VIL.0. It was found out that the first
inelastic scattering cross section data of “’Fe in JENDL-3.3 caused the overestimation. The
*’Fe data should be revised in JENDL-4.
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3.11 Nuclear Data Benchmark for Sodium Voided Reactivity Worth
with Improved Neutronics Simulation Method

Go Chiba

Japan Atomic Energy Agency
e-mail: chiba.go@jaea.go.jp

Abstract

In order to assess the evaluated nuclear data files for sodium voided reactivity
worth (SVRW) predictions, benchmark calculations were performed with determin-
istic neutron transport solvers. The benchmark result indicated that JENDL-3.3
and JEFF-3.1 predict well SVRW. However, it was found that ENDF/B-VII.0 un-
derestimates leakage components of SVRW due to the large value of Py elastic
scattering cross sections of sodium.

I Introduction

The sodium voided reactivity worth (SVRW) is one of the most important neutronics
parameters in core designs and safety analyses of fast reactors. Since a prediction accuracy
for SVRW depends on an accuracy of nuclear data used in prediction calculations, it is
important to assess accuracies of the evaluated nuclear data files for SVRW predictions.

In a sodium-voided situation, a neutron leakage from a reactor core increases and a
neutron energy spectrum becomes harder. The former brings a negative reactivity to a
reactor core. On the other hand, the latter brings a positive reactivity normally in fast
reactors since neutrons with higher energy are ‘more important’ in a view of a neutron
multiplication in a reactor core.

The nuclear data of sodium has a strong sensitivity to SVRW. In addition, the nuclear
data of major actinides, such as uranium-238 and plutonium-239, also have strong sensi-
tivities since energy spectra of neutron importance functions depend on those. Hence, the
nuclear data for sodium and the major actinides should be assessed for accurate SVRW
predictions.

For the assessment of the nuclear data, integral data are beneficial. In the present
study, we utilize the experimental SVRW data obtained in the MZA assembly(1) con-
structed at the ZEBRA critical facility in order to assess the evaluated nuclear data files,
JENDL-3.3, JEFF-3.1 and ENDF/B-VIIL.0. Since it is important to reduce uncertainties
caused by numerical methods for neutronics simulations in benchmark calculations, we

perform this benchmark calculation with an improved numerical procedure.
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II Utilized experimental data

As described in the introduction, we utilize the data obtained in the MZA assembly(1)
for the present study. This data for core specifications and material number densities was
re-evaluated by Kaise and Osada in 2003. In this data, unit lattices are simplified into
one-dimensional slab geometries.

Figure 1 shows the specification of the MZA assembly. In the present calculation, we
utilize the four SVRW data in which radial central regions were voided. Voided regions
are shown with their step indices in Fig.1. This SVRW experiment is not a ‘cumulative’
SVRW experiment. At the void step 3, regions numbered as 1 and 2 are not voided,
for example. The non-leakage component is dominant in SVRW of the step 1, while the
leakage component is dominant in SVRW of the step 4.

III Numerical method

We perform the present benchmark calculation with deterministic neutron transport
solvers since Monte-Carlo codes are inappropriate for small reactivity calculations. In a
conventional deterministic calculation procedure, each lattice is homogenized in a unit
lattice calculation, and spatially-homogenized lattices are used in whole-core calculations.
This ‘lattice homogenization’ results in some ambiguities in calculation. Hence, we per-
form this benchmark calculation without whole-lattice homogenizations. Namely, we treat
heterogeneities of unit lattices explicitly in whole-core calculations.

Figure 2 shows a model used for the present whole-core calculation. As shown in
this figure, a unit lattice is composed of several material plates. Actually, these material
plates were covered by thin materials named as ‘can regions’. In the present calculation,
only these can regions are homogenized in unit lattice calculations.

Unit lattice calculations are performed with a SLAROM-UF code(2) and a 900-group
library. Below 50keV, a ultra-fine energy group library is adopted. The calculated 900-
group cross section in each material plate and can region is collapsed to 70-group cross
section, and only can regions are homogenized after that.

The plate-wise 70-group cross sections obtained at the above unit lattice calculations
are utilized in whole-core calculations. The whole-core calculations are performed with a
discrete ordinates neutron transport solver SNT. In this calculation, the double-Gaussian
Tchebyshev angular quadrature set is utilized. The details of SNT and this quadrature
set can be found in the reference(s).

In this calculation, lattices located far from the voided region are treated homoge-
neously. This treatment was validated in the previous study(s)

The effective delayed neutron fraction, used as a unit converter for reactivities, is
calculated from Tuttle’s fission yield data, Keepin’s delayed neutron family fraction data
and Saphier’s delayed fission spectrum data.
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IV  Results

Table 1 shows obtained C/E values with relative experimental errors.

Table 1: C/E values with experimental errors

Void Relative JENDL-3.3 JEFF-3.1 ENDF/B-VIIL.O
step experimental error

1 0.022 0.972 1.006 0.941

2 0.020 1.100 1.186 1.135

3 0.017 1.039 1.056 0.965

4 0.016 0.955 0.973 0.887

Since SVRW 1is a sum of a positive non-leakage component and a negative leakage
component, SVRW gives a value close to zero in some cases. In such cases, it is difficult
to extract useful information from relative comparisons. Hence, we also calculate (C-E)
values normalized with each component of SVRW. Using these normalized (C-E) values,
it becomes possible to grasp a degree of a difference between C- and E-values. Under
an assumption that a C-value of a non-leakage component has no error, a (C-E) value
normalized with a leakage component means a relative difference between C- and E-values
of a leakage component.

Table 2 shows the normalized (C-E) values. The leakage component of step 1 and
the non-leakage component of step 4 are negligible. Hence, we omit the (C-E) value
normalized with these in this table. Absolute experimental errors are also normalized

with each component, and shown in this table.

Table 2: Normalized (C-E) values

Void Normalized Normalized absolute JENDL-3.3 JEFF-3.1 ENDF/B-VILO

step component  experimental error

1 Non-L* 0.05 -0.02 -+0.00 -0.05
2 Non-L 0.06 +0.02 +0.03 +0.02
L 0.08 -0.02 -0.04 -0.03
3 Non-L 0.09 -0.06 -0.09 +0.06
L 0.03 +0.02 +0.03 -0.02
4 L 0.04 -0.03 -0.02 -0.09

* Non-leakage, ** Leakage

As shown in table 2, JENDL-3.3 and JEFF-3.1 predict well SVRW. However, it is
clearly seen that ENDF/B-VIL.0 underestimates the leakage component in the step 4.
Through a sensitivity analysis, it is found that this difference comes from a difference in

values of P; component of elastic scattering cross sections of sodium.
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Figure 3 shows P; coefficients of elastic scattering cross sections of sodium. This
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Fig.3: Py component of elastic scattering cross sections of sodium
difference in the cross sections between ENDF/B-VIL.O and others also results in large

differences in criticalities of small fast reactors@). Hence, it is required for the nuclear

data community to investigate this difference.

V Conclusion

In order to assess the evaluated nuclear data files for SVRW predictions, benchmark
calculations with integral data have been performed. The benchmark result has indicated
that JENDL-3.3 and JEFF-3.1 predict well SVRW. However, it has been found that
ENDF/B-VIL0 underestimates leakage components due to the large value of P; elastic

scattering cross sections of sodium.
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3.12 CBGLIB: A Multi-group Neutron Library
for Precise Neutronics Simulations

Go Chiba

Japan Atomic Energy Agency
e-mail: chiba.go@jaea.go.jp

Abstract

A multi-group neutron library CBGLIB has been developed. The following
techniques are developed and implemented into CBGLIB: (1) nuclide- and energy
group-dependent Bell factors, (2) multiple R-parameters, and (3) adjustment of
self-scattering cross sections to consider angular-moment dependence of total cross
sections. A numerical test for pincell problems has been performed. Infinite multipli-
cation factors calculated with CBGLIB agree with reference Monte-Carlo solutions
within 0.2%Ak/k.

I Introduction

In order to carry out accurately and easily neutronics analyses for critical assemblies
or power reactors, we have been developing an integrated neutronics simulation code
system named CBG. So far, a lattice code SLAROM-UF(1) has been incorporated into
CBG to obtain self-shielded resonance cross sections. SLAROM-UF adopts a ultra-fine
energy group library for the resonance energy range. Rigorous self-shielded cross sections,
therefore, can be obtained in unit lattice calculations with SLAROM-UF. A usage of
the ultra~-fine group library has a merit in accuracies. However, it also has a demerit in
computational burdens: it requires large computer memory and long computation time.

In the present study, we develop a new multi-group neutron library CBGLIB for the
CBG system. While CBGLIB has the coarse 107-group structure same as the SRAC
library(2), the accuracy of CBGLIB is better than that of the SRAC library by virtue of
implementations of several techniques.

In the present paper, we will describe the techniques to improve accuracies of multi-
group libraries, and show a performance of CBGLIB for pincell calculations.

II An integrated neutronics simulation code system,
CBG

An integrated neutronics simulation code system CBG has been developed for fast
nuclear data benchmark calculations(3) and for accurate fast critical assembly analyses().
While CBG could be applied only to fast reactor calculations initially, it can solve also
thermal reactor neutronics at the present time.

Most part of CBG is written in the C++ programming language. CBG is composed
of ‘classes,” namely units containing data and methods, in order to allow easy handling of
data. Data needed in neutronics calculations, such as cross sections, lattice geometries,
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core geometries, are treated as common objects in CBG, and these are utilized by all
the neutron solvers as input (or output). Hence, once objects to determine information
of a target system are prepared, various calculations, for example, eigenvalue or small
reactivity calculations, can be conducted with both the transport theory and the diffusion
theory with these objects. The above feature of CBG is briefly illustrated in Fig.1.
CBG has several neutron transport /diffusion solvers for both lattice and core calculations.
Features of these solvers can be found in the reference(, s).

IIT1 Development of CBGLIB

In the present study, we develop a new multi-group neutron library CBGLIB for the
CBG system. CBGLIB has the same 107-group structure as the SRAC-library. CBGLIB
includes infinite dilution cross sections, scattering matrices, self-shielding factors, incident
energy-dependent fission spectrums and probability tables.

Resonance calculations with multi-group libraries have several limitations, and these
limitations reduce accuracies of calculations with multi-group libraries. In the present
study, we develop several techniques in order to improve the accuracies.

In the following, the details of these techniques will be described.

1 Nuclide- and energy group-dependent Bell factors

Bell factor a is used to improve the following rational approximation for a fuel-escape
probability P.s.(E):
a
P(F) ~ =— 1
(E) IX(E)+a ., (1)
where the notations are usual ones.
In an isolated fuel-moderator pincell, a NR-based neutron flux ¢(F) in the fuel region
is expressed as follows:
HE) = <20 (1 Puc(B)) + PrsclE) o)
- Zf(E) esc esc
where ©I(E) and 3! is the total cross section and the potential cross section of the
fuel region, respectively. On the other hand, the neutron flux in the fuel region can be
approximately written using the rational approximation as

B I+ a
ISF(E)+a

A common value for Bell factor is normally used in a lattice code. However, an
optimum value for Bell factor depends on fo(E) Hence, we give an optimum value for
Bell factor to each nuclide and each energy group in CBGLIB.

An optimum value for Bell factor is determined so as to preserve the following relation

in an isolated pincell:
(0(E)p(E)) _ (a(E)da(E)) (4)
(¢(E)) (¢a(E))

where the bracket <> refers to an integral on energy. The integral calculations on the
left hand side of Eq.(4) are performed with the sub-group method.

¢a(E) (3)
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2 Multiple R-parameters

Normally, multi-group libraries cannot consider a resonance interference (RI) between
different nuclei. An R-parameter method for JAERI Fast Set-3(JFS-3) or a G-table
method for MGCL is to overcome this difficulty of multi-group libraries.

In a usual f-table method, f-factors are calculated in advance at several points of
temperature T and dilution cross section oy. The R-parameter method adds another
parameter, R-parameter, into f-tables. Let us consider a case to prepare an f-table for
nuclide 2. When we consider RI with nuclide j, the R-parameter is defined as N;/N; in
which N denotes a number density. In CBGLIB, f-factors are prepared at seven points of
R-parameters. The concept of the G-table method is the same.

Both R-parameters of JFS-3 and a G-table of MGCL consider Rls between uranium-
238 and other nuclei. In the specific energy range, however, Rls between different plu-
tonium isotopes or between uranium-235 and plutonium isotope are important. Hence,
nuclide 7, with which RI is considered, depends on nuclide ¢ and energy group in CBGLIB.

When we have to consider RIs to several nuclei, CBGLIB can approximately treat
them with the following procedure (we call this a ‘multiple R-parameter method’):

J i
- eff w/oRI
Tess = (H mm) s (5)

=1 0eff

where o5f is a RIs—corrected cross section, o’ frisa shielded cross section considering RI

with nuclide 7, and o, f f "is a shielded cross section without considering RI. This multiple
R-parameter method is based on an assumption that RI with a nuclide is independent on
RIs with other nuclei.

3 Adjustment of self-scattering cross sections

It has been reported in the reference(s) that coarse group calculations with cross sec-
tions collapsed from ultra-fine group calculations do not yield the same results as the
ultra-fine group calculations. This ‘collapsing error in coarse group calculations’ is caused
by a fact that fine-group total (transport) cross sections are collapsed using neutron flux
as a weight function.

Let us consider the following multi-group neutron transport equation with the trans-
port approximation:

a ,
p St = SR @) 0@ O

After the angular neutron flux in the second term in the left hand side of Eq.(6) is
expanded by the first-order Legendre polynomials, Eq.(6) becomes

Ody(z, 3
p %{éﬂ; 2 _gtrngo( IRETOYHC) ZEH@O )+%Qg(m). (7)

Next, we collapse the above equation as

dbe(z, 3 1
M%@ Eirc &(z) + MZ wat( ZZG'—’GQD("( )+ —2—QG($) ®)

G/
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where

Zztr,g¢g

n geG
e Rty (9)
DY

geG

Equation (8) can be transformed using the following approximation,

1 3
506(2) + Spea(r) = dolz, ) (10)
into
0 1 1
u_qu_a(;”ﬂ + 54 obe(e, 1) = 53 [Soma + Sea(Eh o — Bh )] 6k (@) + 5Qa(x). (11)

Gl

The above discussion suggests that the transport cross sections should be collapsed
with neutron current as a weight function.

In order to validate the above suggestion, we perform a simple numerical test. We
prepare a fine 454-group library (Au = 0.01 from 1.8554eV to 101.3eV, no thermal scat-
tering), and calculate pincell problems of a ‘LWR next generation fuel benchmark(7)’ with
this fine-group library. After that, the fine-group cross sections are collapsed into coarse
70-group ones, and calculate the same problems with the coarse-group cross sections. In
this cross section collapsing, neutron flux or current is used for transport cross sections
as a weight function. These pincell calculations are performed with a MOC solver MEC
to obtain neutron current. Results are shown in table 1.

Table 1: Infinite multiplication factors of pincell problems

454- 70-group 70-group
group  (flux-weight) (current-weight)
U0,  1.47760 1.47298 1.47787
MOX 1.23287 1.23080 1.23324

This result clearly shows that a current-weight cross section collapsing results in good
agreement between fine- and coarse-group calculations.

Large differences between X, , and 5. are observed in energy groups in which the
large resonances of uranium-238 exist. Table 2 shows a ratio of ¢} to o2 of uranium-238.

Table 2: Ratio of ¢}, to ¢ of uranium-238

Energy group (energy range) UO, MOX

51 (29.0-37.3eV) 374  5.28
53 (17.6-22.6eV) 314  2.84
57 (6.5-8.3eV) 568  3.22
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From this result, current-weighted cross sections take larger value than flux-weighted
cross sections.

This ‘current-weighted’ cross section is difficult to calculate within a framework of
multi-group libraries since the equivalent theory cannot be applied to ‘current-weighted’
cross section calculations. Hence, we prepare correction factors which are multiplied by
‘lux-weighted’ total cross sections to obtain ‘current-weighted’ total (or transport) cross
sections. Values of this factor are set as o}, /0. of the UO, pincell result shown in table
2 only for group 51, 53 and 57 in CBGLIB.

IV  Numerical results

Firstly, we calculate the UO, pincell of the benchmark problem(r) with CBG and
CBGLIB. Self-shielded resonance cross sections are calculated by Dancoff factor method.
Neutron slowing-down by heavy nuclides below 30eV is treated similar to the WR approx-
imation: i.e. only absorption cross sections are considered as dilution cross sections. With
the calculated self-shielded resonance cross sections, eigenvalue calculation is performed
with a collision probability solver PJI. Thermal scattering is considered below 3.92eV.

Reference self-shielded cross sections are obtained with SRAC/PEACO, and a refer-
ence eigevalue calculation is also carried out with PJI.

We estimate an effect of a difference in self-shielded cross sections on eigenvalues by the
collision probabiity-based perturbation theory(s). Figure 2 shows an energy breakdown
of error contribution to ks for the UO, pincell. We can see an improvement induced by
the adoption of R-parameters in this table.
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£ L
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g [
D PP
-0.0015 | .
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Fig.2: Energy breakdown of error contribution to infinite multiplication factor (UO,
pincell)

Next, we compare ks, calculated by CBG with continuous-energy Monte-Carlo solu-
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tions. The result is shown in table 3. In order to estimate an efficiency of the techniques

Table 3: Comparison in infinite multiplication factors

U0, MOX
Reference 1.4312 1.1909
CBG 1.42871 (-0.17%) 1.19193 (-+0.09%)

CBG (w/o the present techniques) 1.41619 (-1.05%) 1.18477 (-0.51%)

described in the present paper, results obtained without the present techniques are also
shown in this table.

CBG results obtained with the present techniques agree with the references within
0.2%Ak/k. This numerical result shows a good performance of CBGLIB.

VvV »Conclusion

A multi-group neutron library CBGLIB has been developed. The following techniques
are developed and implemented into CBGLIB: (1) nuclide- and energy group-dependent
Bell factors, (2) multiple R-parameters, and (3) adjustment of self-scattering cross sec-
tions to consider angular-moment dependence of total cross sections. A numerical test
for pincell problems has been performed. Infinite multiplication factors calculated with
CBGLIB agree with reference Monte-Carlo solutions within 0.2%Ak/k.
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