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年度核データ研究会 報告集
年 月 日～ 月 日、テクノ交流館リコッティー、東海村

日本原子力研究開発機構 先端基礎研究センター
編 千葉　敏

年 月 日受理

年度核データ研究会は、 年 月 日から 日にかけて、東
海村のテクノ交流館リコッティーにて開催された。当研究会は日本原子力
学会核データ部会の主催、日本原子力研究開発機構先端基礎研究センター
の共催、及び日本原子力学会北関東支部の後援の下、核データ分野におけ
る を含む幅広い分野についての最新の情報交換と議論の場として
多くの研究者の参加を得て行われた。初日には２件のチュートリアルも行
われた。参加総数は約 名で、盛況のうちに全日程を終えた。本レポー
トは、同研究会における講演、ポスター発表の報告集である。

原子力科学研究所（駐在） 〒 茨城県那珂郡東海村白方白根
年核データ研究会実行委員会：石川　眞（委員長、原子力機構）、千葉　敏（副委

員長、原子力機構）、加藤　幾芳（北大）、渡辺　幸信（九大）、松藤　成弘（放医研）、
平野　豪（テプコシステムズ）今野　力（原子力機構）、原田　秀郎（原子力機構）、小
浦　寛之（原子力機構）、岩本　修 原子力機構）
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1．Program of 2008 Symposium on Nuclear Data 
Nov. 20-21, 2008 

RICOTTI Convention Center, Tokai, Ibaraki, Japan 

Nov. 20 (Thu.)
10:20-10:25
1. Opening Address M. Ishikawa (JAEA) 

10:25-12: 00 
2. Towards the Completion of JENDL-4 Chaired by M. Igashira (TIT) 

2.1 Present Status of JENDL-4 [15+5] K. Shibata (JAEA) 
2.2 JENDL Actinoid File 2008 [20+5] O. Iwamoto (JAEA) 
2.3 Systematic Coupled-channel Optical Model Analysis  
   for Nuclear Data Evaluation [20+5] K. Kunieda (JAEA) 
2.4 Current Status of Integral Test [20+5]                                 G. Chiba (JAEA) 

12:00-13:00 Lunch 

13:00-14:45
3. Nuclear Data Tutorial (1) 

Present Status and Prospects on Nuclear Data and Neutron Spectrum Adjustment Methods  
for Reactor Dosimetry 
  T. Iguchi (Nagoya U.) 

14:45-15:00 Coffee Break 

15:00-16:45
4. Nuclear Data Tutorial (2) 

Tutorial of Nuclear Reaction Theoretical Calculation Code CCONE O. Iwamoto (JAEA) 

16:45-17:00
5. Q&A and Enquête                                          Chaired by S. Chiba (JAEA) 

Nov. 21 (Fri.)
10:20-12:00
6. Poster Presentation 

12:00-13:00 Lunch 

13:00-14:45
7. Progress of Researches in Nuclear Data and Radiation Behavior in Japan 
 Chaired by Y. Watanabe (Kyushu U.) 

7.1 Thirty Years along with Neutron Nuclear Data [25+5] M. Baba (Tohoku U.) 
7.2 Fusion Neutronics and the Nuclear Data [20+5] T. Nishitani (JAEA) 
7.3 Development of Radiation Design Methods for Radiological Safety of J-PARC [20+5] 
  H. Nakashima (JAEA) 
7.4 Accelerator-based BNCT with Medium- to High-Energy Proton Beams [20+5] 

                   S. Yonai (NIRS) 

14:45-14:50 Photo 

14:50-15:05 Coffee Break 
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15:05-16: 45 
8. Latest Topics around Nuclear Data from the World Chaired by N. Yamano (TIT) 

8.1 A Dispersive Lane-consistent Optical Potential, Coupled-channel Optical 
   Model Code OPTMAN and  Its Application [20+5] E. Soukhovitkij (Belarus) 
8.2 Neutrino Physics and Nuclear Data [20+5] T. Yoshida (NAOJ) 
8.3 KUCA Experiments and Criticality Safety Analyses in R & D of Er-SHB Fuel [20+5] 

T. Kuroishi (NFI, Ltd.) 
8.4 Recent Activities of OECD/NEA/NSC/WPEC [20+5] J. Katakura (JAEA) 

16:45-17:00
9. Poster Award and Closing Address M. Igashira (TIT) 

 
 
Poster Presentation 

1.  Nuclear Reaction DataBase : NRDF/A K. Kato (Hokkaido U.) 
2.  Evaluation of Neutron Cross Sections on Silver Isotopes for JENDL-4 N. Iwamoto (JAEA) 
3.  Measurement of Neutron-Production Double-Differential Cross Section  
   for Continuous-Energy Neutron-Incidence on Al Y. Nakamura (Kyushu U.) 
4.  A Global  Dispersive Coupled-Channel Optical Model Potential for  
   A=24-122 Mass Range up to 200 MeV HAO LIJUAN (Kyushu U.) 
5.  Nuclear data-induced uncertainty calculation for fast reactor eigenvalue  
   separation G. Chiba (JAEA) 
6.  Criticality calculations with fission spectrum G. Chiba (JAEA) 
7.  Recent progress of fragment measurement from tens of MeV proton  
   induced reaction using Bragg Curve Counter T. Sanami (KEK) 
8.  Gamma strength function for La-139 below the neutron separation  
   energy A. Makinaga (Konan U.) 
9.  Neutron capture cross section measurements on Am-243 with a 4πGe  
   spectrometer J. Hori (KURRI) 
10. Calculation of beta-delayed fission and neutron emission probabilities  
   with the use of gross theory and KTUY mass formula T. Tachibana (Waseda U.) 
11. Global properties of nuclear decay modes H. Koura (JAEA) 
12. Sensitivity Analysis of beryllium benchmark experiment at JAEA/FNS C. Konno (JAEA) 
13. Measurement of keV-neutron capture cross sections and gamma-ray  
   spectra of 88Sr T. Katabuchi (TIT) 
14. Benchmarking of Effective Delayed Neutron Fraction Dwi IRWANTO (TIT) 
15. Effect of spectrum shifter for nuclear data benchmark in MeV energy  
   region on LiAlO2 with D-T neutrons M. Ohta (Osaka U.) 
16. A Theoretical Model Analysis of Li(d,xn) Reactions Up To 51 MeV Ye Tao (Kyushu U.) 
17. Preliminary Measurement of The Neutron Emission Spectra for  
   Beryllium at 21.65 MeV Neutrons Lan Chang-lin  (Kyushu U.) 
18. Measurement of the thermal-neutron capture cross-section and  
   the resonance integral oｆ the 112Cd(n, gamma)113mCd reaction S. Nakamura (JAEA) 
19. Measurement of keV-neutron capture cross sections and  
   capture gamma-ray spectra of 80,82Se S. Kamada (TIT) 
20. Analysis of the 7Li (d, p) 8Li reaction in the incident energy T. Murata 
21. Measurement of Light Charged Particle Production Double-differential  
   Cross Sections for 360- and 500-MeV Proton Induced Reactions H. Iwamoto (Kyushu U.) 
22. Neutron flux measurement by means of multi-foil activation method  
   in Be and Be/Li2TiO3 experiments with DT neutrons Y. Tatebe (JAEA) 
23. Pandemonium Problem in FP Decay Heat Calculations and its Solution N. Hagura (Musashi I.T.)  
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2．Present Status of JENDL-4 

Keiichi SHIBATA 
Nuclear Data Center 

Japan Atomic Energy Agency 
Tokai-mura, Naka-gun, Ibaraki-ken 319-1195 

e-mail: shibata.keiichi@jaea.go.jp

 The fourth version of Japanese Evaluated Nuclear Data Library is being 
developed at the JAEA Nuclear Data Center in cooperation with the Japanese 
Nuclear Data Committee.  As for actinides, we already released JENDL Actinoid 
File 2008, which contains the evaluated data for 79 nuclei.  The high-energy 
cross sections of FP nuclei have been evaluated by using the CCONE and POD 
statistical model codes.  The nuclear data for structural materials and light 
nuclei are being revised.  The fission product yields were updated on the basis of 
ENDF/B-VII.0.  Ternary fission was included in the yield data. 

1. Introduction
 As a mid-term project for FY2005-2009, the JAEA Nuclear Data Center is 
developing the fourth version of Japanese Evaluated Nuclear Data Library 
(JENDL-4) in cooperation with the Japanese Nuclear Data Committee.  The time 
schedule is illustrated in Fig. 1.  The statistical model codes CCONE1) and POD2)

were developed and they have been used to evaluate FP and MA data.  As for 
actinide data, we already released JENDL Actinoid File 2008 (JENDL/AC-2008)3),
which contains the evaluated data for 79 nuclei.  This file reveals a good 
performance for reactor benchmarks.  Evaluation of medium and light nuclei is 
in progress.  Fission product yields have been evaluated on the basis of 
ENDF/B-VII.0 with some modifications.  This paper deals with the activities on 
JENDL-4, but excludes those on the actinide data that are presented by Iwamoto 
et al. in this symposium. 
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Fig. 1  Time schedule of JENDL-4 

2. Fission Product Data 
 A total of 214 nuclei are categorized as fission products.  The resolved 
resonance parameters were updated or newly evaluated for 121 nuclei by 
considering the measurements that were made available after JENDL-3.3 had 
been released. 

Fig.2 102Pd(n,2n) and 108Pd(n, ) cross sections 
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Fig. 3  1st order Legendre coefficient of elastic angular distributions for 56Fe

 The smooth cross sections were evaluated using the CCONE and POD 
statistical model codes for 73 nuclei as of Nov. 6, 2008.  We used the spherical 
optical model parameters obtained by Koning and Delaroche4) or the 
coupled-channel ones obtained by Kunieda et al.5) for neutrons.  As an example, 
Fig. 2 shows the evaluated6) (n,2n) cross section of 102Pd and (n, ) cross section of 
108Pd.

3. Structural Material Data 
 Considering the results of various benchmarks, the data on structural 
materials were partly revised.  The inelastic scattering cross sections for the first 
three low-lying levels of 56Fe were evaluated with the POD code.  Moreover, the 
elastic angular distributions of 56Fe were modified by using the fine-resolution 
experimental data7,8) and the POD calculations.  The first-order Legendre 
coefficient for the angular distribution is illustrated in Fig. 3.  It is found from 
the figure that the present evaluation exhibits large fluctuations below 2.5 MeV.  
On the other hand, the coefficients in JENDL-3.3, which are completely based on 
the optical and statistical model calculation, are smooth in the entire energy 
region.  The inelastic scattering cross section for the first excited state of 57Fe
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was modified below 200 keV, since the shielding benchmark results indicated9) the 
problem of the cross section. 
 The total cross sections of 63,65Cu in JENDL-3.3 were replaced with the 
measurements by Pandey et al.10) in the energy region from 50 keV to 1.1 MeV.  
The experimental data contains more resonances than JENDL-3.3.  The angular 
distributions of neutrons elastically scattered from 63,65Cu were calculated using 
the coupled-channel optical model parameters obtained by Kunieda et al. [5]  The 
newly calculated distributions reproduce available experimental data better than 
JENDL-3.3.
 The 52Cr data of JENDL-3.3 has a problem: big background cross sections 
were placed so that the total cross sections reconstructed from the resolved 
resonance parameters could reproduce the measured total cross section of 
elemental Cr.  To solve the problem, the resonance parameters of 52Cr were taken 
from JEFF-3.1 up to 855 keV.  Concerning the elastic angular distribution, the 
Legendre coefficients were taken from JEFF-3.1 in the energy region from 1 keV 
to 855 keV.  Above 855 keV, the distributions were calculated with the POD code 
using the coupled-channel optical model parameters of Kunieda et al.

4. Light Nuclei Data 
 We decided to adopt the 1H data of ENDF/B-VII.0 for JENDL-4, since they 
were evaluated under the IAEA coordinated research program and regarded as 
reliable.  Frankly speaking, the difference in the elastic scattering cross section 
between ENDF/B-VII.0 and JENDL-3.3 is so small that it is almost impossible to 
judge which one is better by comparing with experimental data.  However, the 1H
cross section of ENDF/B-VII.0 is a standard, and this most important standard 
should be common to major libraries.  The 2H cross sections were calculated11)

with the Faddeev theory using the phenomenological nucleon-nucleon potentials.  
It was pointed out that the angular distributions of neutrons elastically scattered 
from 2H might affect the criticality of the reactors with heavy-water soluble fuel. 
 Total and elastic scattering cross sections and elastic angular 
distributions for 16O were re-evaluated with the R-matrix theory below 3 MeV.  
Figure 4 shows the total cross section of 16O in the energy region from 1 to 100 keV.  
The present evaluation reproduces the experimental data better than JENDL-3.3.  
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In the present work, the thermal scattering cross section increased to 3.841 b from 
3.780 b in JENDL-3.3. 

Fig.4  Total cross section of 16O

 The total cross section of 9Be was modified below 900 keV in order to 
improve the predicted criticality of the fast reactors with a beryllium moderator or 
reflector.  The 10B(n,t)2  cross section is being examined11), since the reaction 
plays a significant role of estimating tritium production in PWR. 

5. Fission Product Yield Data 
 Fission product yields were taken from ENDF/B-VII.0 with some 
modifications12).  We considered ternary fission producing light nuclei from H to 
Li.  Moreover, the number of FP nuclides coincides with that of JENDL FP Decay 
Data File 200013).

6. Concluding Remarks 
 JENDL-4 is being developed.  As for actinide data, JENDL/AC-2008 was 
released on schedule.  Covariances of actinide data are being estimated, and 
further re-evaluation is going on.  Smooth cross sections for FP have been 
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calculated with the statistical model codes.  The data for light nuclei and 
structural materials were partly re-evaluated.  Fission product yield data were 
replaced by the ENDF/B-VII.0 data with some modifications. 
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JENDL Actinoid File 2008

O. Iwamoto,1,∗, T. Nakagawa1, N. Otuka1,2, S. Chiba1, K. Okumura1, G. Chiba1

1 Japan Atomic Energy Agency, Tokai-mura, Ibaraki 319-1195, Japan
2 International Atomic Energy Agency, Wagramer Straße 5, A-1400 Wien, Austria

∗ iwamoto.osamu@jaea.go.jp

Abstract

The JENDL Actinoid File 2008 (JENDL/AC-2008) was released in March 2008. The file
includes neutron reaction data for 79 actinoids from Ac to Fm. The data for 62 actinoids
in JENDL-3.3 were revised. Data of 17 nuclides whose half-lives are longer than 1 day were
newly evaluated. The neutron energy range is from 10−5 eV to 20 MeV. Covariances for the
JENDL/AC-2008 are under evaluation. The covariance data for the fission and capture cross
sections and the number of neutrons per fission are planned to be prepared for important
nuclides in JENDL/AC-2008. In this paper the evaluation methods and results are presented
with preliminary results of covariances.

1 Introduction

The actinoid nuclear data in JENDL-3.3[1] were re-evaluated taking account of new experimental
data and using a new theoretical model calculation code. In addition to those nuclides, new
17 nuclides whose half-lives are longer than 1 day have been newly evaluated. The evaluated
data were compiled to ENDF-6 formatted files and released as the JENDL Actinoid File 2008
(JENDL/AC-2008) in March 2008. JENDL/AC-2008 is intended to improve qualities of nuclear
data for minor actinoids (MA) as well as major ones. The nuclides in JENDL/AC-2008 are
listed in Table 1 indicating their priorities for evaluation.

It is planned that the JENDL/AC-2008 covariance files will include covariance data at least
for the fission and capture cross sections, and the number of neutrons per fission. The covariances
will be evaluated basically using the same methods as the JENDL-3.3 covariance evaluation. An
overview of evaluation methods and results are presented with preliminary results of covariance
evaluation for JENDL/AC-2008 in the following sections.

Table 1: Nuclides in JENDL/AC-2008.
A B C D E(new)

Ac 225, 226, 227
Th 232 228, 229, 230 227, 233, 234 231
Pa 231, 232, 233 229, 230
U 233, 235, 238 232, 234, 236 237 230, 231
Np 237 236, 238, 239 235 234
Pu 239, 240, 241 242 238, 244 236, 237, 246
Am 241, 243 242m 242 244, 244m 240
Cm 242, 244, 245 243, 246, 247,248, 250 240,241,249
Bk 247 249, 250 245, 246, 248
Cf 249, 250 251, 252, 254 246, 248, 253
Es 254, 255 251, 252, 253,254m
Fm 255
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Figure 1: C/E values of thermal capture and fission cross sections. The C/E values represent
the ratio of averaged experimental data and calculated values from resonance parameters. The
error bars around C/E=1 indicate experimental errors estimated by averaging.

2 Resonance parameters

Prior to the evaluation of resonance parameters, thermal cross sections for fission and capture
reactions were estimated by averaging over experimental data with suitable weights depending
on their measured years.

The negative and low-lying resonance parameters in JENDL-3.3 were adjusted to reproduce
those thermal cross sections. JENDL-3.3 resonance parameters were checked for reproducibility
of experimental data and revised to agree with them. Thermal capture and fission cross sections
of JENDL/AC-2008 and JENDL-3.3 were compared in Fig. 1. The cross sections calculated
from the resonance parameters (C) in JENDL/AC-2008 agree with experimental data (E). The
thermal cross sections are largely changed from JENDL-3.3 for 237Np, 238Pu, 241Am capture
and 237Np fission reactions.

Newly analyzed resonance parameters[2, 3, 4, 5] were taken from ENDF/B-VII[6] for major
nuclides of 232Th, 233U, 238U and 241Pu. For 239Pu, recently revised resonance parameters by
Derrien[7] were adopted.

3 Fission cross section evaluation with GMA code

Fission cross sections for 25 nuclides, whose experimental data were available, were evalu-
ated with GMA code[8, 9]. The experimental data were mainly adopted from the EXFOR
database[10]. Ratio data to the 235U or 239Pu fission cross sections were normalized by data of
JENDL-3.3. Statistical and systematic errors were carefully checked, and suitable errors were
assumed if necessary.

Fission cross section for 243Cm are shown in Fig. 2. The present result and JENDL-3.3
evaluation are indicated by solid and dashed lines, respectively. Experimental data are plotted
using various symbols. Errors (standard deviation) of the cross section deduced by GMA calcu-
lation are shown by doted line. The present results agree with JENDL-3.3 within one standard
deviation except 40 keV to 1 MeV, where JENDL takes intermediate values of the inconsis-
tent experimental data. The errors and correlation matrix of the 243Cm fission cross section
are shown in Fig. 3. The errors were estimated to be 2 to 5 % below 7 MeV. Above 10 MeV
the errors were increased to 10 % because of insufficient experimental data. The rather strong
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Figure 4: Errors (standared deviations) of fission cross section by the simultaneous evaluation.

correlations are seen from 200 keV to 7 MeV and weak correlations exist in all energies where
experimental data exist.

4 Simultaneous evaluation of fission cross sections

In the simultaneous evaluation, cross sections are estimated taking account of both of absolute
and ratio data simultaneously. For JENDL-3.3, fission cross sections of 6 isotopes (233U, 235U,
238U, 239Pu, 240Pu and 241Pu) were evaluated by this method using the SOK code (Simultaneous
evaluation on KALMAN)[11, 12].

In the JENDL/AC, fission cross sections of these nuclides were evaluated for the same nu-
clides but extending their energy range. The data in the EXFOR database were mainly used
and the data sets were carefully selected. In the present evaluation, totally 124 data sets were
used.

Figure 4 shows errors (standard deviation) of the evaluated cross sections. The errors are
below 1 % at most energies for all isotopes except at sub-threshold region of fission for 238U
and 240Pu. Correlation matrices obtained by the SOK are shown in Fig. 5 for 233U and 235U.
Rather strong positive correlations are seen for the same energy points between of the different
nuclides. Weak correlations are distributed in wide energy regions for all nuclides.

5 Calculations with CCONE code

A new theoretical model calculation code CCONE[13] was widely adopted to calculate cross
sections and emission spectra for JENDL/AC-2008. In the CCONE calculation, direct (couped-
channel optical model), pre-equilibrium (exciton model) and compound (Hauser-Feshbach statis-
tical model) reaction processes were taken into account. CC Optical potentials of Soukhovitskii
et al.[14] and Kunieda et al.[15] were used with small modifications. The CC calculations esti-
mate total, shape-elastic scattering and direct inelastic scattering cross sections. Transmission
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Figure 5: Correlation matrices (positive elements only) of fission cross section obtained by
simultaneous evaluation. The left panel shows the correlations for 233U and the right upper
panel for 235U. The right lower panel show correlation matrix between 233U and 235U.

coefficients for statistical model calculation were also obtained from the same CC calculations.
Double-humped fission barriers were assumed for fission channels in the statistical model. The
barrier parameters were adjusted so as to reproduce experimental fission cross sections. In
JENDL/AC-2008, the calculated values with CCONE were adopted for various cross sections,
angular distributions and double differential cross sections.

KALMAN code[16] will be used for evaluations of covariance data for the cross sections
which were calculated by CCONE incorporating with CCONE sensitivity calculations.

6 Conclusion

Nuclear data of neutron induced reactions were evaluated for 79 actinoid nuclides from Ac to
Fm in the neutron energy range of 10−5 eV to 20 MeV. The evaluated data were released as
JENDL/AC-2008 in March 2008. Actinoid nuclear data in JENDL-3.3 were widely revised and
17 new actinoid nuclear data were added. Covariance data for JENDL/AC-2008 are planed to
be evaluated in 2009.
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Abstract

A global nucleon optical model potential was estimated for medium- and heavy-nuclei up
to 200 MeV. The coupled-channel method based on the rigid-rotator model was employed to
deduce optical model potential parameters. The soft-rotator model analysis was also carried
out for various even-even nuclei in order to obtain more realistic coupling strengths. The
obtained findings will provide a basis for the nuclear data evaluation toward JENDL-4.

1 Introduction

Nuclear data evaluations are now in progress toward the completion of JENDL-4. For
incident neutron energies above resolved resonances, the optical model plays an important
role since it calculates not only the basic quantities such as the total, total reaction, elastic-
and inelastic-scattering cross sections but also transmission coefficients which will be required
in the statistical model computations. The key parameter in this model calculations is the
optical potential which varies with particles, target nuclei, and collision energies. However, it
is difficult to optimize the model parameters for each nucleus because experimental data are
scarce or sparse in general except for some major nuclei. Therefore, it is required to derive a
global optical potential in order to predict cross sections for various nuclei over a wide energy
range. Before now, a lot of studies have been devoted in order to obtain such potential. The
most useful one was estimated by Koning and Delaroche [1] which covered 24 ≤ A ≤ 209 up to
200 MeV. However, the spherical shape was assumed in their analyses, where a consideration
of deformed shapes and the coupled-channel (CC) calculation should give more actual answers.
Furthermore, they did the analysis for incident neutrons and protons, separately.

We review our recent CC optical model studies [2, 3] in this presentation. A systematic
optical model analysis was carried out for medium- and heavy-nuclei (26 ≤ Z ≤ 92) over a wide
energy range (1 keV - 200 MeV) with CC method based on the rigid-rotator (RRM) model. The
functional form of Sukhovitskii and Chiba [4] was employed to obtain the optical potential for
neutrons and protons, simultaneously. Global calculations were done with obtained systematic
optical potential in order to survey the prediction power for cross sections. The soft-rotator
model (SRM) analyses were also performed for various even-even medium- and heavy-nuclei
to estimate more realistic coupling strengths. Obtained findings were/will be applied to the
nuclear data evaluation for actinoid, bulk of fission product and structural material nuclei
toward JENDL-4.
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2 Systematic Optical Model Analysis

The collective motions of a target nucleus are ascribed to rotation and/or vibration in
general. At first, the coupled-channels method based on RRM was uniformly adopted as an
initial approach to simplify the problem. The functional forms of Sukhovitskĩı-Chiba [4] were
used to express the energy-dependent optical potential depths. They are written as follows for
real volume, imaginary surface and imaginary volume terms, respectively.

VR(E†) =

(
3∑

n=0

V
(n)
R E†n + V DISP

R e−λRE†

)[
1 +

1
V 0

R + V DISP
R

(−1)Z
′+1Cviso

N − Z

A

]

+ Ccoul
ZZ ′

A1/3
ϕcoul(E†) , (1)

WD(E†) =

[
W DISP

D + (−1)Z
′+1Cwiso

N − Z

A

]
e−λDE† E†2

E†2 + W ID2
D

, (2)

WV (E†) = W DISP
V

E†2

E†2 + W ID2
V

. (3)

The most essential feature of these forms are the considerations of isospin dependence. So
they allow us to carry out optical model analyses for incident neutrons and protons simulta-
neously. Also, the symmetric terms describe major parts of the isotopic variation of potential
depths. The symbols E† and Z ′ denote projectile energy relative to the Fermi energy and the
charge number of projectile, respectively. The Coulomb term ϕcoul was treated as a minus
derivative of the other terms of real volume strength VR with respect to E. The values of
V

(0−3)
R , V DISP

R , W DISP
D , W DISP

V , λR, λD, Cviso, Cwiso and Ccoul were adjustable parameters to
be optimized.

Those parameters were searched for together with deformation parameters so as to reproduce
experimental data of total, total-reaction, elastic and inelastic scattering cross sections concen-
trating on some specific nuclei: 54,56,58,natFe, 58,60,62,64,natNi, 63,65,natCu, 89Y, 90,92,94,natZr, 93Nb,
92,94,96,98,100,natMo, 116,118,120,122,124,natSn, 182,184,natW, 197Au, 208,natPb, 209Bi, 232Th and 238U.
Note that the spin-orbit terms were taken from those of Koning and Delaroche [1]. The CC
computations and parameter searches were done with the OPTMAN code [5] which considered
the relativistic kinematics and the relativistic generation of optical potential. The program
POD [6] was supplementarily adopted in order to calculate compound elastic scattering cross
sections. We obtained a systematic nucleon optical potential which was formulated by simple
forms over ranges 1 keV≤ E ≤200 MeV and 26 ≤ Z ≤ 92. Its validity was surveyed by some
global calculations. For example, the calculated s-wave neutron strength functions are shown
in Fig.1 together with experimental data recommended by Mughabghab et al. [7]. The CC
calculations reproduce measured data better than the spherical model results.

3 SRM-CC Analysis

It is very important to consider the collective natures of a target nucleus in CC optical
model calculation. The natures were expressed just by the rotation of the axial deformed shape
in RRM-CC. However, it might be an extreme approach except for typical deformed nuclei,
because it confuses with vibrational property. We employed SRM-CC which was expected to
treat collective properties of nuclei more precisely. Before now, the model had been applied to
nucleon-nucleus interaction studies for some of the major nuclei, and its applicability has been
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confirmed step by step (see e.g., refs [8, 4, 9, 10]). Now, we are trying to apply the model to
various nuclei.

The SRM Hamiltonian parameters were deduced for 63 even-even medium and heavy nuclei.
We obtained those values by the low-lying level structure analysis. The level data were taken
from the latest versions of the Nuclear Data Sheets. The ground state (G.S.) band, the β2-
vibrational (nβ2

=1), γ-vibrational (τ = 2) and the octupole negative parity (nβ3
=0) bands were

considered. The softness and non-axial deformation parameters (and some parameters) can be
obtained in this analysis. However, major equilibrium deformation parameters such as β20 and
β30 can not be deduced just by the level structure analysis. Therefore, the coupled-channels
proton scattering analyses were also carried out simultaneously in order to obtain a complete
parameter set for each nucleus. Figure 2 presents the SRM-CC result for 152Sm together with
experimental level and proton-scattering data at 65 MeV [11] as an example. Some systematic
trends were also seen among the parameters (see Ref [3]). The effective deformations 〈0+

1 |β2|2+
1 〉

and 〈0+
1 |β3|3−1 〉 were compared with data deduced from the measured electric-quadrupole and

-octupole transition probabilities [12, 13] for various even-even isotopes. As for the quadrupole
deformation, present results almost correspond with those data except for some anomalous cases
as shown in Fig.3. According to our preliminary research, SRM-CC can predicts low-energy
neutron cross sections better than RRM-CC especially for non-axially deformed (γ ∼ 30◦) nuclei
[3].

4 Sample Applications to Nuclear Data Evaluation

The CC calculations were adopted together with the obtained optical potential to the
nuclear data evaluation for JENDL-4. If experimental cross section data were available at least
for some energy points, the parameters are slightly modified so as to obtain more complete
agreements. Figure 4 presents the evaluated results of total cross section for 159,160Tb. In this
case, some differences are seen among the evaluated data because measured data are scarce.
Preset evaluation is expected to be valid since it is predicted with the systematic CC optical
model potential. So, it may be useful in the evaluation for bulk of fission product nuclei.
Present findings also applied to the evaluation for some of the actinoid nuclei and structural
material nuclei for which extremely high accuracy is required. The evaluated neutron scattering
differential cross sections are shown in Fig.5 for 238U together with experimental data [14] as
an example. Furthermore, our results will be applicable to high-energy data evaluation up to
200 MeV both for incident neutron and proton reactions.

5 Summary

A systematic CC optical model analyses were carried out for medium and heavy nuclei over
an energy range from 1 keV to 200 MeV. The RRM-CC analysis enabled us to describe global
tendencies of optical potential by simple functional forms and the systematical parameters. We
also adopted SRM-CC for various even-even nuclei in order to obtain more realistic nuclear
shape and coupling strengths. The obtained effective deformations almost corresponded with
those derived from experimental electric-quadrupole (octupole) transition probabilities except
for some anomalous cases. The findings obtained in this work were (will be) useful for the
nuclear data evaluation toward JENDL-4.
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imental data recommended by Mughabghab et al. [7]
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Figure 3: The effective quadrupole deforma-
tion parmeter is compared with experimental
data compiled by Raman et al.[12].

Figure 4: Total cross sections for 159,160Tb.
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5．Towards the Completion of JENDL-4: Current Status of Integral Test 

Go CHIBA and Keisuke OKUMURA 
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Tokai-mura, Naka-gun, Ibaraki-ken 319-1195 
e-mail: chiba.go@jaea.go.jp

We performed benchmark calculations with a test library for JENDL-4 for thermal and fast 
neutron systems.  This test library showed a good performance on neutronic calculations for both 
the thermal and fast neutron systems.  In addition, we estimated an impact of Am-241 capture 
cross section in a thermal energy range on characteristics of thermal neutron systems, and 
concluded that the large Am-241 capture cross section in the thermal range is desirable from a 
view point of an integral testing. 

1. Introduction 
Currently, a new version of Japanese evaluated nuclear data library, JENDL-4, is under 

development.  Nuclear data for major nuclides have been being re-evaluated with the 
sophisticated evaluation codes and experimental database.  In this development, integral data, 
such as criticalities of neutron multiplication systems measured through experiments, have been 
effectively utilized to assess the qualities of the evaluated nuclear data. 

In the present paper, we show results of benchmark calculations of a test library for JENDL-4 
for thermal and fast neutron systems. 

2. Results for thermal neutron systems 
For thermal neutron systems, we carry out an integral test with two nuclear data libraries.  

One is named “JENDL/AC”, in which the JENDL actinoid file 2008 [1] is adopted for actinoids and 
JENDL-3.3 is adopted for other nuclides.  The thermal scattering law of the latest ENDF/B-VI 
file is used for chemically-bound nuclides.  The other is “Test 1”.  This library is almost the same 
as JENDL/AC except for H-1, O-16 and the thermal scattering law data.  In this library, the 
newly evaluated data for H-1 and O-16 [2] and the thermal scattering law of ENDF/B-VII.0 are 
adopted.  In addition, we also carry out benchmark calculations with the latest released libraries, 
JENDL-3.3, JEFF-3.1 and ENDF/B-VII.0. 

Neutron transport calculations are performed with a continuous-energy Monte Carlo code 
MVP-II.  Utilized integral data are mainly extracted from the ICSBEP handbook. 

Figure 1 shows C/E values of criticalities of low-enriched uranium-fueled systems.  
Underestimations by JENDL-3.3 observed in the integral data, whose enrichments are less than 
4wt%, are improved by both JENDL/AC and Test 1.  The Test 1 library results in larger C/E 
values than ENDF/B-VII.0, but these differences are negligible.    
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Fig.1 Results of criticality of low-enriched uranium-fueled thermal systems 

Figure 2 shows C/E values of criticalities of MOX-fueled systems.  For the three integral 
data, which are the MISTRAL and BASALA data, large C/E values are observed in the 
ENDF/B-VII.0 results.  The reason of this trend is described later.  Except for these data, the 
Test 1 library results in larger C/E values than ENDF/B-VII.0.  It is found through a sensitivity 
analysis that this difference between the two libraries comes from differences in O-16 (P1 
coefficient of elastic scattering cross section), Pu-239 and Pu-240 cross sections. 
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There have been several indications on Am-241 capture cross section from other integral 
tests [3], i.e. Am-241 capture cross sections of the latest released libraries are small in the 
thermal energy range.  Figure 3 compares the Am-241 capture cross sections among the several 
libraries.  Below 0.1eV, JENDL/AC takes larger value than the others.  On the other hand, 
JEFF-3.1 takes larger value than the others in the first and second resonances. 
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Fig.3 A comparison of Am-241 capture cross sections 

In order to estimate an impact of Am-241 capture cross section on thermal system 
characteristics, we produce an Am-241 test file, in which JENDL/AC is adopted below 0.2 eV and 
JEFF-3.1 is adopted above 0.2 eV for capture cross section.  Figure 4 shows results of the Test 1 
library with the Am-241 test file (“Test 2”) for the MOX-fueled systems.  It is found that the 
large C/E values observed in the Test 1 results for the MISTRAL and BASALA data become 
smaller in the Test 2 results because of the large Am-241 capture cross section.  It should be 
noted that JENDL/AC seems to give better C/E values than Test 2.  This difference between 
these two libraries mainly comes from differences in H-1 and O-16 cross sections and the thermal 
scattering law data.  Towards the JENDL-4 completion, we should discuss on this matter.  

Figure 5 shows results for a TCA plutonium aging problem.  This problem consists of two 
critical data which have a difference in the dates when experiments were performed.  Since 
Pu-241 has a short half-life (14.4y), compositions of Pu-241 and Am-241 are different between the 
two critical systems.  Differences in C/E values between the two critical systems are 0.22%dk/kk’ 
for JENDL-3.3 and 0.27%dk/kk’ for ENDF/B-VII.0.  It can be said that these libraries have a 
bias on prediction accuracy for the plutonium aging effect.  On the other hand, the Test 2 library 
results in a bias of 0.07%dk/kk’, which are smaller than the others.  The above result supports 
the large Am-241 capture cross section in the thermal energy range.  
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Finally, we show results of a post-irradiation examination analysis for PWR in Fig.6.  This 
analysis is performed with the MVP-BURN code [4].  This figure shows C/E values on nuclide 
number densities after burn-up.  Error bars in this figure indicate the experimental uncertainties.  
JENDL/AC and Test 2 predict the number densities for Am-241, Cm-243, -244 and -245 much 
better than the other libraries. 
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3. Results for fast neutron systems 
For fast neutron systems, we carry out an integral test with JENDL/AC, together with 

JENDL-3.3, JEFF-3.1 and ENDF/B-VII.0.  
Neutron transport calculations are performed as follows.  A unit lattice is simplified into a 

one-dimensional slab or cylinder.  Lattice calculations are performed with a SLAROM-UF code 
and its library UFLIB, which is composed of a 70-group base library and an ultra-fine energy 
group library.  The resonance self-shielding is treated with the table-look-up method above 50keV. 
Below 50keV, resonances are treated explicitly with the ultra-fine energy group library.  After 
obtaining 70-group homogenized cross sections, whole-core calculations are performed.  For the 
cores which can be treated by Cartesian mesh, we adopt a neutron transport solver SNT based on 
the discrete ordinates method.  In this calculation, the scattering anisotropy is treated by the 
transport approximation.  In addition, a neutron anisotropic streaming effect is considered.  For 
the BFS-2 cores, a neutron diffusion solver DHEX is utilized.  A transport effect, which was 
evaluated in the previous study [5], is considered. 

Figure 7 shows C/E values of criticalities of fast neutron systems.  Cores which have a large 
U-235 contribution to total fission reactions are located in the left side of this figure.  A significant 
U-235 contribution dependence of the C/E values is observed in the JENDL-3.3 result.  On the 
other hand, JENDL/AC predicts the criticalities of the fast neutron systems well regardless of fuel 
compositions.  Since JENDL/AC will be adopted into JENDL-4, JENDL-4 will have the same 
quality as JENDL/AC in fast neutron system applications.  Other integral testing of JENDL/AC 
has been performed for fast neutron systems and it has provided beneficial information to nuclear 
data evaluators.  Those are described in a reference in detail [6]. 
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4. Conclusion 
We have performed benchmark calculations with a test library for JENDL-4 for thermal and 

fast neutron systems.  This test library has shown a good performance on neutronic calculations 
for both the thermal and fast neutron systems.  In addition, we have estimated an impact of 
Am-241 capture cross section in the thermal energy range on characteristics of thermal neutron 
systems, and concluded that the large Am-241 capture cross section in the thermal energy range is 
desirable from a view point of an integral testing. 
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6．Thirty Years along with Neutron Nuclear Data 
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A brief review is given on the experimental neutron nuclear data works carried out by author’s 
group during around thirty years. Studies on neutron emission reactions, light- and heavy-charged 
particle emission reactions will be described as well as development of experimental techniques and 
neutron source. 

1. Introduction 
   Neutron nuclear data are one of the major data base for development of nuclear energy, i.e., 
nuclear reactors, fusion reactors and accelerator based systems. In recent days, the data requirement is 
expanding to a variety of fields from basic to applied science, like, nuclear astrophysics, radiation 
effect in semiconductors (soft/ hard errors), and medical fields and so on.  
   Nuclear data are evaluated and established based on the experimental data and nuclear theories. 
Generally, experimental data play a crucial role because the required accuracy is beyond the 
prediction of the theory.  

From the point of view, the author has been involved in the measurement of nuclear data like 
double-differential cross sections of neutron emission, light- and heavy-charged particle emission 
reactions which play an essential role in transport of radiation and energies. We have also paid 
attention on the development of advanced neutron source, detector and experimental systems which 
are essential to produce high quality and highly reliable data. 

These experiment were mainly carried out in three facilities, Tohoku University (TU) Fast 
Neutron Laboratory (FNL), JAEA TIARA, and Tohoku University Cyclotron & Radioisotope Center 
(CYRIC) . The outlines of the facilities are summarized in Table1. 

In the following sections, experimental equipment and experiments carried out using them are 
described for each laboratory together with references.  

                           Table 1 Out line of laboratories used for experiments 
Facility TU Dynamitron JAEA TIARA TU CYRIC 
Major apparatus 4.5MV Dynamitron K=110 MeV cyclotron K=110MeV cyclotron 
Beam energy Ep, Ed < 4.5 MeV Ep< 90, Ed< 65 MeV, HI Ep< 90, Ed< 65 MeV, HI
Neutron source 
Neutron energy 

7Li,T(p,n), D,T(d,n) 
8keV- 18 MeV 

7Li(p,n)
30- 80 MeV 

7Li(p,n)
30- 80 MeV 

Major apparatus 

TOF spectrometer 
Grid ion chamber 
Neutron flux monitor

TOF spectrometer 
Charged particle 

   spectrometer 

Beam swinger  
TOF spectrometer 
Intense 7Li(p,n) source 
Automated irradiator  
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2 Experiments at Tohoku University Fast Neutron Laboratory  
2.1 Experimental Equipments and neutron source [1] 

TU FNL is equipped with a pulsed electrostatic accelerator, 4.5 MV Dynamitron, a neutron shield- 
collimator, neutron detectors, -ray spectrometers, charged particle spectrometers and various neutron 
flux monitor for neutron experiments [1].  
   To carry out neutron works over a wide incident energy range, mono-energy neutron sources were 
established from 7.8 keV to 18 MeV using various monoenergetic source reactions. Special attention 
was given to obtain mono-energy neutrons with low backgrounds and low energy spreads. In 
particular, for 14 MeV neutrons, a special arrangement was developed to use neutrons emitted to 
~95-deg as primary neutrons for neutron emission reactions and -emission reactions. In addition, 
quasi-monoenergetic neutron source using the 14N(d,n) and 15N(d,n) reactions was newly adopted to 
obtain mono-energy neutrons for 8-13 MeV region where mono-energy neutrons were missing. Using 
these neutrons sources, experiments on double-differential cross section (DDX) were carried out for 
neutron emission and -production reactions between 0.5 MeV to 18 MeV.  
2.2 Neutron emission DDX  [2-5] 
   Neutron emission DDXs were 
measured for about thirty nuclides 
from 6Li, 7Li to 238U, in incident 
energies from 0.5 MeV to 18 MeV．

Measurements allover the spectrum 
with good energy resolution and 
signal-to-background ratio was 
intended to clarify the spectrum 
shape and its angle dependence. For 
the purpose, the neutron 
spectrometer was designed to cover 
an energy range from ~0.3 MeV to 
~20 MeV using a two-bias 
technique. This technique could be 
applied to the measurement of fission spectrum [3].  
   Typical example of neutron emission DDX is 
shown in Fig.1(a)(6Li) and 1(b) (238U). These data 
proved to be very useful too to verify the spectrum 
shape of continuum inelastic scattering as shown in 
Fig.1. The data in FNL contributed significantly to 
improve the neutron scattering and emission data in 
JENDL.
2.3 -production DDX [6-8]
   The data of production cross section and its 
energy-angular differential cross sections are required with high priority for estimation of radiation 
effects by helium accumulation and recoil effects. However, in early 1990s, there were large 
discrepancies among current evaluated data because of lacks of experimental data and ambiguity in 
the theoretical calculation. To improve the situation, reliable experimental data are highly required.  

For charged particle detection, usually, a conventional counter-telescope had been used. However, 
in the case of production reactions, another technique with large geometrical efficiency and low 
energy loss looked desirable because of large stopping power and smaller production cross sections of 

Fig.1(a): DDX data of 6Li together with modeling [2] 

Fig.1 (b) DDX of 238U [3] 
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particles. 
   Figure 2 illustrates a schematic view of the gridded- 
ionization chamber (GIC) developed for production 
reactions for the purpose. In this detector, a thin sample placed 
on the cathode is bombarded by neutrons and -particles
emitted are detected by twin gridded chamber with very  large 
solid angle close to 4 Furthermore, the signals from the 
anode and the cathodes are proportional to the energy and the 
product of energy and function of emission angle, respectively. 
Therefore, if the -particles are stopped before grid, the energy 
and angle can be known from these data. The -particles can 
be identified by using the difference in stopping power. The 
structural elements and counting gas consisted of high-Z 
elements to suppress charged particle background from the 
chamber. 
   GIC was employed very effectively for the (n,x ) cross section measurement of Cr, Fe, Ni, Cu, C, 
and O for 4 – 14 MeV [6,7], and the 14N(n,p) reaction for 23 keV neutrons [8]. The measurement for 
C and O were done with gas samples taking advantage of the signal property of GIC. These data also 
contributed to the improvement of -production data. 

3. Experiments in JAERI TIARA [9-12]  
The experiment in TIARA was conducted under the framework 

of the JAERI(JAEA)-universities joint collaboration program on 
the neutron shielding using a quasi-monoenergetic neutron beam 
produced by a newly installed 7Li(p,n) source. Under the program, 
1)source characterization, 2)calibration and characterization of 
neutron detectors, 3)shielding benchmark experiment, 4)cross 
section measurement relevant to the shielding, were carried out. 
Here, items 1) and 4) are described. 
3.1 Characterization of the 7Li(p,n) source [9]
   The 7Li(p,n) reaction is the most prominent mono-energy 
neutron source above ~30 MeV although it is not purely 
mono-energetic due to continuum neutrons. This source were used 
extensively in various laboratories, but its intensity and spectrum 
were not known satisfactorily. Therefore, we first intended to 
determine the neutron intensity and the spectrum of continuum 
neutrons using a proton-recoil telescope (PRT) which was most 
reliable device above 20 MeV. Then we developed PRT with 
annular geometry to achieve high efficiency and low background. 
Using the PRT, the intensity of peak neutrons, neutron production cross section and the shape of the 
continuum neutrons were determined. Besides, the detector efficiency of liquid scintillation counter 
and others were also determined [9] for shielding experiments. 
3.2 Cross section studies [10-12]

Using the source, (n, cross section measurement in FNL was extended to higher energy region 
and to p, d, t,  production reactions in 50 to 75 MeV regions [10,11]. To compensate limited neutron 
flux in TIARA (< 5 x 104 ncm-2s-1), a charged particle detector system consisting of three sets of 

Fig.2: Schematic view of GIC [6] 

Fig.3(a): 7Li(p,n) spectra 
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large-solid angle three-elements-telescope (proportional 
counter, Si SSD, BaF2 scintillator) was developed. Using these 
detectors, DDXs data were obtained for C, Al, Fe, Ni 
(n,xp,d,t, reactions [10,11]. 

Besides, neutron elastic scattering cross sections were also 
studied using the conventional TOF technique in the energy 
region from 55 to 75 MeV for C, Si, Fe, Zr and Pb [12]. Taking 
advantage of a well collimated neutron beam, the measurement 
was extended to an extremely forward angle of 2.5. The 
experiments provided new high quality data in the energy 
region where only very few data with limited precision were 
available and contributed to examine the optical model 
potentials and scattering models. They pointed out the problem 
of the systematics in the neutron angular distribution used in 
the neutron transport codes [12].

4. Experiments at TU CYRIC [13] 
4.1 Experimental apparatus and neutron source development 
   The AVF cyclotron in CYRIC is the same type with that in TIARA, but equipped with a beam 
swinger system and a well collimated neutron flight path, which enables angular distribution 
measurements with a fixed neutron detector system [13]. This system can be used as a 7Li(p,n) 
neutron source for neutron induced reaction, but the neutron intensity was limited in the order of 104 n 
cm-2 s-1 because of relatively long distance (~3 m) between the target and experimental position. To 
obtain higher neutron flux, a new 7Li(p,n) source was installed by adopting a different configuration 
to shorten the collimator thickness and achieved a neutron flux up to 107 n cm-2 s-1 which is the 
highest over the world at present [14]. This source proved to enables measurements of nuclear data 
with small cross sections and irradiation test of DRAM-type semiconductors which is relatively 
insensitive to the radiation effect [14]. 

In addition, activation by proton and deuteron can be  
studied by use of an automated irradiation system and 
stacked target technique. This system produced a plenty of 
activation data for production of radio isotopes useful for 
engineering and medical purposes with proton and 
deuteron beams.  
4.2 Neutron emission spectra for (p,xn), (d,xn) reactios  
    Energy-angular neutron emission spectra for proton 

and deuteron induced reactions are basic nuclear data for 
the design of accelerator shielding and accelerator-based 
neutron sources. For these purposes, neutron emission 
spectrum data are required over the emission spectrum 
but past data were limited in both energy angular range. 
In the present study, neutron spectra for thick targets 
(TTY) were measured from the maximum neutron energy 
(~ 80 MeV) down to around 1 MeV employing a 
two-bias and two-flight path technique [15]. TTY data 
were obtained for Li, Be, C, Al, Fe, Cu, Zr, Ta, W(p,n) 
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reactions [15], and Li, Be, C, Fe, Cu(d,n) reactions [16,17]. Figure 4(a) illustrates an example of 
TTY. Data for thin target were also obtained for some cases to study the reaction mechanism. The 
data for (d,n) reaction provided a unique data base for IFMIF (International Fusion Materials 
Irradiation test Facility) which utilizes Li(d,n) reactions for neutron production. The present data 
clarified the spectrum shapes up to the high energy end which is important to estimate neutrons 
irradiation effects in IFMIF.  

4.3 Fragment production cross section
Until the end of 1990s, a fair amount of 

data was accumulated for production of 
light charged-particle up to -particles, but 
only very few data were available for 
heavier charged-particles like Li, Be, B,C, 
etc (fragments). These data are required for 
the analysis of radiation effect of 
microelectronics devices (soft errors) and 
dosimetry in space or high energy 
accelerators. For these studies, we adopted 
a Bragg Curve Counter (BCC): BCC is a  
gridded ionization-chamber with a large 
cathode-grid separation to stop particles before grid. BCC provides all the information on the 
particle, i.e., atomic number Z, mass M, energy E [18,19]. In the present study, BCC was improved 
for wider dynamic range and applicability to neutron induced reactions [20]. Owing to these 
improvements, new data have been obtained for fragment spectrum in proton-induced and 
neutron-induced reactions in ten’s of MeV region, while further improvement is required. 

        
5. Summary and Expectation for the future 
   A review was given for author’s experimental activities on nuclear data studies. It was stated that 
the experimental data are crucial in the nuclear data activity and that the availability of appropriate 
neutron source and powerful detection system are essential to obtain high quality and reliable data. 

As mentioned in introduction, requirement for nuclear dada is extending from traditional energy 
fields to various fields like medical, engineering area, basic sciences and so on. Besides, even in the 
energy fields, the required physical quantities seem to be getting difficult to study, e.g., minor 
actinides with high activity, unstable nuclei, and small amount of samples, higher energy and so on. 

To reply such challenging requirement, technical development to enable measurement for such 
objects and/or quantities will be crucial in both neutron or particle source and detection system. For 
the aim, employment of advanced neutron/particle source and equipment seems essential as well as 
collaboration with scientists in the physics area. New experiments at J-PARC which will be starting 
soon, and RCNP (Research Center for Nuclear Physics, Osaka University), RIBF in RIKEN are 
expected to open new possibilities. Of course, upgrading of existing facilities is also indispensable to 
promote basic tasks for detector development and education of young scientists. 
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 For the International Thermonuclear fusion Experimental Reactor (ITER), shielding calculations 
with the extremely complicated geometry have been carried out by MCNP, where FENDL-2.1 is 
adopted as a reference nuclear library. In the ITER Test Blanket Module (TBM) program, prototypes 
of breeding blanket will be tested at ITER.  The Integral test of the TBM mock-up has been carried 
out at FNS. For the International Fusion Materials Irradiation Facility (IFMIF), D-induced activation 
cross sections of the IFMIF accelerator materials have been measured at the TIARA AVF cyclotron. 

1. Introductions 
 Aiming at scientific and technical feasibility demonstration of the fusion energy, the construction 
of the International Thermonuclear fusion Experimental Reactor (ITER) just started by the 
international collaboration. The nuclear issue becomes much more important in ITER compared with 
the present fusion machines. Several nuclear related issues on fusion reactors are shown in Fig.1.  In 
ITER, neutron shielding for the surrounding components such as the superconducting magnets is one 
of the most important issues.  In the fusion power plant, a breeding blanket converts neutron energy 
to the heat and reproduces tritium.  Prototypes of breeding blanket will be tested at ITER as the ITER 
TBM program.  On the other hand, neutrons and gamma-rays from the plasma bring us useful 
information about the plasma such as fusion power, ion temperature, energetic ion behaviors.   

Figure1  Nuclear related issues on fusion reactors. 
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In the fusion material development, nuclear data for the KERMA factor, dpa evaluation etc. are 
necessary.  For the International Fusion Materials Irradiation Facility (IFMIF), neutron and D 
induced cross section data are newly required in the energy range 20-50 MeV. 

2. Shielding Design for ITER 
 In ITER and other magnetic confinement fusion devices, the plasma which is a neutron source, is 
surrounded by the radiation sensitive components such as superconducting coils.  The total 
construction cost of the fusion device strongly depends on the amount of the superconducting coils, 
therefore the radiation shield between the plasma and the superconducting coils should be minimized 
to save the construction cost.  So the machine shielding is the most important in the shielding design 
of the fusion device.  Fusion devices have complicated structures containing many kinds of ducts. 
The duct streaming of neutrons and gamma-rays is the major issue in the shielding design, where a 
Monte Carlo code MCNP is the most popular tool.   

Figure 2 shows the 80 deg. sector model of 
ITER including NB ports for the nuclear heat 
estimation of the superconducting Toroidal Field 
Coils (TFCs).  The model consists of about 6000 
cells.  We calculated the total nuclear heating 
power in TFCs to be 12.7 kW at the 500 MW 
ITER operations, which is only 7 % margin 
against the design target of 13.7 kW determined 
by the cryogenics capacity [1].   

In the case of the ITER model shown in Fig. 
2, it took more than one person•year to complete 
the modeling. So automatic conversion program 
from the CAD file to the MCNP input file is 
strongly desired for the efficient design work.     

Figure 3  Flow of the automatic conversion program from the CAD file to the MCNP input file 
developed by JAEA. 

Figure 3 shows the flow of the automatic conversion program developed by JAEA.  This system 
consists of a void creation program (CrtVoid) and a conversion program (GEOMIT) from CAD 

Figure 2  ITER 80° sector model for the MCNP 
calculation including NB ports. 
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drawing data to geometry input data of MCNP.  First CrtVoid creates void region data. The void 
region data is very large and complicated geometry.  CrtVoid automatically divides the overall region 
to many small cubes, and the void region data can be created in each cube. Next GEOMIT generates 
surface data from CAD data including the void data generated with CrtVoid.  These surface data are 
connected, and cell data are generated [2, 3]. 

3. Integral Test at FNS 
 In order to benchmark nuclear libraries to be used for fusion, many integral experiments and the 
analyses have been carried out in FNS.  Slab assemblies of fusion related materials, with geometry 
several times thicker than the mean free pass of 14 MeV neutrons, have been installed in front of the 
tritium target for the neutron generation.  We analyzed the integral benchmark experiments (Iron, 
SS316, Copper, Beryllium, Li2O, etc.) with FENDL-2.1, JENDL-3.3, JEFF-3.1 and ENDF/B-VII.0 
and compared the results each other.  Figure 4 shows the example of the results for ion and beryllium. 
For ion, JENDL-3.3 overestimated the neutron spectrum in the energy range from thermal to keV [4], 
which discrepancy will be improved in JENDL-4.  For beryllium, all libraries except JEFF-3.1 
overestimated the neutron spectrum in the energy range of 2-10 MeV [4]. 

    (a) 

    (b) 

Figure 4  Neutron spectra in the (a) ion and (b) beryllium slabs for the 14 MeV neutron injection. 
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 In ITER, prototypes of breeding blanket (TBM) will be tested aiming at the development of fusion 
DEMO reactor blankets.  Japan is developing the water cooled solid breeder blanket with reduced 
activation ferritic/martensitic steel as a structural material as one of the most promising blanket 
concepts for DEMO reactors.  Integral experiment for the mock-up of the water-cooled pebble bed 
type TBM has been carried out at FNS.  Slab mockup assembly shown in Fig.5 (a) consists of the 
first wall with water, water panels, Be neutron multiplier and a breeder layers.  After the irradiation, 
the amount of tritium produced in the diagnostic Li2CO3 pellets is measured by liquid scintillation 
counting method.  Figure 5 (b) shows the measured and calculated tritium production rate 
distributions in the first and second breeder layers.  The C/E ratios for the tritium production rate in 
those experiments are within 1 ± 0.05, which gave us a good prospect to the neutronics test of the 
TBM on ITER [5]. 

Figure 5  (a) Mock-up assembly of the water-cooled pebble bed type TBM, and (b) the measured and 
calculated tritium production rate distributions in the first and second breeder layers. 

4. Nuclear Data for IFMIF 
 IFMIF is an accelerator-based neutron source for fusion material irradiation tests. D ions 
accelerated by RFQ and DTL, are injected to the flowing liquid lithium target, which produces 
neutrons with fusion like spectrum by d-Li reactions. The neutron spectra have a peak around 14 MeV 
and continuum tail up to about 50 MeV as shown in Fig.6 [6].  So the neutron cross sections in the 
energy range of 20-50 MEV are required not only for the shielding design of the IFMIF facility but 
also for the estimation of the higher energy tail effect on the irradiation characteristics of the samples 
in the IFMIF irradiation rig such as the dpa value and the H/He production.   

In the design of IFMIF, long-term operation with more than 70 % total facility availability is 
required. However, the activation of structural materials composing the IFMIF accelerator due to the 
bombardment by deuteron beam limits the maintenance time and makes the long-term operation 
difficult. Therefore, the accurate estimation of deuteron-induced radioactivity and the selection of low 
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activation structural materials are important. Thus, measurements of deuteron-induced activation cross 
sections for main structural materials (aluminum, copper and tungsten) were performed on the basis of 
a stacked-foil technique at TIARA AVF cyclotron.  We have obtained the activation cross sections for 
the reactions 27Al(d,x)27Mg or 24Na, natCu(d,x)62,63Zn or 61,64Cu, and natW(d,x)187W or 181-184,186Re in 
22-40 MeV range.  These results were compared with other experimental cross sections and 
estimated data in the ACSELAM library and calculated ones by TALYS and PHITS [7].  Figure 7 
shows the cross sections of 27Al(d,x)24Na reaction.  Calculated values with TALYS are better 
agreement with the measured ones. 

5. Burning Plasma Diagnostics using Nuclear Reaction 
 In D-D and D-T plasma experiment, neutron measurement is one of the most important 
diagnostics for the fusion output and the ion temperature.  Many neutron measurement techniques 
such as fission chambers, neutron spectrometers and activation foils are employed, which are reviewed 
in Ref. 8.  In the fusion power measurement, the calibration between the total neutron yield and the 
neutron detector count rate is the most important issue, where very precise neutronics calculation with 
whole tokamak geometry and the neutron detector is necessary. 
 In the D-T burning plasma, alpha particles produced by the D-T reactions will be confined and 
heat the plasma during showing down.  So the information on the confined alpha particles is 
important for the burning plasma physics. However, the diagnostics technique is not established.  
Recently, measurement of gamma-rays from the nuclear reaction between alpha particle and impurity 
ions such as 9Be( , n)12C is proposed and demonstrated for the diagnostics of alpha particle density 

Figure 6  Neutron spectra from the lithium 
thick target bombarded with 40 MeV 
deuterium.[6]  
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and energy distribution [9].  Similar nuclear reactions between energetic ions and impurity or bulk 
ions such as 9Be(p, )6Li, 9Be(p, n)10B, etc. are used for the diagnostics for the energetic ion behaviors.  
Some nuclear data of those reactions are required to be more precise for the diagnostics purpose. 

6. Summary 
Neutronics and the nuclear data become more important in the fusion energy development.  In 

ITER, very complicated neutronics calculations are carried out. New technique of the MCNP input 
generation code from CAD data is under development.  Basically, fusion neutronics design uses 
general purpose nuclear libraries.  Integral experiments have pointed out that some discrepancy still 
exists among those libraries.  For the IFMIF design and the material irradiation experiment by IFMIF, 
D-induced cross-sections and neutron induce cross-sections are needed.  But those are not sufficient 
so far.  For the fusion plasma diagnostics, several charged particle induce reaction cross-section are 
required.
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Abstract
J-PARC (Japan Proton Accelerator Research Complex) is a high-energy proton accelerator 

complex of the world’s highest beam power.  The characteristics of high beam intensity and energy 
cause many difficulties on radiological safety.  In order to overcome the problems, some radiation 
shielding methods were developed by benchmarking based on experimental data.  This paper reviews 
the development of the radiation shielding design methods for radiological safety of J-PARC. 

1. Introduction 

Aiming at studies on basic and applied sciences and the advancing nuclear technologies, the 
J-PARC project is being conducted under collaboration between High Energy Accelerator Research 
Organization and Japan Atomic Energy Agency.  J-PARC is composed of three accelerator facilities: 
linac, and 3 GeV rapid cycle synchrotron and 50 GeV synchrotron, and four experimental facilities: 
Material & Life Science Facility, Hadron Experimental Facility, Neutrino Experimental Facility and 
Nuclear Transmutation Experiment Facility, as shown in Fig. 1.  The high-energy proton accelerator 
complex with the world highest intensity of 1 MW maximum beam power is under construction. [1]  

Fig.1 Bird’s eye view of planned J-PARC facilities [1] 
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From the viewpoint of radiological safety, the large-scale accelerator complex with high beam 
intensity and energy causes many difficulties.  Characteristics of J-PARC are high beam power, high 
beam energy and large-scale accelerator complex.  Radiation problems come from widely distributed 
radiation source, thick shield, many ducts and so on, while shielding design methods with high 
accuracy were strongly required for the detailed shielding design of the facilities.  In order to 
overcome the radiation problems, a calculation system with both simplified and detailed methods are 
applied for shielding design and safety analyses.[2]  The accuracy of the methods was estimated by 
using experimental benchmark analyses.[3]  This paper reviews the development of the radiation 
shielding design methods for radiological safety of J-PARC. 

2. Shielding design methods 

A calculation system with both simplified and detailed methods is used for the shielding design of 
J-PARC.[2]  In detailed methods, a calculation system combined with various codes is used, as 
shown in Fig. 2.  In this system, several Monte-Carlo codes PHITS [3], MARS14 [5] and MCNPX 
[6], are used for high-energy particle transport calculation, making full use of the characteristics of 
each code.  The PHITS code is a multi-purpose particle and heavy ion transport Monte-Carlo code 
based on the NMTC/JAM code [7].  The MCNPX code is widely used for the designs, because the 
code has various kinds of estimators and valiance reduction techniques.  The MARS code can 
calculate the radiation flux and dose in a rather short time, compared with other Monte-Carlo codes.  
The MCNP-4 code [8] with a nuclear data set, JENDL-3.3 [9], is applied for low-energy neutrons up 
to 20 MeV and photons.  The DCHAIN-SP 2001 code [10] with mainly the FENDL-Dosimetry file 
[10] is used for induced radioactivity and dose estimations due to residual nuclei of machine 
components and the wall of the accelerator room. The JENDL-HE file[10] is also used to estimate the 
residual activity of light nuclei in air in accelerator room and cooling water for accelerator devices and 
beam dumps. 

Fig.2 Calculation flow of radiation and activity used in the J-PARC shielding design [2] 
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3. Benchmarking 

In order to develop the methods and study the accuracy of the methods, some benchmark 
analyses on thick target neutron yield, beam dump, bulk shielding, and streaming were carried out and 
compiled in ref. [3].  In this paper, benchmarking based on AGS (the Alternating Gradient 
Synchrotron) and TIARA (Takasaki Ion Accelerators for Advanced Radiation Application) 
experiments are presented as examples.  

3.1 AGS experiments [13] 
A series of experiments using a mercury 

spallation target with high-peak-power GeV 
proton-beam from (AGS) of Brookhaven 
National Laboratory (BNL) was carried out [13] 
and analyzed on beam dump and deep 
penetration.  

In the beam dump experiment, a mercury 
target was bombarded with 1.6-, 12- and 
24-GeV-protons, and spatial distributions of 
neutron reaction rates along the target were 
measured.  The cross sectional view of the 
mercury target is shown in Fig. 3.  In the 
experiments, various kinds of activation detectors 
such as In and Bi were used to measure wide 
neutron energy region. 

Figure 4 shows measured spatial 
distributions of the rate of the 209Bi(n, 4n)206Bi
reaction (threshold energy: Eth 22.6 MeV) due to 
neutrons generated in the mercury target by 
incident protons of 1.6, 12 and 24 GeV, 
compared with calculations by the NMTC/JAM 
code with free and in-medium cross section 
options and by the MCNPX code as an example.  
In the NMTC/JAM code, the parametrized 
in-medium NN cross sections similar to those of 
Cugnon[14] are used instead of the free cross 
sections to calculate the mean free path and collision probability of nucleon in a target nucleus divided 
some regions as an alternative option for the intranuclear cascade calculation.  All calculations are in 
good agreement with the measurements as a whole. The calculations of NMTC/JAM with the 
in-medium cross section (In medium) underestimate the measurement at 1.6 GeV and at positions less 
than 40 cm from the front of the target at 12 and 24 GeV by a factor of 2.  The NMTC/JAM 
calculations with the free cross section (Free) underestimate all measurements.  The NMTC/JAM (In 
medium) calculation is larger and closer to the measurements than the NMTC/JAM (Free) calculations 
within a factor of 2.  The MCNPX calculation at 1.6 GeV gives almost the same result as the 
NMTC/JAM (In medium) calculation, while the shape of the distributions at 12 and 24 GeV given by 
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the MCNPX code are different from those by the 
NMTC/JAM code within a factor of 2.  

Figure 5 shows an arrangement of shields 
made of iron 3.3 m thick and ordinary concrete 5.0 m thick for the deep penetration experiment.  As 
example, spatial distribution of neutron reaction rates of the 209Bi(n, 6n)204Bi reaction (Eth 38.0 MeV) 
measured inside the lateral iron shield is compared with the NMTC/JAM (In-medium) calculations 
and the MCNPX calculations at 24 GeV protons in Fig. 6.  The NMTC/JAM (In-medium) calculation 
agrees very well with the measurements almost at all positions.  The MCNPX calculation shows the 
same tendency of neutron attenuation and agrees with the measurement within a factor of 2, although 
the calculations yield slightly lower values than the measurement. 

3.2 TIARA experiment [15]
The cross-sectional view of the TIARA deep penetration experiment is shown in Fig. 7. [15] 

Quasi-monoenergetic source neutrons were generated by 43- and 68-MeV protons bombarding 7Li
targets.  Neutrons above about 5 MeV were measured just behind the concrete and iron shields along 
the neutron beam axis and at the positions of 20 and 40 cm from the beam axis using an unfolding 
method with the 
BC501A liquid 
scintillation detector. 
[16], [17]   

The measured 
neutron energy spectra 
were compared with 
the calculations using 
the old version of the 
NMTC/JAM code 
firstly.  In Fig 8, the 
measured neutron 
energy spectrum 

Fig.5 Horizontal cross sectional view of shield 
arrangement for shielding experiment at 
BNL/AGS [13] 
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Fig.6 Comparisons on distributions of 209Bi(n, 
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calculations and measurement at BNL/AGS [13] 
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behind the steel shield of 70 cm thick is compared with the calculation for 68-MeV p-Li neutron 
sources.  It was found that the calculation overestimated the measurement more than an order of 
magnitude.  The overestimation was due to the fact that the geometrical cross section of a target 
nucleus was used as the total cross section in transport calculation.  After the comparison, the 
NMTC/JAM code was modified using the energy–dependent total and elastic scattering cross sections 
obtained from the data due to the Pearlstein's systematics [18].  It is shown in Fig. 8 that the 
calculation with the modified version of the NMTC/JAM code agrees well with the measurement. 

The measured neutron energy spectra at the off-center positions were used to modify the angular 
distribution of elastic scattering reaction in the NMTC/JAM code.  It is shown in Fig. 9 that the 
measured neutron energy spectrum behind the steel shield is compared with the calculation using the 
old version at the position of 10 cm thick and 40 cm off center position for 68-MeV p-Li neutron 
source.  The calculation with the old version of the NMTC/JAM code failed to reproduce the energy 
spectrum.  Although in the old version of the NMTC/JAM code, the angular distribution was 
calculated by an optical model code and approximated by the Bessel function, the calculation 
underestimated the measurement.  Then a series of measurements on angular distribution of elastic 
scattering cross section was carried out at TIARA.[19]  Angular distributions of elastic scattering 
reaction cross section with the JLM potential parameters[20] were used to modify the NMTC/JAM 
code.[21]  It is shown in Fig. 9 that the calculation of the modified version of the NMTC/JAM code 
succeed to reproduce the measurement. 

4. Summary 

J-PARC is a high-energy proton accelerator complex of the world’s highest beam power, and its 
characteristics caused many difficulties on radiological safety.  In order to overcome the difficulties 
and secure safety, various experiments such as AGS and TIARA experiments were carried out, the 
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Fig.9 Comparison on transmitted spectra through 
40-cm-thick iron shield at 40-cm off center position 
for the 68-MeV p-Li neutron source among 
experiment and calculations by the old and 
modified NMTC codes [15] 
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accuracy of the methods was estimated, and the shielding design methods were developed.  And, 
based on benchmarking with experitental data, a safety factor was applied for the shielding design.  
By using the methods, the J-PARC shielding design was performed and the facilities are under 
construction.  In near future the first phase of the J-PARC project is scheduled in completion and 
J-PARC will move to the next phase.     
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9．Accelerator-based BNCT with medium- to high-energy proton beams 
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The realization of the accelerator-based boron neutron capture therapy (BNCT) will greatly 

contribute to the development of BNCT. To solve some difficulties in realizing the accelerator-based BNCT 

in clinical use, we have proposed the accelerator-based BNCT using medium- to high-energy proton beams. 

Here, our systematic study of accelerator-based BNCT using medium- to high-energy proton beams was 

introduced. 

I. Introduction 

Boron neutron capture therapy (BNCT) is a radiotherapy modality in which cancer cells are 

killed by  particles and 7Li nuclei produced through the 10B(n, )7Li reaction between a boron compound 

selectively absorbed in tumor cells and a neutron beam provided by a neutron source. BNCT is an effective 

and promising treatment for nonlocalized and radio-resistant malignancies that are presently considered to 

be inoperable, especially for brain tumors such as glioblastoma multiforme. Neutron sources used for 

BNCT must deliver a sufficiently high dose to tumor tissues while keeping the dose to normal tissues 

within a tolerable level. Due to poor penetration, thermal neutrons, which was mainly used for BNCT in 

Japan, cannot kill deep seated malignancies such as gliobastoma multiforme, which often is located near 

the center of the brain and surrounded by healthy tissues. Besides, it is not possible to kill a cell selectively 

using high-energy neutrons because of the large kerma coefficient of the 1H(n,n)1H reaction in a tissue. As a 

compromise, the use of epithermal neutrons in BNCT has recently been of increasing interest, taking into 

account the fact that incident neutrons are moderated in the human body. For example, Yanch et al. showed 

that epithermal neutrons in the energy range from 4 eV to 40 keV are most effective in the treatment of a 

brain tumor at a depth of 7 cm and 10 keV neutrons are most effective for that at a depth of 10 cm.1) In the 

case of the currently employed reactor-based neutron source for BNCT, however, it is difficult to provide 

such neutrons because the reflectors and moderators are built in the reactor. Actually, the reactor-based 

neutron source provides a spectrum that has a wide energy peak between several tens and several hundreds 

of eV. Therefore, an accelerator-based neutron source is desired for BNCT to provide neutrons suitable for 

the treatment of deep-seated malignancies. Furthermore, the accelerator-based neutron source is strongly 

desired for the widespread use of BNCT, because facilities with the accelerator-based neutron source can be 

constructed more easily in the city areas, together with a hospital, than those with the reactor-based neutron 
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source. For these reasons, many groups have investigated accelerator-based neutron sources for BNCT as 

summarized in Table 1.2-8) However, their investigations in which low-energy accelerators of a few MeV 

are employed, have not yet been applied to the clinical use of BNCT mainly because of the serious 

difficulties in realizing target cooling and target reliability against very high beam current. 

In order to solve these difficulties, we have proposed an accelerator-based BNCT using medium- 

to high-energy proton beams, and found out that the BNCT system is feasible with currently-available 

technologies through systematic studies consisted of the conceptual designs by using Monte Carlo 

simulations9), their experimental verifications10),11), engineering design12) including investigations on the 

stability of the neutron production target, and its application13). In this paper, the concept and the 

application of our accelerator-based BNCT using medium- to high-energy proton beams are introduced. 

Table1. Summary of proposed accelerator-based neutron sources for BNCT 

Neutron 

production reaction 

Accelerated

energy [MeV]

Beam current

[mA] 

Heat load 

[kW] 
Reference 

1.9 10 19 2) 

1.95 ≥5 ≥10 3) 

2.3 10 23 4) 

2.4 20 48 5) 

2.3-2.5 10 23-25 6) 

7Li(p,n)7Be

2.8 3.3 9.2 7) 
2H(d,n)3He 0.4 5000 200 8) 
3H(d,n)4He 0.12 1000 120 8) 

II. Concept of accelerator-based BNCT with medium- to high-energy proton beams  

Advantages by using higher energy incident particles are the higher neutron production yield and 

the resultant lower heat load and heat density in the target. However, it results in the contamination of high 

energy neutrons beyond MeV energies, which increases undesired dose to normal tissue especially to the 

skin, due to the 1H(n,n)1H reaction. In the conceptual design, the selections of a neutron source and 

moderators and the optimization of the moderator assembly were focused on, assuming the use of the AVF 

cyclotron at the Cyclotron and Radioisotope Center, Tohoku University, which provides maximum beam 

intensities of a 50 MeV proton beam of 300 A and a 25 MeV deuteron beam of 150 A.

1. Neutron source 

Regarding to the neutronics, the neutron source for BNCT is primarily required to provide an intense 

neutron yield for reducing therapeutic time and, at the same time, only a small fraction of fast neutron 

components for reducing undesired dose to normal tissues. In the selection of the neutron source, the 

deuteron-induced reactions were included as well as the proton-induced reactions, because of the intense 

neutron yield of the (d,n) reaction due to the knock-on reaction. Neutron sources that we considered are as 
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follows. For deuteron beams, the Be (d,n) reaction (Q value of 4.4 MeV) is considered to be suitable, 

because it provides a high neutron yield comparable to the Li(d,n) reaction and a lower fast neutron 

contamination than the Li(d,n) reaction having the high Q value of 15 MeV of the 7Li (d,n) 8Be reaction. 

For proton beams, the neutron production reactions with heavy target materials such as W(p,n) and Ta(p,n) 

reaction are considered, because they exhibit a large fraction of low energy neutrons due to evaporation 

processes and a relatively low contamination due to the fast neutron component. Finally, we selected the Ta 

(p,n) reaction for the neutron source of accelerator-based BNCT from the followings; 

1) The evaporation peak produced by the reaction between protons and heavy elements in the backward 

direction is practically identical in magnitude to the one in the forward direction as shown in Fig.1, 

although the neutron yield in the high energy region is much lower in the backward direction than in 

the forward direction.  

2) The neutron energy spectra and the neutron yields for Ta(p,n) and W(p,n) reactions (Ep=50 MeV) are 

quite similar neutron yields in the entire energy region at all emission angles according to our 

measurements.  

3) As shown in Fig. 2, the Be(d,n) reaction has a larger fraction of high energy neutron contamination 

than the Ta(p,n) reaction, without a pronounced evaporation peak. 

4) The Ta target has relatively high boiling and melting points, which is very important in respect of target 

cooling. The W target has better heat properties than the Ta target, whereas W is soluble in water under 

high irradiation flux and at high temperature. This solubility is of disadvantage to water cooling. 

For the above reasons, we selected to use neutrons emitted around 90 degree from the Ta(p,n) reaction.  
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Fig.1. Measured neutron energy spectra for Ta(p,n) 

reaction. (Ep=50 MeV) 

Fig.2. Comparison of measured neutron energy 

spectra between Be(d,n) (Ed=25 MeV) and  

Ta(p,n) (Ep=50 MeV) reactions. reactions 
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Fig.3. Schematic view of an assembly optimized 

for incident protons of 50 MeV13)

2. Moderators 

The moderators are inevitably required to shape neutrons emitted from the neutron source into 

epithermal neutrons that are appropriate for BNCT. Generally, moderators are introduced into the 

accelerator-based BNCT system only for shaping epithermal neutrons. However, we introduced the 

moderator assembly combined the epithermal neutron filter with an additional material that effectively 

slows down high-energy neutrons because the neutron production reaction with medium- to high-energy 

proton beams results in the contamination of high energy neutrons beyond MeV energies, Based on the 

Monte Caro studies, the combination of iron backed by AlF3, Al and LiF layers were finally selected for the 

moderator assembly.  

3. Optimization of the moderator assembly 

Figure 3 shows the schematic view of the accelerator-based BNCT neutron source assembly 

optimized for incident protons of 50 MeV.13) A lead gamma-ray absorber, a lead reflector and lithium 

fluoride collimator are additionally introduced into the moderator assembly. Figures 4 and 5 show 

calculated depth dose distribution and neutron energy spectrum behind the moderators by using moderator 

assembly shown in Fig. 3. Table 2 shows figure of merits obtained by the moderator assembly. This 

assembly can provide better dose distribution at deeper positions within a phantom than that of the 

presently employed reactor-based neutron sources, and adequate epithermal neutron flux for the BNCT 

clinical application. 

III. Application of accelerator-based BNCT with medium- to high-energy proton beams 

We extended our investigation with 50 MeV proton beams to cover medium- to high-energy 

accelerators with a proton energy range of 30 to 600MeV. As a result, it was found that the acclerator-based 

BNCT is feasible using 30 to 600MeV protons only by adjusting the iron moderator thickness. This finding 

leads commercial accelerators routinely used for the production of SPECT and PET radiopharmaceuticals 

into the accelerator-based BNCT. Also, the 600MeV proton linac at J-PARC will be useful for generating a 

BNCT neutron field. Currently-employed proton radiotherapy accelerators can not be directly applied for 

－ 48 －

JAEA-Conf 2009-004



BNCT due to the low beam current. However, if the accelerator having the high proton beam intensity 

could be used, the combined radiotherapy between the proton radiotherapy, which is effective for various 

localized cancers but not for radio-resistant cancers, and BNCT, which is effective for nonlocalized and 

radio-resistant cancers, can have a very wide applicability. 

0 5 10

20

40

60

Depth in phantom [cm]

-
R

B
E-

w
ei

gh
te

d 
do

se
 [G

y-
eq

]

Tumor dose
Normal tissue dose

-

Tumor dose
Normal tissue dose

N
eu

tro
n 

ye
ild

 p
er

 le
th

ar
gy

 [
10

8
n/

(c
m

2 -s
)]

10 -3 10 -2 10 -1 100 101 102 103 104 105 106 107
0

1

2

3

4

Energy [MeV]

This work
BMRR

Table 2. Figure of merits obtained by using the moderator assembly shown in Fig. 3 

Therapeutic 

time [min] 

Dmax

[Gy-eq] 

D5cm

[Gy-eq] 

D8 cm

[Gy-eq] 

Epithermal neutron flux 

(4eV-40keV) [n/(cm2-s)] 

23.9 61.0 41.4 21.1 2.01×109    (±0.02×109)

Dmax: maximum tumor dose, D5cm and D8cm: Tumor dose at a depth of 5 or 8 cm 

IV. Conclusion 

Our systematic study of accelerator-based BNCT using medium- to high-energy proton beams 

was introduced in this paper. This concept is currently developing, especially in Japan. An epithermal 

neutron generator for BNCT based on the Be(p,n) reaction using a 30 MeV proton cyclotron accelerator is  

under construction to start operation in the spring of 2009.14) Also, an epithermal neutron generator using 

400MeV Protons from the J-PARC linac is continuously being studied.15) Though further verifications of 

the simulations in more detail in order to realize the neutron field for clinical use are required, the neutron 

source using medium- to high-energy proton beams is expected to be very promising for the 

accelerator-based BNCT. 
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Abstract. Coupled-channels optical model code OPTMAN is widely applied to analyze experimental nucleon-nucleus
interaction data and evaluation. Recently sophisticated dispersive optical potential forms had been included in the code along
with possibility to calculate direct excitations of isobar analog states in (p,n) reactions. The latter along with accounting of the
proton "effective" energy decrease due to Coulomb repulsion by nuclei, leads to completely Lane-consistent optical potential.
Such approach had been successfully applied to nucleon-nucleus interaction experimental data analyses of different A-mass
nuclides up to incident energies 200 MeV.

INTRODUCTION

Coupled-channels optical model is an effective and
powerful method for prediction of nucleon-nuclear inter-
action cross sections, simultaneously providing transmis-
sion coefficients to enter statistical models for calcula-
tions of various inelastic and reaction cross sections. The
functions to be used in calculations of matrix elements
in a quantum-mechanical way, e.g., for DWBA and other
accurate approuches are also supplied.

Requests on evaluated nuclear data from various ap-
plications expanding list of nuclides and interacting nu-
cleon energy can be only satisfied by utilizing optical
model codes with a sophisticated optical model poten-
tial (OMP). Such OMP must be derived as a result of
best-fit description of all available regional experimental
data, allowing reliable prediction of the data for isotopes
measurements for which are unavailable or not reliable.

OMP accounting dispersive relationships between its
imaginary and real part[1, 2], as much more theoretically
grounded pretend to give much more reliable results. It
is expected, that dispersive potentials should have much
less free adjustable parameters, as the letter appear to
compensate unaccounted dispersive contributions. It is
also expected, that dispersive potentials by the same rea-
sons should allow usage of energy independent nuclear
form-factor geometry.

In this work, we propose dispersive Lane-consistent
optical potential form and demonstrate its application

to analyses of experimental optical data for nuclides
from different A-mass regions. This activity is based
on using couples-channel optical code OPTMAN, which
new version, modernized under ISTC Project B-1319
activity incorporates already these options.

DISPERSIVE LANE-CONSISTENT
OPTICAL POTENTIAL FORM

We consider, that dispersive potential depending of
energy can be written as:

V r R θ ϕ E VHF E fWS r RR θ ϕ
ΔVV E iWV E fWS r RV θ ϕ
ΔVD E iWD E gWS r RD θ ϕ

h̄
mπc

2
Vso E iWso E (1)

1
r

d
dr

fW S r Rso σ̂ L̂

VCoul r Rc θ ϕ

where the first term is the real smooth, so called
Hartree-Fock (HF), volume potential. Successive
complex-valued terms are the volume, surface and
spin-orbit potentials, all containing the corresponding
dispersive contributions ΔVV E ΔVD E and ΔVso E .

1010．
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It is known that the energy dependence of the depth
VHF E is due to the replacement of a microscopic
nonlocal HF potential by a local equivalent. For a
Gaussian non-locality, VHF E is a linear function
of E for large negative E and is an exponential for
large positive E. Following Mahaux and Sartor [3],
the energy dependence of the smooth HF part of the
nuclear mean field is taken as that found by Lipperheide
[1], accounting the isospin dependence [4]: VHF E
V DISP

R 1 1 Z 1 Cviso
VDISP

R

N Z
A exp λR E EF . In

case of proton potential Coulomb correction ΔV Coul
R E ,

which in standard approach is proportional to potential
derivative ΔVCoul

R E CCoul
ZZ
A1 3

d
dE VR E . Similar

Coulomb correction terms ΔV Coul
V E and ΔVCoul

D E are
also calculated for volume ΔVV E and surface ΔVD E
dispersive contributions to the real potential. For the
reasons explained below we do not show Coulomb
correction terms in the OMP(1). The geometrical form
factors are given as:

fW S r Ri θ ϕ 1 exp r Ri θ ϕ ai
1

i R V so

gWS r RD θ ϕ 4aD
d
dr

f r RD θ ϕ

where Ri θ ϕ denotes the deformed radii with the
deformations considered, while spin-orbit potential is
considered to be not deformed.

In our formulation of the OMP in in the geometri-
cal parameters of the Hartree-Fock potential RR and aR
are in general different from the geometrical parameters
RV aV RD aD of the volume and surface absorptive po-
tentials; however the real and imaginary spin-orbit terms
share the same Rso and aso parameters. Therefore the vol-
ume dispersive contribution has different geometry (de-
termined by RV and aV ) from the real smooth volume
potential (determined by RR and aR). As a result we have
two separate volume contributions to the potential (as can
be seen in the first and second line of Eq.(1)), effectively
giving us more flexibility for the fitting of the experimen-
tal data. The present optical potential includes relativis-
tic corrections as discussed by Elton [5] and explained
in our recent paper [6]. It is useful to represent the vari-
ation of surface WD E and volume absorption potential
WV E depth with energy in functional forms suitable for
the dispersive optical model analysis. A commonly used
energy dependence for the imaginary-surface term has
been suggested by Delaroche et al. [7],

WD E AD
E EF

2

E EF 2 WID2
D

exp λD E EF

(2)

The isospin dependence of the surface and volume po-
tential terms (the Lane term [4]) was considered in imag-
inary surfaceWD E and volume WV E potentials as fol-
low,

AD V WDISP
D V 1 1 Z 1 Cwiso wviso

WDISP
D V

N Z
A

(3)

An energy dependence for the imaginary volume term
has been suggested in studies of nuclear matter theory
by Brown and Rho [8]:

WV E AV
E EF

2

E EF 2 WIDDISP
V

2 (4)

The assumption that the imaginary potential W E is
symmetric about E EF is plausible for small values
of E EF , however as was pointed out by Mahaux and
Sartor [3] this approximate symmetry no longer holds for
large values of E EF . In fact the influence of the non-
locality of the imaginary part of the microscopic mean
field will produce an increase of the empirical imaginary
potential W E at large positive E and approaches zero
at large negative E [9, 10]. The DOM analysis of neu-
tron scattering on 232Th [6] showed the importance of the
non-local contribution to describe total cross-section σT
data for energies above 100 MeV using a non-symmetric
version of the volume absorptive potential for large posi-
tive and large negative energies. For the details of the im-
plementation of the imaginary potential W E symmetry
braking due to nonlocality see Ref[6].

LANE CONSISTENCY OF THE OMP
AND DIRECT EXCITATIONS OF THE

ISOBARIC ANALOG STATES (IAS)

An isospin-dependent coupled channel optical model po-
tential, can be used to predict direct quasi-elastic (p,n)
scattering to the isobaric analogue states (IAS) of the tar-
get nucleus; being such exercise the best test of the qual-
ity of the isovector part of the optical potential. It has
been pointed out by Lane [4] that the optical model po-
tential can be written in a charge-independent form. The
extent to which we can state that a derived optical model
potential is Lane-consistent can be established from the
basic Lane equations [4]:

Vpp V0
N Z

4A
V1

Vnn V0
N Z

4A
V1

Vpn
N Z
2A

V1 (5)
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where V0 and V1 are the isoscalar and isovector com-
ponents of the potential with the Coulomb interaction
switched off. In such way one is able to calculate the
charge-exchange channels in a (p,n) reaction (to the elas-
tic IAS and excited states of the rotational band of the
residual nucleus).

An accurate calculation of the nucleon scattering from
deformed nuclei must include the coupling to the low-
lying collective states. A very successful computational
method to account for the importance of the multistep
processes is the coupled-channel (CC) method using
Tamura’s formalism [11], which permits an exact solu-
tion of the Lane CC equations. The Coulomb displace-
ment energy, ΔC, between the ground state and its corre-
sponding IAS is well approximated by the empirical re-
lation [12], ΔC 1 444Z A1 3 1 13 MeV, with Z being
equal the average charge of the target and residual nuclei
in the reaction. As example for actinide targets, the value
of ΔC is about 20 MeV. The coupling formfactors for the
charge-exchange calculations are defined as

ν;0IAS V τ r π ;0gs

ν π 0IAS V diag
1 r 0gs

N Z
2A

0IAS V diag
1 r 0gs (6)

for the "quasi-elastic" 0gs 0IAS excitation of the IAS, as
a particular case of

ν; I residual V τ r π ; I target
ν π I residual V1 r I target

N Z
2A

I residual V1 r I target (7)

for the coupling between analog states of both rotational
bands, and

ν; I residual V τ r π ; I target

ν π I residual V coupl
1 r I target

N Z
2A

I residual V coupl
1 r I target

(8)

for the coupling between I I states. In these expres-
sions is the isospin operator, ν and π represent the en-
trance and exit isospin states of projectile and ejectile re-
spectively and V diag

1 r and V coupl
1 r are the usual spher-

ical and deformed components of the isovector potential,
as defined in the Tamura’s canonical work [11]. These
expression have been implemented into the OPTMAN

code allowing to directly calculate the quasi-elastic scat-
tering cross-section or to consider existing IAS scatter-
ing data during the optical potential fitting. In this way
the isovector component of the potential is much better
constrained, as coupling with IAS states, determined by
the third line of Eq.(5) is proportional to pure isovector
term. In our recent work [13] we determined global po-
tential for actinides. This potential describes all available
optical data for actinides within 1.5 experimental error in
average for both incidents neutrons and protons up to 200
MeV energies. Ratio of U Th cross sections, that is mea-
sured much more accurately and is not described by any
other potential is described with excellent accuracy by
our potential. Figs. 1-2 demonstrate the quality of neu-
tron total cross-sections predictions for various actinide
isotopes.

4.0k

8.0k

12.0k

16.0k

20.0k

1E-3 0.01 0.1 1 10 100

4.0k

8.0k

12.0k

16.0k

20.0k

4.0k

8.0k

12.0k

16.0k

20.0k

24.0k

 Poenitz 1981
 Poenitz 1983

n + 240Pu

 Present work
 Poenitz 1983
 Poenitz 1981
 Grigoriev 1997
 Foster 1971

n + 239PuTo
ta

l c
ro

ss
 s

ec
tio

n 
[m

b]

Energy [MeV]

 Moore et al 1979

n + 242Pu

FIGURE 1. Comparison of total cross-sections predictions
for Pu isotopes with experimental data.

Low energy observables such as neutrons strength
functions S0, S1 and scattering radii R’ are also repro-
duced by our calculations. It is significant, that adjusted
individual deformation values allowing the best fit of ex-
perimental data for different actinides coinside within
10% the theoretically calculated values.

Using new option allowing direct IAS excitation cal-
culations, the determined potential had been use to cal-
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FIGURE 2. Comparison of total cross-sections predictions
for U-Th isotopes with experimental data.

culate Angular distributions of IAS for 238U and 232Th.
Fig. 3 demonstrates the quality of angular distribution
of neutrons emitted in p+ 238U n+238Np reaction pre-
dictions. One can see that we describe experimental IAS
angular distributions with good accuracy. Fig. 4 shows
similar comparison for IAS scattering on 232Th.

So all allows us to state, that we have dispersive ap-
proximate Lane consistent optical potential for actinides.
We say approximate, as the potential used is not symmet-
ric for protons and neutrons, having Coulomb correction
terms in proton case. Below we explain how the problem
can be solved.

EXACT LANE CONSISTENT COULOMB
CORRECTION POTENTIAL FORM

The nature of the Coulomb correction used for inci-
dent charged particles is well understood. It is applied for
incident protons to account for the change of the interact-
ing proton energy due to Coulomb repulsion of it by nu-
cleus. Usually such corrections were assumed either the

238U(p,n)

θ(deg.)

0 30 60 90 120 150 180

dσ
/d

Ω
(b

/s
r)

10-5

10-4
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26 MeV, Hansen
0++2++4+

0+

2+

4+

FIGURE 3. Calculated and experimental neutron angular
distribution emitted in p+ 238U n+238Np reaction.
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0++2++4+
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FIGURE 4. Comparison of calculated neutron angular distri-
bution emitted in p+ 232Th n+232Pa reaction with experimen-
tal data.

value proportional to the derivative of real potential:

ΔVCoul
R E CCoul

ZZ
A1 3

d
dE

VR E (9)

or as an energy-independent constant to be added to
the real potential, that straight comes from Eq.(9) for
linear depended real potentials. One can see, that such
correction is just the first term of Taylor expansion of the
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proton potential accounting for the Coulomb repulsion,
assuming that the "effective" interacting energy of the
proton is E CCoul

ZZ
A1 3 . It should be noted that constant

e2 in our definition is included in constant CCoul . In fact,
the term CCoul

ZZ
A1 3 is an estimation of the kinetic energy

loss of the incident proton in the interaction region due
to Coulomb repulsion. Indeed, the optical potential at this
"effective" energy becomes:

V E CCoul
ZZ
A1 3 V E CCoul

ZZ
A1 3

d
dE

VR E
(10)

Above the left side of formula [10] is a generalization
of the previously used Coulomb correction, which con-
siders such corrections in all orders. It has been included
in the OPTMAN code by using the "effective" energy
E CCoul

ZZ
A1 3 for incident protons instead of the physi-

cal incident energy E. The constant CCoul is an adjustable
constant meant to account for the "effective" radius of in-
teraction of proton in nucleus. It’s value is expected to be
near one. It should be noted that full Coulomb correction
as defined by [10] is a pre-condition to the exact Lane
consistency, as with such Coulomb correction OMP be-
comes completely symmetric with the respect of nucleon
charge.

By the moment we have dispersive Lane consistent po-
tentials for incident nucleon energies up to 200 MeV for
the actinides and Hf/Ta/W regions and for a number of
individual isotopes: 55Mn, 103Rh, 197Au and 90Zr for a
soft-rotator case. The quality of IAS excitation predic-
tions using this approach is demonstrated for 55Mn and
197Au on Figs.5, 6

55Mn(p,n)
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5/2-+7/2-+9/2-

5/2-

7/2-
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FIGURE 5. Comparison of calculated neutron angular dis-
tribution emitted in p+ 55Mn n+56Fe reaction with experi-
mental data.
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FIGURE 6. Comparison of calculated neutron angular dis-
tribution emitted in p+ 197Au n+198Cd reaction with exper-
imental data.

Recently we tried to get the Lane consistent OMP for
such light nuclide as 9Be, knowledge of (p,n) reaction
cross section is very significant for medical applications
in beam therapy. Finally in Figs. 7 - 10 we demonstrate
preliminary results for 9Be.
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En = 8.029 MeV, Sugimoto et al., 1989
Calculated data for Einc = 8.04 MeV

FIGURE 7. Comparison of experimental and predicted an-
gular distributions of neutrons with incident energy 8.08 MeV
elastically scattered by 9Be.

CONCLUSION

We had developed dispersive Lane consistent OMP
approach, which had been implemented in the new ver-
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9Be (n,inl), Elev = 2.43 MeV
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FIGURE 8. Comparison of experimental and predicted an-
gular distributions of neutrons with incident energy 8.08 MeV
inelastically scattered by 9Be.

9Be (p,n), EIAS lev = 0.0 MeV
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FIGURE 9. Comparison of experimental and predicted an-
gular distributions of neutrons emitteed in p+9Be n+10B
reaction with excitation of the ground state 10B for incident
proton energy 16.0 MeV.

sion of coupled-channel optical model code OPTMAN.
Lane consistent OMP’s describing available experimen-
tal data up to 200 MeV incident nucleon (both protons
and neutrons) with high accuracy are suggested for ac-
tinides, Hf/Ta/W, 55Mn, 103Rh, 197Au and 90Zr.

9Be (p,n), EIAS lev= 2.33 MeV
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FIGURE 10. Comparison of experimental and predicted an-
gular distributions of neutrons emitteed in p+9Be n+10B re-
action with excitation of the second level of 10B for incident
proton energy 23.0 MeV.
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Supernovae supply many kinds of elements produced in their evolution. They are also one of the
main neutrino sources in the Universe. This strong neutrino emission enables to enhance the abundances
of some less abundant elements through neutrino-nucleus reactions. We explain the neutrino nucle-
osynthesis in supernovae. Cross sections of neutrino-nucleus reactions calculated using new shell-model
Hamiltonians for 4He, 12C, and 56Ni are shown. The dependence of the abundances of light elements
and odd iron-peak elements in supernovae on the ν-process cross sections are investigated. Astrophysical
applications of the ν-process elements are also discussed.

1. Neutrino Emission from Supernovae
Stars with masses of ∼ 12 − 20M� end their lives as supernova (SN) explosions. Many kinds of

elements are synthesized in SNe and a huge amount of neutrinos are released. Although SN explosion
mechanism has not been clarified completely, recent hydrodynamics studies revealed general features of
the time evolution of SNe. Figure 1 shows a schematic diagram of the time evolution of a SN. First,
the central Fe core collapses by photo-disintegrations and electron captures (a). The electron captures
produce νe. When the density of the collapsing core is larger than ∼ 1011 g cm−3, neutrinos are trapped
in the central region, i.e., a neutrino sphere is formed (b). When the core density becomes to ∼ 1014

g cm−3, accreting materials bounce at the core and the shock wave propagates outward (c). When
the shock wave arrives at the neutrino sphere, materials around the neutrino sphere are heated and
dissociated into protons and neutrons. As a result, electron captures proceed rapidly and neutronization
burst occurs (d). The shock wave is considered to grow up by standing shock accretion shock instability
(SASI) (e) . The shock wave passes through the central core and finally explodes the surrounding stellar
materials (f).

After the neutronization burst, neutrinos are continuously released by the proto-neutron star cooling
in a time scale of several seconds (g). Neutrinos inside the neutrino sphere are thermalized by neutrino-
nucleus reactions. Whereas neutral-current reactions affect all flavor neutrinos, charged-current reactions
affect νe and ν̄e. The reactions for νe are effective more than those of ν̄e because of neutronization of the
core. Therefore, the neutrino sphere of each neutrinos is smaller in the order of Rνμ,τ

, Rν̄e
, and Rνe

, and
the average energy is larger in the order of 〈ενμ,τ

〉, 〈εν̄e
〉, and 〈ενe

〉 (h). Typical value of average neutrino
energy is ∼ 10 − 20 MeV. The total energy carried by neutrinos is almost equal to the gravitational
binding energy of a proto-neutron star, Eν,total ∼ 3 × 1053 ergs. The corresponding neutrino number is
∼ 1058. Typical explosion energy of a SN is evaluated as 1× 1051 ergs, which is about 0.3 % of the total
neutrino energy.

The neutrinos emitted from a proto-neutron star interact with nuclei in the exploding stellar materials.
When typical radius of stellar interior is ∼ 109 cm, the total neutrino number flux is φνdt ∼ 1037 cm−2.
A typical cross section of neutrino-nucleus reactions is σν ∼ 10−42 cm2. Therefore, the production ratio
of products to target nuclei by a neutrino-nucleus reaction is σνφνdt ∼ 10−5. This production ratio
is not so large for abundant elements. However, this synthesis process is important for less abundant
elements. It is called the ν-process. The ν-process is the main production process for light elements 7Li,
11B, 15N, and 19F in SNe [1, 2, 3, 4, 5, 6, 7]. This process affects Mn production in innermost regions
[8]. Neutron-deficient nuclei 138La and 180Ta are also produced through the ν-process [3].

Cross section data of neutrino-nucleus reactions are important for evaluating isotopic and elemental
yields of the species of nuclei produced through the ν-process. Recently, the cross sections of neutrino-
12C and 4He reactions have been calculated using new shell model Hamiltonians. These cross sections

1111．
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Figure 1: Schematic diagram of SN explosion. (a) core collapse, (b) neutrino sphere formation, (c) core
bounce, (d) neutronization burst, (e) SASI, (f) delayed explosion, (g) proto-neutron star cooling, (h)
locations of neutrino sphere.

affect the yields of light elements, Li, Be, and B. The cross sections of the ν-process for 56Fe and 56Ni
were also evaluated by considering the Gamow-Teller transition with a new pf -shell model Hamiltonian.
The ν-process cross sections of 56Ni have important roles for evaluating the Mn yield in SNe. In this
proceeding, we show the dependence of the abundances of 11B and Mn produced in SNe on new and
conventional ν-process cross sections. We also discuss astrophysical applications of the abundances of
ν-process elements.

2. Supernova Light Element Synthesis through the ν-Process
2.1. Cross sections of neutrino-nucleus reactions for 12C and 4He

Cross sections of neutrino-12C reactions are calculated using Suzuki-Fujimoto-Otsuka (SFO) Hamil-
tonian [9, 10, 7]. Experimental values of the Gamow-Teller (GT) transitions and magnetic moments in
most of p-shell nuclei are well reproduced by the SFO Hamiltonian [9]. The shell configuration space
is included up to 3h̄ω and multipolarities up to J = 4. The effective axial coupling constant with
geff

A = 0.95gA, where gA = −1.263 is the bare axial vector coupling constant, is adopted to reproduce
the experimental GT strength of the charged-current cross section 12C(νe, e

−)12N(1+
g.s.) induced by neu-

trinos from π+ and μ+ decay at rest (DAR). The cross sections for 12C to 12C∗(1+, T = 1, 15.1 MeV)
induced by DAR neutrinos evaluated with the SFO Hamiltonian well reproduce the experimental ones.
The contribution from spin-dipole transitions is also important for evaluating the cross sections for 12C.
The cross sections of 12C(νe, e

−)12N∗ induced by DAR neutrinos are evaluated with effective axial-vector
coupling constants geff

A = 0.70gA. The obtained cross section reproduces the experimental one [10].
The cross sections of neutral- and charged-current cross sections of 12C with the SFO Hamiltonian

are evaluated as a function of neutrino energy. Branching ratios for γ transitions and n, p, d, t, 3He,
and α knock-out channels are considered using Hauser-Feshbach theory. The cross sections as a function
of the neutrino temperature assuming Fermi-Dirac energy distribution with zero-chemical potentials are
also evaluated. Figure 2 shows the cross sections of neutral- and charged-current reactions of 12C as a
function of the neutrino temperature. The cross sections of the previous study in [11] (HW92) are also
shown for comparison. Detailed tables for the cross sections of neutral- and charged-current reactions
are listed as a function of neutrino energy in [7].

Cross sections of neutrino-4He reactions are calculated using the Warburton-Brown (WBP) Hamil-
tonian [12, 10, 7]. Branching ratios of n, p, and d knock-out channels are considered. The d knock-out
channels are important for 6Li production [7]. The cross sections as a function of the neutrino tempera-
ture are shown in Figs. 2(g) and (h). Detailed tables of the cross sections as a function of the neutrino
energy are listed in [7].
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Figure 2: Cross sections of (a) and (b) neutral-current reactions, (c) and (d) charged-current (νe, e
−x)

reactions, (e) and (f) charged-current (ν̄e, e
+x) reactions for 12C with the SFO Hamiltonian, and (g)

neutral- and (h) charged-current reactions for 4He with the WBP Hamiltonian. Symbols indicate the
previous cross sections [11]. In (a), open circles, closed circles, squares, and triangles correspond to 1n,
1H, 3He, and 12C. In (b), open circles, closed circles, squares, and triangles correspond to 11B, 11C, 10B,
and 7Li. In (c), (d), (e), and (f), circles correspond to 12C, 11C, 12C, and 11B, respectively. In (g), cross
sections of proton- and neutron-emission are overlapped. In (h), open and closed circles correspond to
ν̄e and νe reactions.
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Figure 3: Contours of the 11B yield in units of 10−7M� evaluated with (a) new reaction rates and (b)
the conventional rates [11] as a function of the total neutrino energy and the neutrino temperature. The
shaded regions satisfy the GCE constraint of the 11B yield and the gravitational binding energy of a
neutron star.

2.2. SN light element synthesis
Light element nucleosynthesis of a 16.2 M� star SN [13] corresponding to SN 1987A is calculated

[2, 5, 6, 7]. The nuclear reaction network consists of 291 species of nuclei from 1n, 1H, to Ge [2].
In order to calculate the ν-process in the SN, the SN neutrino model is set as follows. The neutrino
luminosity decreases exponentially with a time scale of 3 s. The luminosity is equally partitioned among
three flavors of neutrinos and antineutrinos. The energy spectra of neutrinos emitted from the neutrino
sphere obey Fermi-Dirac distributions with zero chemical potentials. The total neutrino energy Eν,total

is parametrized between 1× 1053 ergs and 6× 1053 ergs. The temperature of νμ,τ and ν̄μ,τ , Tνμ,τ
is also

parametrized. The temperatures of νe and ν̄e are set to be (Tνe
, Tν̄e

) = (3.2 MeV, 5.0 MeV).
The main products through the ν-process among light elements in the SN are 7Li and 11B. When the

total neutrino energy is 3× 1053 ergs and the neutrino temperature Tνμ,τ
is 6 MeV, the yields of 7Li and

11B are 2.7 × 10−7 M� and 7.1 × 10−7 M�. The 7Li is mainly produced in the He-rich layer and 11B is
produced in the O-rich and He-rich layers. In the He-rich layer, the ν-process reactions 4He(ν, ν′p)3H and
4He(ν, ν′n)3He mainly occur, and the following α-capture reactions 3H(α, γ)7Li and 3He(α, γ)7Be induced
by the shock arrival produce 7Li and 7Be. An additional α-capture reaction 7Li(α, γ)11B produces 11B.
In the O-rich layer, the ν-process reactions of 12C, 12C(ν, ν′p)11B and 12C(ν, ν′n)11C, produce 11B.

Light elements have been continuously produced by the ν-process in SNe and Galactic cosmic rays
during Galactic chemical evolution (GCE). The meteoritic abundances and the abundances observed
in metal-poor stars indicate traces of light element production in GCE. Since the light element yields
depend on the characteristics of SN neutrinos, the observed abundances of the light elements constrain
SN neutrinos. We constrain the neutrino temperature Tνμ,τ

from the 11B abundance determined from
GCE models. We also investigate the dependence of the appropriate Tνμ,τ

range on the adopted ν-process
cross sections.

Figure 3 shows contours of the 11B yield as a function of the neutrino temperature Tνμ,τ
and the

total neutrino energy Eν,total. We consider the ν-process cross sections with the SFO Hamiltonian for
12C and the WBP Hamiltonian for 4He (Fig. 3a) and with the previous HW92 rates [11] for 12C and
4He (Fig. 3b). Roughly speaking, the 11B yield is in the range of 1 × 10−7M� ∼ 5 × 10−6M� and the
yield increases with Tνμ,τ

and Eν,total. For a given Tνμ,τ
and Eν,total, the yield evaluated using the cross

sections with the SFO and WBP Hamiltonians is larger than that in the previous rates.
We evaluate from GCE models that the appropriate range of the 11B yield produced in a ∼ 20M�

SN is between 3.3 × 10−7M� and 7.4 × 10−7M� [4]. This range is presented as a region between two
thick solid curves in Fig. 3. The total neutrino energy is constrained from the gravitational binding
energy of a ∼ 1.4M� neutron star [14]. The appropriate range is between 2.4× 1053 ergs and 3.5× 1053

ergs. These energies are written as vertical dotted lines. Hence, the appropriate range of the neutrino
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temperature for the SFO and WBP Hamiltonians case is

4.3 MeV < Tνμ,τ
< 6.5 MeV. (1)

In the case of HW92 rates, this range becomes between 4.8 MeV and 6.6 MeV. Therefore, the neutrino
temperature range appropriate for the 11B abundance in GCE evaluated using the new cross sections
with the SFO and WBP Hamiltonians is slightly smaller than the case of the previous rates.

3. ν-Process for Odd Iron-Peak Elements
Recent progress of high resolution observations with large telescopes enables to measure the abun-

dance distributions of extremely metal-poor (EMP) stars, of which metallicities are [Fe/H] < −3, where
[X/Y] ≡ log10(NX/NY) − log10(NX/NY)�, NX and NY are the abundances of elements X and Y, �
means the solar value. These stars are considered to have suffered pollution from only several SNe
and/or hyprenovae evolved from Population III (Pop III, i.e., first generation) stars. However, the abun-
dances of some odd iron-peak nuclei evaluated with SN models are smaller than the observed abundances.
The ν-process in Pop III SNe well reproduces the Mn abundance in EMP stars [8]. The evaluation of
neutrino-56Ni cross sections using a new shell model is in progress [15]. We investigate the ν-process in
Pop III SNe and the dependence on neutrino-56Ni reaction cross sections.

Neutrino-56Ni reaction cross sections are investigated using a new shell model, GXPF1J [16], Hamil-
tonian [15]. This Hamiltonian well reproduces the GT strength distribution in 58Ni and magnetic dipole
moments for most of pf -nuclei. Neutral-current reaction cross sections of 56Ni are calculated taking into
account the GT transitions. Branching ratios for n, p, and α knock-out channels are considered. The
cross sections as a function of the neutrino temperature are shown in Fig. 4 (left panel). The conven-
tional cross sections [11] are also shown for comparison. For 56Ni(ν, ν′p)55Co which decays to 55Mn, the
new cross section is larger than the previous one in the neutrino temperature range appropriate for SNe.

We show the dependence of the abundance distribution in a 15 M� Pop III SN on the neutrino-56Ni
cross sections in Fig. 4 (right panel). We consider odd iron-peak nuclei. The abundances of odd iron-
peak nuclei such as Sc, V, Mn, and Co with the ν-process are larger than those without the ν-process.
In the innermost region of the SN ejecta where complete Si burning proceeds, the ν-process reactions
of 56Ni enhance the abundances of odd iron-peak nuclei. The abundance of 55Mn is enhanced through
56Ni(ν, ν′p)55Co(β+)55Fe(β+)55Mn. Protons produced through this process increase the abundances of
other odd iron-peak elements through p-captures. The Mn abundance calculated with the new cross
sections is larger than the one with the previous rates. This enhancement is preferable to reproduce
the Mn abundance observed in EMP stars. We also show the abundance distribution assuming that the
neutrino-56Ni reaction cross sections are twice as those of the GXPF1J owing to the consideration of
other transitions (see solid line). The Mn abundance is slightly larger.
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4. Summary and Outlook
We have explained neutrino nucleosynthesis in SNe. The nucleosynthesis of light elements and odd

iron-peak elements were demonstrated. Neutrino-induced reaction cross sections evaluated using new
shell model Hamiltonians were taken to the nuclear reaction network. Among light elements, 7Li and 11B
are mainly produced through the ν-process. Neutral-current reactions of 4He and 12C mainly contribute
to produce these nuclei. SN contribution to the 11B abundance in GCE constrains the SN neutrino
temperature. The appropriate range of the SN neutrino temperature with new ν-process cross sections
is between 4.3 MeV and 6.5 MeV, which is slightly smaller than the range evaluated using the conventional
rates. The ν-process also affects Mn production in SNe. The Mn abundance evaluated using the ν-process
cross sections of 56Ni with the GXPF1J Hamiltonian is more favorable to the observational abundance
in EMP stars than that with the previous cross sections.

It is becoming possible to calculate multi-dimensional hydrodynamics with neutrino transport in SN
explosions owing to progress of high-performance computing. Long time (∼ 10 s) evolution from core
collapse to proto-neutron star cooling will be evaluated. These calculations will show the time evolution
of neutrino energy spectra different from Fermi-Dirac distributions. Neutrino oscillations also change
neutrino spectra, which affect neutrino nucleosynthesis [5, 6, 7]. In these cases the ν-process reaction
rates should be evaluated with non-thermal neutrino energy spectra. However, most of the ν-process
rates except 1H, 4He, 12C, and 56Ni are tabulated as a function of neutrino temperature assuming Fermi-
Dirac distribution [11]. In order to calculate the ν-process with non-thermal neutrino energy spectra,
cross sections as a function of the neutrino energy (not neutrino temperature) should be adopted. These
cross section data will bring about more precise evaluation of SN yields of the ν-process elements.

The works shown in this proceeding have been carried out by collaboration with Toshitaka Kajino
(NAOJ), Toshio Suzuki (Nihon Univ.), Satoshi Chiba (JAEA), Hidekazu Yokomakura (Nagoya Univ.),
Keiichi Kumura (Nagoya Univ.), Akira Takamura (Toyota National Col. of Tech.), Hideyuki Umeda
(Univ. of Tokyo), Ken’ichi Nomoto (Univ. of Tokyo), Dieter H. Hartmann (Clemson Univ.), Michio
Honma (Aizu Univ.), Koji Higashiyama (Chiba Inst. of Tech.), and Takaharu Otsuka (Univ. of Tokyo).
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In order to reduce the number of spent fuel assemblies and then to improve fuel 
economics, the development project on Erbia bearing super high-burnup fuel with high 
uranium enrichment is under going. The development program covers wide aspect of the 
development of LWR fuel such as critical experiments of Erbia core whose 235U enrichment is 
5 to 10wt%, criticality safety analysis using Erbia credit, fabrication test and physicochemical 
properties measurement of Erbia-bearing fuel pellet, and so on. Consequently of these studies, 
the fiesibility of Er-SHB is confirmed. 

I.  INTRODUCTION 

Utilization of high burnup fuels with higher uranium enrichment is effective for reducing 
the number of spent fuel assemblies. However, the upper limitation of enrichment for LWR 
fuels is commonly 5wt% and current advanced fuel assemblies for LWR are already reaching 
this limit (e.g. maximum 235U enrichment used in the current LWR fuels is 4.95wt%). Though 
various efforts to overcome the 5wt% enrichment limit have been undergoing1, it would 
require considerable cost that could offset the economic benefit of high burnup fuels.  

We are proposing another pathway by the Er-SHB fuel.2 By adding low content 
(>0.2wt%) of erbia in all UO2 powder, reactivity of high enrichment (>5wt%) fuel is 
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suppressed under that of current fuel assemblies, i.e. we can take the advantage of negative 
reactivity credit of erbia. Since erbia is mixed into UO2 powder just after the re-conversion 
process, we can avoid most of the criticality safety issues appearing in the front-end stream. 
Namely, major improvements and re-licensing for equipments in transportation, storage and 
fabrication process would not be necessary. Besides, the Er-SHB fuel could have affinity 
with the back-end stream in consideration of burnup behavior of not only erbia but also UO2.
Therefore, the Er-SHB fuel will significantly contribute to reduction of fuel cycle cost.  

Erbia is one of the major burnable absorber used in LWRs and has rich experience. 
However, concept of the Er-SHB fuel is completely different from the current LWR fuel 
loaded with erbia. Erbia is used to control in-core power distribution and moderator 
temperature coefficient, and loaded in the part of fuel rods in an assembly. Contrary to this, 
erbia is added in all fuel rods to meet the criticality safety requirements in the Er-SHB fuels.  

We have launched four years development program of the Er-SHB fuel in 2005 under the 
support project of Ministry of Economy, Trade and Industry (METI) for Innovative and 
Viable Nuclear Energy Technologies (IVNET). The development program for the Er-SHB 
fuel covers wide aspect of the development of LWR fuel as follows:  

(1) Critical experiments 
(2) Development of an uncertainty reduction technique for neutronics parameters 
(3) Criticality safety analysis 
(4) Fabrication test and physicochemical properties measurement of erbia-bearing fuel 

pellet
(5) Core design using the Er-SHB fuel assemblies  
(6) Source term estimation for heat load / shielding analysis 
(7) Applicability of burnup credit for the Er-SHB fuels
(8) Effect on the back-end stream such as disposal of high-level radioactive waste 

(HLW), etc. 
So far, we have almost completed rough feasibility evaluation of reload core design using 

the Er-SHB fuel, development of the uncertainty reduction technique of neutronics 
parameters, preliminary critical experiments using erbia and sintering test of the Er-bearing 
fuel pellet. The present paper summarizes status of experiments and analyses carried out in 
this project. 

Concept of the Er-SHB fuel is an attractive candidate to make a breakthrough in the 
5wt% enrichment limit. The above program will prompt the development of the Er-SHB fuel 
as a production assembly. 

II. Concept of Er-SHB Fuel 

Criticality safety is one of the major concerns of an extended high burnup fuel whose 
235U enrichment is higher than 5wt%. Actually, limitations of 5wt% enrichment are used 
throughout the front-end stream of LWR fuels. In the Er-SHB fuel, the above issue will be 
addressed by the erbia; erbia is mixed into UO2 powder just after the re-conversion process. 
Since erbia is a neutron absorber, reactivity of UO2 can be suppressed. By adjusting content 
of erbia, reactivity of the erbia-mixed fuel can be lower than that of current fuels whose 
enrichment is lower than 5wt%. Such erbia-mixed fuel would be handled in similar way with 
the current fuels. In other words, by adding erbia as burnable absorber, higher enrichment fuel 
(>5wt%) would be handled by conventional equipments in the front-end stream. Such 
simplification of fabrication process will contribute to reduce fuel costs.  
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There are various neutron absorbers used in LWR fuels other than erbia, e.g., boron and 
gadolinia. Actually, boron and gadolinia are more familiar in PWR and BWR fuels thus have 
rich experiences as LWR fuels. Unfortunately, these materials cannot be used in the present 
concept because: 

 Absorption cross section of Gd is much larger than that of Er, as shown in Fig. 1. 
Therefore, when the Gd is mixed into all fuels as burnable absorber, reactivity hold-down 
of Gd at BOL becomes very large as shown in Fig. 2. Cores loaded with such fuels would 
be difficult to reach critical.  (Remember that the poison is mixed into all UO2 powder in 
the fuel) Furthermore, Gd burns out very rapidly due to its “blackness” hence reactivity 
variation during burnup becomes very quick and large. Such rapid variation of reactivity 
makes in-core design very difficult. 
 Moderator temperature coefficient of erbia loaded fuel tends to be negative due to the 
large resonance absorption cross section in the epi-thermal energy range of Er. Actually, 
erbia is used as an effective burnable absorber for longer cycle operation of PWR, in 
which critical boron concentration at BOC becomes higher thus the moderator 
temperature coefficient tends to be positive. 
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Fig. 1. Cross sections of various burnable absorbers  Fig.2. Multiplication factor versus burnup  

III. Critical Experiments in KUCA 

Kyoto University Critical Assembly (KUCA) has a solid moderated plate type fuel cores3.
A schematic view of the core is shown in Fig. 3. 

As the fuel plate, 1/16-inch thickness high enriched (93 wt%) U-Al alloy (EU) and 1mm 
thickness natural uranium metal (NU) is used. Both of them have 2 inches square shape in 
radial direction. For moderator material, polyethylene and graphite plate of various 
thicknesses are used. Adjusting a combination of fuel and moderator plates, various fuel 
enrichments and moderation ratio can be simulated.  

In order to perform critical experiments with massive loading of Erbia, one thousand 
pieces of thin Erbia coated (~30 ) graphite plates (1.5mm) are prepared.  

The first fully Erbia-loaded core has achieved critical in December 2006. Following the 
first experiment, another two criticality experiments have performed from December 2007 to 
January 2008. Those core parameters are summarized in Table I. The neutron spectram of cell 
calculation for these cores are shown in Fig. 4 in comparison with a tipical PWR geometry 
with 235U 6wt% and Er 0.4wt%. 
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The measurement results of criticality and Erbia reactivity worth are compared with 
calculation. Fig. 5 shows the comparison result of core criticality, which was calculated by 
continuous energy Monte-Carlo code named MVP using several cross-section libraries. In 
Fig.5, although constant biases for each library can be observed, no apparent dependence on 
uranium enrichment and moderation ratio seems to exist.  
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Fig. 3. A schematic view of solid moderated core 

Table I Comparison of core parameters 

Case Average
enrichment Er content*1 H/235U Outline

Core-0 5.4wt% 0.3wt% 274 Homogeneously Er loaded core 
Very soft spectrum 

Core-1 5.4wt% 0.3wt% 91 Zone type core with driver 
Simulate PWR spectrum 

Core-2 9.6wt% 0.6wt% 48 Zone type core with driver 
Harder spectrum 

*1: Erbia / U-total
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Fig. 4. Comparison of neutron spectra Fig. 5 Comparison of core criticality analysis 

IV. Results of uncertainty Reduction Method 

A new method4 is proposed by combining the generalized bias factor method and the 
cross section adjustment method. The present method is applied to evaluate the prediction 
uncertainty of neutronics characteristics of the fuel fabrication plant loading the erbia-bearing 
fuel. The uncertainty of the erbia worth is reduced through the cross section adjustment using 
the erbia sample worth.  
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The prediction uncertainty of the keff in the PWR core is evaluated using the data of the 
erbia sample worth measured at KUCA.  

The uncertainty reduction of the keff in a blending machine is shown in Table II. 
The result indicated that the prediction uncertainty of the neutronics characteristics was 

improved by the present method.  

Table II Rresults of uncertainty reduction methods 
Method Uncertainty Reduction* 

GB factor (present method) 0.760 
Conventional Bias method 0.593 

*: Here, the uncertainty reduction is defined as 1-var(Bias methods)/ var(No bias) 

V. Criticality Safety Analysis of Fabrication Plant 

The Erbia content with above 5wt% enriched fuel should be determined so that the 
criticality safety in existing facilities equivalent to that with the conventional below 5wt% 
enriched fuel. In this evaluation, the KENO V.a code and the 44group library equipped in the 
SCALE5 code system are used. 

The selected configurations used for evaluation are as follows; 
-Simple shapes, such as homogeneous and heterogeneous sphere, infinite circular 

cylinder and infinite slab, with water reflector 
-Large sphere of UO2 powder under moderation control 
-Infinite array of fuel assembly storage rack. 
The evaluated results of Erbia content for those three configurations are shown in Fig. 6. 

As shown in Fig. 6, the area above all the three curves indicate the high enriched (>5wt%) 
fuel with Erbia becomes sub-critical. We refer to this figure as “Erbia COntent for Sub-
criticality judgment (ECOS)” diagram5.
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VI.  CONCLUSIONS 

In order to reduce the number of spent fuel assemblies and to improve fuel economics, 
the development project on Erbia bearing super high-burnup fuel with high uranium 
enrichment is under going. The development program covers wide aspect of the development 
of LWR fuel. Inn this paper, the current status of (1)Critical experiments, (2)Results of 
uncertainty reduction method and (3)Criticality safety analysis is summarized. Consequently 
of these studies, the feasibility of Er-SHB is confirmed from the viewpoint of nuclear 
property prediction and criticality safety.  
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     The activities of Working Party on International Nuclear Data Evaluation 
Co-operation (WPEC), OECD/NEA Nuclear Science Committee (NSC) are 
presented. Up to now 32 short-term subgroups have been organized and 7 groups 
are actively working. The activities of the rest 25 groups were closed and the 
reports of the group activities were published. As for long-term subgroup, 3 
subgroups were organized at first, but only one group, the group of high priority 
request list, is still working. The activities of the subgroups are briefly presented. 

1. Introduction 
  Working Party on International Nuclear Data Evaluation Co-operation 
(WPEC) was organized in late 1980’s under Nuclear Science Committee (NSC), 
OECD/NEA. The purpose of the working party is to promote the exchange of 
information on nuclear data evaluations, validation and related topics. Another 
specific aim is to provide a framework for co-operative activities between the 
members of the major nuclear data evaluation projects. The parties to the project 
are: ENDF (USA), JEFF/EFF (member countries of the NEA Data Bank) and 
JENDL (Japan). Co-operation with evaluation projects of non-OECD countries, 
specifically the Russian BROND and Chinese CENDL projects, is organized 
through the Nuclear Data Section of the International Atomic Energy Agency. 
     Under the working party several sub-groups have been established to 
discuss specific issues of nuclear data evaluation. Up to now 32 sub-groups were 
established. The number of presently working subgroups is 7 excepting the 
long-term sub-group of high priority request list.  
     In this paper, recent activities of the subgroups are presented. 
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2. Long-term subgroups 
     The long-term subgroups were organized in order to discuss the issues not 
reconciled in short term. They are A) Nuclear Model Codes, B) Formats and 
Processing and C) High Priority Request List. The first two subgroups, however, 
have already closed because of the fulfillment of the subgroups purposes. 
Therefore, only one subgroup of High Priority Request List is actively working. 
The purpose of the subgroup is to compile the most important nuclear data 
requirement and to provide a guide for those planning measurement, nuclear 
theory and evaluation programs. The requests are divided into two main 
categories: 1) High Priority Request, 2) General Request. The category 1) needs 
sensitivity analysis to justify the request. Up to now 25 high priority and 10 
general requests are selected. 

3. Short-term subgroups 
     The term of the short-term subgroups are 2 – 3 years. As of November 2008, 
there have been 32 subgroups organized, even though the 11th subgroup was 
skipped. Of these subgroups, 26 subgroups including the skipped 11th subgroup 
have been completed and 23 subgroups have already published their final reports. 
These reports are available from OECD/NEA web site 
(http://www.nea.fr/html/science/wpec/index.html) as pdf files. The works of two 
subgroups have been completed and their reports are being prepared now. The 
on-going subgroups are as follows: 
SG24 Covariance Data in the Fast Neutron Region, 
SG27 Prompt Photon Production from Fission Products, 
SG29 U-235 Capture Cross Section in the keV to MeV Energy Region, 
SG30 Improvement of Accessibility and Quality of the EXFOR Database 
SG31 Meeting Nuclear Data Needs for Advanced Reactor Systems, 
SG32 Unresolved Resonance Treatment for Cross Section and Covariance 

Representation.
The works of these subgroups are described below. 

SG24: Covariance Data in the Fast Neutron Region
     The activities of SG24 focused on the development of covariance capabilities 
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within codes used for theoretical modeling of nuclear reactions and investigation 
of methods for including experimental data in Monte Carlo sensitivity method. 
The Monte Carlo sampling and the Basian approaches were used for providing the 
covariances. The results of both method showed a reasonable agreement in the 
model-based uncertainties as shown in Fig.1. 

Fig. 1 Comparison of the model-based cross section uncertainties using Monte 
Carlo and Bayesian (Kalman) method1). (From the 20th WPEC Meeting.) 

      The subgroup also has worked on the inclusion of experimental data, the 
development of the Unified Monte Carlo approach, and fission spectra covariances. 
The activity of this subgroup is expected to continue until 2009.  

SG27: Prompt Photon Production from Fission Products
     Gamma heating is important in a nuclear reactor. The data of the 
gamma-ray production, however, show gaps and inconsistecies in evaluated 
nuclear data. The subgroup selects important FPs, identifies and reviews suitable 
gamma source data. For important FPs, they try to make model calculation to 
fulfill the gaps. The subgroup, now, has selected important FPs and makes 
ranking on them. The example of the ranking is shown in Table 1. 
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Table 1. Example of Ranking (From the 20th WPEC Meeting) 
Isotopes Rank Contribution@60 GWd/Te over 4 Years 
Xe135 1 10.842 % 
Pm147 11 3.370 % 
Eu155 12 3.278 % 
Eu154 13 2.940 % 

Pm148m 21 1.145 % 
Pd107 23 0.838 % 
Zr93 24 0.727 % 

 The subgroup is going to identify and to review other sources to plug outstanding 
gaps and to try to complement from model calculations. 

SG29: U-235 Capture Cross Section in the keV to MeV Energy Region
     The subgroup was organized in May 2007 to investigate U-235 capture cross 
section in the keV to MeV energy region. The subgroup was proposed by Japan 
based on the request from fast reactor design side2). Figure 2 shows the 
underestimation of sodium voided reactivity using recent evaluated data. 

Fig. 2 Comparison of sodium voided reactivity calculation. 
(From the 20th WPEC Meeting) 
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Some benchmark and sensitivity studies have been performed. The sensitivity 
studies have confirmed the possible underestimation of the U-235 cross section of 
keV region in JENDL-3.3, ENDF/B-VII.0 and JEFF-3.1 files. As the planned 
sodium void experiment in FCA is postponed because of a trouble, the subgroup 
will be extend 10-12 months in order to include the FCA experiment. 

SG30 Improvement of Accessibility and Quality of the EXFOR Database
     The objective of this group is to establish EXFOR file3) an easy accessible 
and correct database, available in computational format. The experimental data 
are basis of nuclear data evaluation and it is of importance to keep the high 
quality of the data base EXFOR. An example of the EXFOR database is shown in 
Fig. 3. 

Fig.3 Example of the EXFOR database (From the 20th WPEC meeting) 

The first important step was the translation of EXFOR data to the data of more 
convenient format XC4 by the cooperation with IAEA. The IAEA is now regularly 
providing updated versions of both the entire EXFOR master data base and the 
computational database. From the XC4 database, a directory structured database 
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has been created. In these processes, many errors were found and corrected. 

4. Newly proposed subgroups 
     At the 20th WPEC meeting held at Tokai, Japan on June 5-6 2008, three 
subgroups were proposed. The titles of these proposed subgroups are followings: 
1) Meeting Nuclear Data Needs for Advanced Reactor Systems, 
2) Assessment of the unresolved resonance treatment for cross section and 

covariance representation, 
3) Methods and issues for the combined use of integral experiments and 

covariance data. 
     The first proposal is a follow-up of subgroup 26 which has identified the 
nuclear data needs for advanced reactor systems4). This group considers the 
practicality of meeting those data needs and identifies the correct path. This 
group will be comprised primarily of nuclear data measurement experts. The 
second proposal is to assess the present treatment of cross sections and 
covariancess in unresolved resonance region and to make a suggestion for the 
improvement. The third one comes from the recognition after the work of 
subgroup 26 that some of the target accuracies of design requirement very tight 
and not likely to be achieved with current experimental measurement techniques. 
The combined use of integral experiments and differential information would 
provide designers with improved nuclear data that would be able to meet design 
target accuracies. 
     The first and second proposals were accepted by the WPEC members as 
subgroups 31 and 32 respectively. The third proposal was questioned by the 
members whether the proposal belonged within WPEC or would be better suited 
for another NSC Working Party and whether the study would be qualitative or 
quantitative. It was decided to forward the decision to the next NSC meeting. 

5. Summary 
     The activities of Working Party on International Nuclear Data Evaluation 
Co-operation (WPEC) have been briefly presented. The WPEC is an international 
framework to discuss common issues relating to nuclear data evaluation. Any 
proposal are welcome from evaluators and users.   
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Abstract

Recent activities in JCPRG for compilations of EXFOR and Nuclear Reaction Data File (NRDF) 

have been introduced. As an extension of such activities, a preparation of new nuclear data libraries: 

Nuclear Reaction Data File for Astrophysics (NRDF/A) has been planned. The framework of the 

data table has been almost built. As the next step, evaluations by using cluster models have been 

planned. 

Introduction 

The main activity of JCPRG is compilation of experimental nuclear reaction data. Compilation 

works of observed data are done in the following steps: compilers input bibliography, experimental 

condition and numerical data from experiment and complete the EXFOR compilations. This is 

usually done within few weeks after publications of the articles if they agree with JCPRG 

responsibility of compilations. If the numerical data are not available from authors, we make 

digitization of the figures of experimental data. As the next step, we transmit compiled data to IAEA 

Nuclear Data Section. After that, EXFOR reviewers check the compiled data and obtain author’s 

proof. Finally, the nuclear data in the articles will be released about six month after publication. The 

total number of charged particle reaction experiments for EXFOR compilation is about 3000. Our 

compilations contribute about 10 percent of the whole EXFOR data. 

Besides EXFOR, we have been developing the original format, Nuclear Reaction Data File (NRDF). 

Recently, the charged-particle nuclear data become more and more important, due to the increase of 

astrophysical interest and medical use. By using NRDF, we can specifically treat physical quantity 

even if they correspond to the integrated cross section (which astrophysical and medical applications 

usually use) or nuclear structure data (typically differential cross section). The NRDF format has 

flexibility which does not much depend on characteristic data in fields of study because of its large 

capacity of construction of compilation codes. 

Astrophysical nuclear reaction is one of the applications of NRDF where the nuclear network 

calculation plays an important role [1]. For such reactions, we focus on neutrons, protons, alpha, 

gamma, or neutrino as incident or emitted particles. To study the evolution of the early universe, the 
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reactions concerning with light nuclei below the pf shell are important. Some of these astrophysical 

reactions occur at very low temperature, which are difficult to reproduce by experiments because of 

the very small reaction rates. The evaluations based on the theoretical calculations are indispensible 

to make up for the experiments. NACRE (Nuclear Astrophysics Compilation of Reaction rates) is 

one of the most widely used evaluated astrophysical nuclear reaction data base [2]. However, it 

becomes much better to take into account the most recent experimental data and use more 

sophisticated calculation in order to obtain more reliable evaluation. 

Construction of the data table 

We construct a new database for this study: we call this file as Nuclear Reaction Data File for 

Astrophysics (NRDF/A). In the previous version of NRDF/A (2006), we have assembled only 31 

reactions for nuclei from C to Mg. In the present new version (2008), the astrophysical important 

light nuclei up to Si are included to achieve the coverage for NACRE. As a result, the number of 

reactions to be compiled is about 200. 

We are planning to use cluster model calculations for evaluation. As one of such models, we use Anti 

symmetric Molecular Dynamics (AMD) [3]. This can be a good candidate for the models because of 

its wide scope of application below the pf shell nuclei. Here, we can treat two important pictures, 

shell model like configuration and cluster configuration by taking proper parameters for effective 

nuclear interactions. 

Before making the evaluation, we are now preparing the data table. For each reaction, we search for 

the corresponding articles in order to obtain the numerical data for future works of evaluation. Here, 

we utilize the bibliographic information from Nuclear Science References (NSR) of National 

Nuclear Data Center (NNDC). The data table consists of reaction information, energy range, 

information of physical quantity and bibliographic information. 

In the reaction information, energy ranges are given in addition to reaction equations. We also 

compile how the physical quantities (cross section, reaction rate, S-factor, spectrum, 

electro-magnetic transition strength and log(ft)) are obtained. Here, we must notice that the 

numerical values have not been compiled at the present stage. In compensation, we distinguish the 

analyzed, deduced, measured and calculated data. The bibliographic information consists of 

key-number, journal name, volume number, publications year and author name. For the convenience, 

we make the link to pdf files of articles by using digital object identifier (D.O.I.) if it is available. 
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 In order to choose the articles which are needed to assemble the numerical data for the evaluation, 

we check the NRDF/A against EXFOR. This is because that we would like to directly use the 

numerical values which is already appears in EXFOR. For this purpose, we put the coverage 

information against EXFOR into each data set. After construction of the data table including 

numerical values, the evaluation based on cluster model will be performed. 

References

[1] E. M. Burbidge et al., Rev. Mod. Phys. 29, 547 (1957). 

[2] Angulo et al., Nucl. Phys. A 656, 3 (1999). 

[3]Y. Kanada En'yo, H. Horiuchi and A. Ono, Phys. Rev. C 52, 628 (1995).
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Table 1 Example of data table in NRDF/A 

reaction energy-min energy-max cross-sectionS-factor key-numberarticle volume page year first author

6Li(p,g)7Be *8E+03 *1.3E+05 ded 2004PR09 PR/C 70 55801 2004 R.M.Prior
6Li(p,g)7Be *1E+03 *1E+07 ana 2004MUZX INDC(JPN)/U 192 156 2004 T.Murata
6Li(p,g)7Be *8E+05 mes 2000SK02 ref[a] 5 198 2000 E.Skreti
6Li(p,g)7Be *8E+04 *1.1E+05 2000KEZY ref[b] 42 2000 J.H.Kelley
6Li(p,g)7Be cal 2000BA09 PR/C 61 25801 2000 D.Baye
6Li(p,g)7Be Not given *2E+06 1997NO04 PR/C 56 1144 1997 K.M.Nollett
6Li(p,g)7Be Not given 1996RE16 APP/B 27 231 1 996 H.Rebel
6Li(p,g)7Be *8E+04 ded 1996LA10 PR/C 53 1977 1996 C.M.Laymon
6Li(p,g)7Be *3E+04 *1.8E+05 mes mes 1993BRZQ ref[c] 169 19 93 R.Bruss
6Li(p,g)7Be *4E+04 *1.8E+05 ded 1992CE02 NP/A 539 75 1992 F.E.Cecil
6Li(p,g)7Be *4E+04 *1.8E+05 1991CEZZ BAP 36 No.4, 1242, B10 12 1991 F.E.Cecil
6Li(p,g)7Be cal 1990KUZW ref[d] 90 1990 P.D.Kunz
6Li(p,g)7Be *5E+05 *1E+06 1987TI05 AJP 40 319 1987 C.I.W.Tingwell
6Li(p,g)7Be Not given 1983SEZT BAP 28 No.7,965,AB7 1983 R.G.Seyler
6Li(p,g)7Be *4E+05 *1.1E+06 *mes *cal 1983OS04 NC/A 76 73 1983 R.Ostojic
6Li(p,g)7Be *2E+05 *1.2E+06 *mes 1979SW02 NP/A 331 50 1979 Z.E.Switkowski
6Li(p,g)7Be *2E+05 *1.2E+06 mes 1978SWZZ REPT UM-P 88 23 1978 Switkowski
6Li(p,g)7Be low cal 1974BAXA REPT CONF 740218 36 1974

6Li(p,a)3He *9E+04 *5.8E+05 mes ded 2008CR02 JP/G 35 14004 2008 J.Cruz
6Li(p,a)3He low ana ana 2003SP02 NP/A 719 9 9 c 2003  C.Spitaleri
6Li(p,a)3He low ana 2002BA77 NP/A 707 277 2002 F.C.Barker
6Li(p,a)3He 1E+06 ana 1998AN18 NP/A 639 733 1998 C.Angulo
6Li(p,a)3He *2E+06 1997NO04 PR/C 56 1144 1997 K.M.Nollett
6Li(p,a)3He 5E+05 1997BO12 NP/A 617 57 1997 Y.Boudouma
6Li(p,a)3He Not given 1997BA95 NP/A 627 324 1997 A.B.Balantekin
6Li(p,a)3He 1E+04 1.004E+06 *mes ded 1992EN01 PL/B 279 20 1992 S.Engstler
6Li(p,a)3He *1.8E+05 *2.8E+05 1991BU14 NIM/A 301 383 1991 L.Buchmann
6Li(p,a)3He *1.68E+08 *2.01E+08 *mes 1987BIZY ref[e] E82 1987 L.Bimbot
6Li(p,a)3He *4.78E+07 *6.25E+07 *mes 1984NE05 YF 40 43 1984 O.F.Nemets
6Li(p,a)3He *4E+09 *mes 1979FR12 PR/C 20 2257 1979 S.Frankel
6Li(p,a)3He *1E+06 *2.6E+06 *mes 1977LI01 NP/A 275 93 1977 C.-S.Lin
6Li(p,a)3He *4.5E+07 *mes 1972DE01 NP/A 178 417 1972 R.M.Devries
6Li(p,a)3He *4.5E+07 *mes 1972BU16 JCP 50 1295 1972 S.N.Bunke
6Li(p,a)3He *1.51E+05 *3.17E+05 *mes ded 1971SP05 NP/A 164 1 1971 H.Spinka
6Li(p,a)3He *1.51E+05 *3.17E+05 *mes ded 1971SP05 ref[f] 196 6 34 1972 H.Spinka
6Li(p,a)3He *4.5E+07 *mes 1971BU24 NP/A 178 1983 S.N.Bunker
6Li(p,a)3He *4.5E+07 *mes ded 1971BR12 PR/C 3 1771 1971 K.H.Bray
6Li(p,a)3He *6.65E+08 mes 1970KO25 YF 11 711 1970 V.I.Komarov
6Li(p,a)3He *6.65E+08 mes 1970KO25 Sov.J.Nucl.Phys 11 399 1970 V.I.Komarov
6Li(p,a)3He *1.36E+06 mes 1969LE08 NIM 69 115 1969 G.M.Lerner
6Li(p,a)3He *2.3E+04 *5E+04 *mes 1967FI05 NP/A 96 513 1967 O.Fiedler

6Li(a,g)10B Resonance 2004GYZZ ref[g] 2004 Gy.Gyurky
6Li(a,g)10B *1.17E+06 *1.185E+06 2004GY02 EPJ/A 21 355 Gy.Gyurky
6Li(a,g)10B *2E+06 1997NO04 PR/C 56 1144 1997 K.M.Nollett
6Li(a,g)10B Not given 1996RE16 APP/B 27 231 1 996  H.Rebel
6Li(a,g)10B *1.085E+06 *1.175E+06 *mes 1989BA24 NP/A 499 353 1989  A.K.Basak
6Li(a,g)10B *1.276E+06 mes 1987MU13 PRL 59 1088 1987 D.E.Murnick
6Li(a,g)10B *1E+06 *18E+06 1986MYZZ BAP 31 No.4, 787, BI5 1986 E.G.Myers
6Li(a,g)10B *3.7E+06 ana 1986CE05 NIM/A 245 547 1986 F.E.Cecil
6Li(a,g)10B Resonance 1985NE05 PR/C 31 2295 1985 J.E.Nelson
6Li(a,g)10B *1.03E+06 *1.2E+06 1984NA07 NP/A 417 289 1984 J.Napolitano
6Li(a,g)10B Resonance 1983NAZZ BAP 28 No.4, 650, AG4 1983 J.Napolitano
6Li(a,g)10B *1.14E+06 *1.25+E06 *mes 1979SP01 NP/A 318 21 1979 R.H.Spea

references of article [a] Trans.Bulg.Nucl.Soc.

[b] Triangle Univ.Nuclear Lab., Ann.Rept.
[c] Proc.2nd Intern.Symposium on Nuclear Astrophysics, Nuclei in the Cosmos, Karlsruhe, Germany
    6-10 July, 1992, F.Kappeler, K.Wisshak, Eds., IOP Publishing Ltd., Bristol, England
[d] Univ.Colorado, Nucl.Phys.Lab., Tech.Prog.Rept.
[e] Univ.Paris, Inst.Phys.Nucl., 1986 Ann.Rept.
[f] Erratum Nucl.Phys/A

[g] nucl-ex/0402020,02/26/2004 (2004)
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Abstract

Neutron nuclear data on fission products have been evaluated for the development of
JENDL-4. In this work I presented the evaluated results of silver isotopes (107,109,110m,111Ag)
in the incident neutron energy range from 1 keV to 20 MeV. The data on 111Ag isotopes will
be newly added in JENDL-4. In this evaluation I obtained neutron transmission coefficients
of target nuclei from the optical model calculations with coupled channels method based on
the rigid rotator model. Using the transmission coefficients, various reaction cross sections
were calculated by a nuclear reaction code CCONE. I evaluated neutron cross sections, an-
gular distributions, energy spectra and double differential cross sections in comparison with
available measurements. The presently obtained results well reproduced the experimental
data.

1 Introduction

The evaluation of neutron nuclear data on fission products has been performed for the
development of JENDL-4. This work presents the nuclear data on silver isotopes.

Natural silver with atomic number Z = 47 consists of two stable isotopes (107Ag: 51.839%,
109Ag: 48.161%). The unstable 110Ag isotope is not produced by fissions because it is shielded
by stable 110Pd isobar. However, the 6+, 117.59 keV isomer of 110Ag is relatively long-lived with
half-life of 249.76 days, and is synthesized by the capture reaction of 109Ag. Therefore, neutron-
induced cross sections on 107,109,110mAg isotopes were compiled in JENDL-3.3[1], ENDF/B-
VII.0[2], and JEFF-3.1[3]. For nuclear applications, the latter two libraries further included
the cross section data on 111Ag isotope because the fission yields of 111Ag reach about 1 % at
14 MeV for 235,238U fission. Note that 107Ag is not an important fission product because 107Pd
is long-lived isobar with half-life of 6.5 × 106 yr, and its decay has little contribution to the
production of 107Ag.

The nuclear data on four Ag isotopes in ENDF/B-VII.0 and JEFF-3.1 were not evaluated
by a consistent way. Some of important cross section data were not calculated in JEFF-3.1.
Therefore, this evaluation was carried out by the same models and methods for all calculations of
cross sections. This consideration was required to predict the reliable cross sections of isotopes,
which do not have any experimental data.

2 Theoretical Models and Evaluation Methods

The neutron cross sections of silver isotopes (107,109,110m,111Ag) were evaluated in the incident
neutron energy range from 1 keV to 20 MeV. The neutron transmission coefficients for target
nuclei were obtained by using the OPTMAN code[4] which calculates the optical model with
coupled channels method based on the rigid rotator model. For the optical model calculations
the potential parameters were mainly taken from Kunieda et al.[5]. Some of the parameters
were modified to obtain better fit to experimental data. The coupled levels were shown in
Table 1. I took into account the ground-state band up to 9/2− levels for the isotopes with odd
mass number. Since the band structure has not been known for 110mAg isotope, I assumed the

1515．
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Table 1: Coupled levels and deformation parameters for optical model calculations
Isotope 107Ag 109Ag 110mAg 111Ag

Ex(keV) Jπ Ex(keV) Jπ Ex(keV) Jπ Ex(keV) Jπ

0.00 1/2− 0.00 1/2− 117.59 6+ 0.00 1/2−

324.81 3/2− 311.38 3/2− 395.59 7+ 289.71 3/2−

423.15 5/2− 415.21 5/2− 391.28 5/2−

973.30 7/2− 912.10 7/2− 845.88 7/2−

1146.90 9/2− 1090.60 9/2− 1023.98 9/2−

β2 0.1800 0.1850 0.1875 0.1900
β4 −0.0500 −0.0500 −0.0500 −0.0500

7+ level at the excitation energy Ex = 395.59 keV, which was inferred from the level structure
of 106,108Ag isotopes. It was found that the artificial level was essentially needed to obtain
the total cross section consistent with those of the other isotopes. I confirmed that the small
variation of excitation energy did not have a large influence on the total cross section if the
presence was postulated at Ex ∼ 400 keV.

The transmission coefficients were calculated by the global optical model potentials by Kon-
ing & Delaroche[6] for proton, Lohr & Haeberli[7] for deuteron, Becchetti & Greenlees[8] for
triton and 3He, and Huizenga & Igo[9] for α particle. The neutron transmission coefficients for
the other nuclei were adopted from Koning & Delaroche[6].

The reaction cross sections through the compound and preequilibrium processes were calcu-
lated by the nuclear reaction model code, CCONE[10]. The compound process was calculated
by the Hauser-Feshbach statistical model with width fluctuation correction[11]. The data of
discrete levels and γ-branching ratios were obtained from RIPL-2[12]. The level density above
the adopted discrete levels was calculated from the Gilbert and Cameron formalism. The shell
effects[13] and pairing correlations were taken into account for the Fermi-gas model[14]. The
asymptotic value a∗ of a parameter was fixed for each nucleus which has the experimental infor-
mation of average spacing of s-wave neutron resonances. For the gamma-ray strength function I
adopted the (enhanced) generalized Lorentzian form for the E1 transition[15] and the Lorentzian
form for the M1 and E2 transitions[16].

For the preequilibrium process two-component exciton model[10, 17] was adopted together
with the parameterization[18]. The complex-particle emission was also taken into account by
considering the pick-up and knock-out processes[19]. The gamma-ray emission in the preequi-
librium process was also included to treat the direct and semi-direct capture reactions[10, 20].

3 Evaluated Results

The calculations were done mainly for the total, elastic and inelastic scattering, (n, 2n),
(n, 3n), (n, γ), (n, p), (n, n′p), (n, α) and (n, n′α) reaction cross sections, the angular distribu-
tions, and double differential cross sections of emitted particles and γ-rays. The other reaction
cross sections were also calculated, if the reaction channels were open below 20 MeV. Since mea-
surements have been done only for stable 107,109Ag isotopes and natural Ag, the cross sections
mentioned above were evaluated to reproduce the experimental data. The obtained results were
compared with all experimental data available and three evaluated libraries[1, 2, 3].

The nonelastic scattering cross sections for natural Ag were measured in 1950s. The com-
parison of the calculated cross section with the experimental data is useful to check the validity
of the optical model potential with the used parameters. The present result showed a marginal
agreement with the measurements.
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Figure 1: Comparisons of the present results with experimental data and evaluated libraries
for nat,107,109,110m,111Ag. The total and (n, 2n) reaction cross sections are shown in the left and
right panels, respectively.

The evaluated total cross sections are represented in the left panel of Fig. 1, in which
experimental data were taken from EXFOR database[21]. The total cross sections of nat,107Ag
were measured and the present calculations well reproduced the experimental data. Therefore,
the presently determined parameters of optical model potential were used to calculate the total
cross section of the other isotopes. It was found that there were not so large differences between
the present results and the evaluated libraries above 1 MeV incident energies. In contrast, some
differences existed below 1 MeV. In particular, the 107Ag data showed significant differences
between JEFF-3.1 and the others. The calculation of 110mAg isomer was only performed in
JENDL-3.3. The comparison between JENDL-3.3 and the present result revealed the different
energy dependence of the cross section.

The comparisons of the calculated (n, 2n) reaction cross section for nat,107,109,110m,111Ag
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with available experimental data are illustrated in the right panel of Fig. 1. It was found
that the excitation functions of 107,109,111Ag isotopes in the present results were similar to
those in JENDL-3.3 and ENDF/B-VII.0. In the present evaluation I considered to explain
the production cross sections of the ground-state (gs) and meta-state (ms) for 107,109Ag(n, 2n)
reactions, and obtained good agreements with the recent measurements. The cross sections
for stable Ag isotopes, especially 109Ag, in JEFF-3.1 are large relative to the other libraries
including the present calculations. This JEFF-3.1 evaluation might be to explain the only
measured data of natural Ag. The increasing contribution of (n, 3n) reaction was not taken
into account in JEFF-3.1. This is recognized by the decrease of the (n, 2n) cross sections at
higher energies in the other libraries. The 110mAg(n, 2n) cross section in JENDL-3.3 is almost
same as the present one at around 14 MeV, although the excitation functions are different.

Figure 2 compares the calculated double differential cross section of emitted neutrons for
natural Ag with the experimental data[22] and JENDL-3.3. The collective excitation, which
has the width of 0.4 MeV, was taken into account for the stable isotopes at Ex = 2.5 MeV in
the present calculations. The effect on the cross section is found at around the emitted energy
of 11.5 MeV. Thus, in contrast to the result of JENDL-3.3, I obtained a better agreement with
the measured data. The double differential cross sections of emitted γ-rays were calculated for
natural Ag, and were shown in Fig. 3, in which the present results at 1.12 and 3.245 MeV incident
energies were compared with the experimental data at 0.99-1.26 and 3-3.49 MeV incident energy
ranges, respectively[23]. The present results reproduced the measured data.

4 Summary

I systematically evaluated neutron nuclear data on four silver isotopes (107,109,110m,111Ag)
by using the updated models for nuclear reaction calculations. In JENDL, the 111Ag data were
evaluated for the first time. I showed that the present calculations of various reaction cross
sections well explained the available experimental data. It was found that the evaluated results
for 110mAg were largely different from those of JENDL-3.3 at incident energies below 1 MeV.
These evaluated data will be included in JENDL-4.
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Abstract. Continuous-energy neutron-incident neutron-production double-differential cross sections
were measured on Al at 90 - 110 MeV. The results were compared with the evaluated values of JENDL-
HE and LA150, and the PHITS code.

I Introduction

Neutron-incident cross sections of intermediate energy range are required for the designs of various
accelerator-based applications. However the experimental data of neutron-incident neutron-production
(n,xn) double-differential cross sections in the intermediate energy range are insufficien in comparison
to the proton-incident neutron-production (p,xn) data because of a few quasi-monochromatic neutron
sources and neutron measurement difficulties

In this study, we measured the double-differential cross sections (n,xn) at 90 - 110 MeV on Al with
a continuous energy neutron source.

II Experiment

NE213 + PMT

 (φ 2 mm)

Figure 1. Experimental arrangement for response
function.

30o

15o

60o

90o

120o

150o

 ( φ40 mm )

(
238

U )

Sample
Al (10 mm thick, φ50 mm )

NE213 ( φ127mm x 127mm)
                  +
                PMT

NE102A (10 mm thick) + PMT

Figure 2. Experimental arrangement for DDX.

The experiment was carried out at the 4FP15L beam line of the WNR facility in Los Alamos Neu-
tron Science Center (LANSCE). It is enable to use continuous energy neutrons up to 750 MeV produced
by spallation reaction of a tungsten target (Target-4) with 800 MeV protons. These neutrons were trans-
ported on 90 m long beam line, and came into the experimental area through a collimator. A polyethylene
block was placed on the beam line to reduce the number of lower energy neutrons. A fissio ionization
detector,1) BM1 and BM2 (BM stands for Beam Monitor which is plastic scintillator) were set behind
the collimator as flu monitors for incident neutrons.

The firs experiment was the measurement of response functions of the NE213 liquid organic scin-
tillators. Because the responses of the NE213 detectors by neutrons has continuous light output spectra,

1616．
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the energy spectra of emitted neutrons were derived from unfolding their deposition energy spectra with
them. The experimental arrangement is illustrated in Figure 1. Each detector was placed on the neutron
beam line which was collimated into a diameter of 2 mm, and spallation neutrons were directly induced
on a detector.

The second experiment was the main measurement for giving the double-differential cross sections
(DDX). The experimental arrangement is shown in Figure 2. Emission neutrons were detected with the
NE213 at 15◦, 30◦, 60◦, 90◦, 120◦ and 150◦. An Al sample was 50 mm in diameter and 10 mm thick.
The distance between the sample and each detector was about 0.7 m. In front of each NE213 detector,
the NE102A plastic scintillator was mounted as a veto counter to eliminate charged particle events by
anti-coincidence method. The neutron beam was collimated into a diameter of 40 mm.

III Analysis

The energy of incident neutron was determined by the TOF method between Target-4 and an emitted
neutron detector. The TOF consisted of components of incident and emitted neutrons. Figure 3 shows
a outline drawing of the TOF. The fligh path from Target-4 to a sample was 90 m and that between
a sample and an emitted neutron detector was about 0.7 m. The total fligh time was assumed as a
component of incident neutron because of the difference between their lengths. Figure 4 stands for one
of TOF spectrum. The sharp peak seen in Figure 4 is flas γ-ray events from the Target-4, and was used
as the time base to get TOF of incident neutron.

Figure 3. An outline drawing of the TOF.

Figure 4. TOF spectrum between the spallation
target and a neutron detector. (1 ch = 0.5 ns)

The number of incident neutrons was obtained by the equation (1). This equation where Fup(En), n f
and σ(En) are incident neutron flux counts of the fissio chamber and the fissio cross sections of 238U
for corresponding neutron energy En. εeff is the detection efficien y of the fissio chamber, and ρ f is the
areal density of 238U deposited on the foil in the chamber. nbc is the number of simultaneous counting
with the accelerator, BM1 and BM2. Figure 5 shows the incident neutron flu which was obtained in this
experiment.

Fup(En)ΔEn =
n f (En)ΔEn

σ(En)× εeff ×ρ f
× 1

nbc
(1)

Charged particle events were eliminated by discrimination of signals from NE102A plastic scintilla-
tors because charged particles deposit higher energy in the NE102A scintillator than neutrons and γ-rays.
Figure 6 stands for ADC spectrum by the NE102A.

The gamma-ray events were discriminated using the two gate integration method since NE213 detec-
tor were sensitive to not only neutrons but also γ-rays.2) Figure 7 stands for a schematic view of the gate
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integration method. The NE213 has different response to neutron and γ-ray, for higher LET of recoil
protons from neutrons incident as opposed to the lower LET from fast electrons produced by γ-rays, the
pulse shape has a longer tail in time. Comparison between charge spectrum with the total gate and that
with the slow gate enables to discriminate between neutrons and γ-rays. Figure 8 illustrates an example
of the two dimensional plots of the spectrum with the total gate and the slow one.

350 ns
140 ns

500 ns

Figure 7. Schematic view of gate integration
method.

Figure 8. Discrimination of neutrons and γ-rays.

Charge-integration spectra were calibrated to get corresponding electron-equivalent light-output for
all neutron detectors. The γ-ray compton-edges of 60Co and Pu-Be sources were used with the semi-
empirical formula of Dietze et al3) for low energy part. For the calibrations of higher energy range,
neutron energies were identifie by the TOF between the spallation target and neutron detectors and
were converted into light-unit using the empirical formula by Cecil.4)

Response functions normalized by the number of incident neutrons were shown in Figure 9. In this
experiment, the SCNFUL-QMD5) calculation results were adjusted to reproduce experimental data with
light attenuation were used as response matrix elements below incident energy of 25 MeV for all neutron
detectors since there were no experiment data below this energy.

Deposition energy spectrum at 90 - 110 MeV normalized by the number of incident neutron and
subtracted background spectrum is shown in Figure 10.

The energy spectra of emitted neutrons were derived by unfolding their deposition energy spectra
with the responses of the detectors. In this experiment, elastic scattering component was considered
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separately from the other reaction ones. The determinant of this experiment was the equation (2).
⎛
⎜⎜⎝

...
yξ
...

⎞
⎟⎟⎠=

⎛
⎜⎜⎜⎝

. . . ...
...

... aξ ,E
...

...
... . . .

⎞
⎟⎟⎟⎠ ·

⎛
⎜⎜⎝

...
xE
...

⎞
⎟⎟⎠ · k +

⎛
⎜⎜⎝

...
aξ ,Ein

...

⎞
⎟⎟⎠ · xel. · k (2)

In this equation, yξ , aξ ,E , xE were deposition energy spectra, response function, double-differential cross
section. xel was elastic scattering factor. k was matching factor for absolute value of response functions
with deposition energy spectra. xE was assumed to conform to the equation (3).6)

(
d2σ

dΩdEkin

)
MS+G

=
3

∑
i=1

pAiexp

⎧⎨
⎩−

⎛
⎝Ekin +m− pβi cosθ√

1−β 2
i

−m

⎞
⎠/Ti

⎫⎬
⎭

+AGexp

{
−(Ekin −EG)2

σ 2
G

}
(3)

In this equation, Ekin and p is the kinetic energy (MeV) and the momentum (MeV/c) of an emitted
neutron in the laboratory frame and m the neutron mass (MeV). The firs term is called the moving
source model. The quantities of Ai, βi and Ti are called amplitude, velocity and temperature parameters.
Three components of i=1 to 3 correspond to individual processes of the cascade, the pre-equilibrium and
the evaporation. The second term presents a gaussian-shaped from the quasi-elastic and quasi-inelastic-
like scattering processes. The quantities of AG, EG and σG are adjustable parameters. In the process
of unfolding these deposition energy spectra, neutron-incident neutron-production double-differential
cross sections were decided the parameter with the equation (3) by SALS code7) as a least mean square
approximation program.

IV Results

The results of neutron-incident neutron-production double-differential cross sections are shown in
Figure 11. These results were compared with the evaluated value of LA150,8) JENDL-HE9) and the
PHITS10) calculation data. The experimental data are approximately good agreement with the evaluated
value expect in the evaporation processes. But the experimental data underestimate the evaluated value
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in the evaporation processes. On the other hand, the PHITS calculation are approximately good agree-
ment with the forward angles of experimental data under 10 MeV, and overestimate over 10 MeV. For
backward angles, the PHITS calculation underestimate the experimental data.
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Figure 11. Double-differential cross sections at incident energies of 90 - 110 MeV on Al.
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V Conclusion

The neutron incident neutron production double-differential cross sections at 90 - 110 MeV on Al
were measured using the continuous energy neutron source. The response functions for the NE213
detectors were also measured. Incident neutron energy was determined by TOF between the neutron
source and neutron detectors. The double-differential cross sections were obtained by unfolding method.
The experimental results were compared with LA150, JENDL-HE and PHITS.
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Abstract. The global dispersive coupled-channel optical model potential is used
to analyze the proton elastic/inelastic analyzing power in order to investigate the
prediction power of this potential. The numerical calculations show good agreement
with available experimental data for proton elastic data and overall agreement for
proton inelastic data.

1. Introduction

The prediction power of a global optical potential can be proved by the prediction
for both angular distributions and analyzing power data. Many calculations had
demonstrated that the global spherical optical model potential, such as Koning
and Delaroche[1] potential, is of such an capability. However, there is few such
demonstrations of the prediction power for the analyzing power by using a global
potential for deformed nuclei. In our previous work[2], we had given a global dispersive
coupled-channel optical model potential for deformed even-even nuclei from A=24-122,
where the experimental data of analyzing power were not used for the adjustment
of potential parameters. This global potential was proved to be of good prediction
power for elastic and inelastic angular distributions. However the prediction power
for analyzing power is not shown well there. Therefore this work is a supplemental
calculation to our previous work, aimed at showing how the the prediction power is for
the analyzing power by using our global potential.

2. Dispersive Coupled-channel Optical Model Potential

2.1. The Formalization of the Dispersive Coupled-channel Optical Model Potential

The details of our global dispersive coupled-channel optical model potential had been
described before[2], therefore only the outline is mentioned briefly below.

With account of the deformed nuclear shapes, the coupled-channel optical model
potential followed the standard Woods-Saxon form with conventional definition for the
symbols[3]:

V (r, R(θ′, ϕ′), E) =

1717．

－ 95 －

JAEA-Conf 2009-004



2

− [Vv(E) + iWv(E) + ΔVCoul
v (E)]fWS[r, Rv(θ

′, ϕ′)]

− [Vs(E) + iWs(E) + ΔVCoul
s (E)]gWS[r, Rs(θ

′, ϕ′)]

−
(

�

μπc

)2

[Vso(E) + iWso(E)]
1

r

d

dr
fWS[r, Rso(θ

′, ϕ′)]

× σ · L + VCoul[r, Rc(θ
′, ϕ′)], (1)

with the geometrical form factors given as:

fWS [r, Ri (θ
′, ϕ′)] =

[
1 +

exp (r − Ri (θ
′, ϕ′))

ai

]−1

, i = v, s, so

gWS [r, Rs (θ′, ϕ′)] = −4as
d

dr
fWS [r, Rs (θ′, ϕ′)] .

(2)

The Coulomb potential VCoul[r, Rc(θ
′, ϕ′)] is calculated using a spherical term

plus a higher multipole expansion of charged ellipsoid with a uniform charge density,
as suggested by Satcher et al .[4]. The details had been described in Ref.[5]. For
more accuracy, however, the spherical term is calculated taking into account the
diffuseness of the charge distribution with a charge density form factor equal to
fc = [1 + exp(r − R0c)/ac]

−1.
The Coulomb correction volume term ΔV Coul

v (E) and surface term ΔV Coul
s (E) are

written as follows:

ΔV Coul
v,s (E) = −CCoul

ZZ ′e2

3
√

A

d

dE
Vv,s(E) (3)

with Z and Z ′ being charges of target and projectile in electron charge units.
Based on the dispersion relation theory[6, 7], the real potentials are written as[8, 9]:

Vv(E) = VHF(E) + ΔVv(E) = AHFe−λHF(E−Ef) + ΔVv(E). (4)

Vs(E) = ΔVs(E). (5)

Vso(E) = Vsoe
−λso(E−Ef) + ΔVso(E) (6)

where AHF, λHF, Vso and λso are undetermined parameters, Ef is the Fermi energy.
The terms ΔVv(E), ΔVs(E) and ΔVso(E), so-called the dispersive correction terms,

are calculated using the dispersion relation:

ΔV (E) =
P
π

∫ +∞

−∞

W (E ′)
E ′ − E

dE ′, (7)

where the symbol P denotes that the principal value of the integral should be taken.
The energy dependence for the imaginary terms are represented as [10, 11]:

Wv(E) = Av
(E − Ef)

S

(E − Ef)S + BS
v

(8)

Ws(E) = As
(E − Ef)

S

(E − Ef)S + BS
s

e−Cs|E−Ef |, (9)

Wso(E) = Aso
(E − Ef)

S

(E − Ef)S + BS
so

, (10)
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3

where Av, Bv, As, Bs, Cs, Aso and Bso are undetermined parameters. The power S was
4 in the paper of Delaroche et al . [11], but we use S = 2.

The isospin dependence of the potential is considered in real volume VHF(E) and
imaginary surface Ws(E) potentials as follows:

AHF = V0 + (−1)Z′+1Cviso
N − Z

A

As = W0 + (−1)Z′+1Cwiso
N − Z

A
.

(11)

It can be seen that the difference between the neutron and proton potentials is
identified by the isovector term, Coulomb correction term and Fermi energy, so all the
parameters are taken to be equal for neutron and proton potentials, while for Koning-
Delaroche’s[1] spherical potential, the parameters for neutron and proton potentials are
different, especially for parameters of real part.

With the above dispersive consideration for each potential term, the potential of
Eq. (1) is called as dispersive coupled-channel optical model potential.

2.2. Potential Parameters

In the previous work[2], the potential parameters for deformed even-even nuclei in
the mass range of A=24-122 for incident energy up to 200 MeV had been derived.
The potential parameters fitting was performed by the OPTMAN code[12]. Note that
only the experimental data of neutron total cross sections, neutron/proton elastic and
inelastic angular distributions are used in the fitting procedure, while the analyzing
power data are not included since the OPTMAN code has not such an option. The
potential parameters are given in table 1.

Table 1. Potential parameters for global dispersive coupled-channel optical model
potential.

Volume Surface

Real depth (MeV) V0 = 56.73− 1.00× 10−2A dispersive
λHF = 9.95× 10−3 + 3.84× 10−10A3

Cviso = 15.9
Imaginary (MeV) Av = 12.55 + 1.34× 10−2A W0 = 10.73 + 1.44× 10−6A3

Bv = 80.46 Bs = 10.35
Ea = 385 Cs = 1.81× 10−2 − 7.40× 10−3A− 1

3

Cwiso = 23.5
Geometry (fm) rv = 1.20 rs = 1.29− 4.85× 10−1A− 1

3

av = 6.30× 10−1 + 4.40× 10−4A as = 8.75× 10−1 − 1.02A− 1
3

Spin-orbit Coulomb

Real depth (MeV) Vso = 5.922 + 3.00× 10−3A CCoul = 1.3
λso = 0.005

Imaginary (MeV) Aso = −3.1
Bso = 160.00

Geometry (fm) rso = 1.18− 6.50× 10−1A− 1
3 rc = 1.45− 9.79× 10−1A− 1

3

aso = 0.59 ac = 5.87× 10−1 − 1.80× 10−1A− 1
3
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4

3. Result and discussion

The previous work had shown the predictions of proton analyzing power for 56Fe and
120Sn, here we present some more calculations for other nuclei: 24Mg, 28Si, 60Ni and
90Zr, as shown in Figure 1, 2, 3, 4 respectively, in order to indicate how the predictive
power of this global potential is for analyzing power data. As the OPTMAN code has
no option to calculate analyzing power, the ECIS06t code[13], with three levels coupled,
was used for such calculations.

Firstly, our global potential gave generally good predictions of the proton elastic
Ay data for 24Mg, except for low incident energy 15.00 MeV and for 49.20 MeV and
65.00 MeV at large angles. However the agreement for the proton inelastic analyzing
power data with experimental data is not satisfactory.

For 28Si, at energies below 20.50 MeV, the predictions for proton elastic scattering
analyzing power are generally good, but there are obvious deviations at backward angles.
And for 65.00 MeV and 80.00 MeV, the calculations overestimate the experimental data
at angles beyond 600. The results for proton inelastic scattering analyzing power are
smaller than the measurements.

We obtained rather perfect description for proton elastic analyzing power data of
60Ni at overall incident energies and angles. And the predictions for inelastic analyzing
data are also good enough. On average, the difference between the calculation and
measurement is less than 10%.

Finally, the predictions of proton elastic analyzing power for 90Zr described the
experimental data very well below 79.60 MeV. The calculations also described the data
well at higher energies, except the deeper extrema. For the inelastic analyzing power,
the results are smaller than experimental data.

-5

-3

-1

 1

 3

 5

 7

 9

 11

 13

 15

 17

 19

 0  30  60  90  120  150  180

A
n
ly

zi
n
g
 p

o
w

er
 A

y
(θ

)

θc.m. (deg.)

24Mg (p,p)

 15.00MeV (+16)

 17.00MeV (+14)

 19.00MeV (+12)

 21.00MeV (+10)

 23.00MeV (+8)

 25.00MeV (+6)

 49.20MeV (+4)

 65.00MeV (+2)

 80.00MeV (-0)

134.70MeV (-2)

185.00MeV (-4)

Present

 0

 2

 4

 6

 8

 10

 12

 14

 0  30  60  90  120  150  180

A
n
ly

zi
n
g
 p

o
w

er
 A

y
(θ

)

θc.m. (deg.)

24Mg(p,p’)

 17.80MeV  2+ (+11)

 65.00MeV  2+ (+8)

 4+ (+6)

 185.00MeV 

 2+ (+3)

 4+ (+1)

Present

Figure 1. Comparison of the predicted and experimental analyzing power for proton
elastic scattering (left) and inelastic scattering (right) from 24Mg. The curves and data
points are offset by adding 2,4,6 etc to their values. All the experimental data (here
and in later figures) are taken from the EXFOR [14] database.
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Figure 2. Same as Figure 1 but for 28Si.
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Figure 3. Same as Figure 1 but for 60Ni.

It can be seen that our potential gives rather good or generally good prediction for
proton elastic analyzing power for all nuclei. The proton inelastic analyzing power can
be also described in overall agreement for near spherical nuclei, such as 60Ni. However
for those strong deformed nuclei, such as 24Mg (β2= 0.5438) and 28Si(β2 = −0.4203),
the predictions are a little worse. Considering the fact that the experimental data of
analyzing power are not used in the fitting for our potential parameters, while being
employed for Koning and Delaroches spherical potential parameters, it is satisfactory
that our global potential can describe simultaneously proton elastic and inelastic
scattering analyzing power to such an extent. Our future plan is to incorporate the
analyzing power data into OPTMAN code to make more accurate analysis for both

－ 99 －

JAEA-Conf 2009-004



－ 100 －

JAEA-Conf 2009-004



18．Nuclear Data-Induced Uncertainty Calculation for Fast Reactor 
Eigenvalue Separation 

Go CHIBA 
Reactor Physics Group, Japan Atomic Energy Agency 

Tokai-mura, Naka-gun, Ibaraki-ken 319-1195 
e-mail: chiba.go@jaea.go.jp

In the present study, we calculated eigenvalue separations and their uncertainties induced by 
nuclear data for two fast reactors, PNC600 and JSFR-1500.  The eigenvalue separations between 
the fundamental and first modes were +3.4%dk/kk’ for PNC600 and +1.5%dk/kk’ for JSFR-1500.  
The nuclear data-induced uncertainties for the eigenvalue separations up to the 5-th mode were 
less than 1.5% for both the cores.  We conclude that the nuclear data-induced uncertainties in the 
eigenvalue separations are negligibly small. 

1. Introduction 
A size of commercial fast reactors designed recently has become larger from an economical 

aspect.  However, such large cores sometimes become unstable from a view point of neutronics 
since spatial decoupling becomes stronger.  It has been suggested that an eigenvalue separation 
be considered as an index of the spatial decoupling [1][2], and that core design studies on stability 
be carried out more effectively with it. 

In the present study, we calculate eigenvalue separations for a large-sized fast reactor 
designed recently together with a medium-sized fast reactor, and grasp the nuclear data-induced 
uncertainties in these eigenvalue separations. 

2. EEigenvalue separation as an index of core stability
The neutron transport equation can be written as 

n
n

n ML 1  ,        (1) 

where L  and M  correspond to a neutron loss operator and a neutron generation operator, 

respectively.  In Eq. (1), the maximum eigenvalue 0  and its eigenfunction 0  correspond to 

the neutron multiplication factor k  and the neutron flux .

Here, we assume that a multiplication factor k  and neutron flux  satisfy the following 

neutron transport equation at a reference state; 

MkL 1 .
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When a perturbation is given to this reference state, the operators, the multiplication factor and 

the neutron flux are perturbed.  The perturbation in neutron flux  can be expressed with the 

eigenfunctions in Eq. (1) under the first order approximation as follows:  

1n
nna  ,                           (2) 

nn
n

n

n

MdVdE

LMdVdE
a

0
0

0
0

11

1

 ,       (3) 

where n  is an adjoint eigenfunction in the reference state.  This adjoint eigenfunction satisfies 

the following adjoint equation: 

n
n

n ML 1  , 

where L  and M  are the adjoint operators corresponding to L  and M , respectively. 

   Here, we define the n th eigenvalue separation nIE)(  as 

0/1/1)( nnIE .

From Eqs. (2) and (3), we can find that a component of n  in the neutron flux perturbation 

becomes large when the n th eigenvalue separation is small.  Since we can regard a magnitude of 
response in neutron flux by a perturbation as instability of core neutronics, the eigenvalue 
separation can be regarded as an index of core stability.   

3. Calculation of higher-mode eigenfunctions 
The power method is to obtain the maximum eigenvalue and its eigenfunction.  In order to 

obtain higher-mode eigenvalues and their eigenfunctions, the deflation method has been widely 
used [1].   

In the deflation method, an approximated solution for the n th mode at the m th iteration 

m
n

~  is calculated from a solution at the )1(m th iteration 1m
n  as 

1
1

1~ m
nm

n

m
n ML .

An initial value 0
n  should include a component of the eigenfunction of the n th mode.  After 

obtaining m
n

~ , a solution at the m th iteration can be obtained by extracting components of the 

lower-order modes from this approximated solution as 
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MdVdE

MdVdE
.

With the above procedure for all the modes, we can obtain the higher-mode eigenvalues and their 
eigenfunctions.   

4. Implementation 
We implement the deflation method into a unified neutron transport simulation code system 

CBG.  At the present, CBG has a capability to obtain the higher-mode solutions with diffusion 
solvers PLOS for Cartesian and cylindrical systems and DHEX for Hexagonal-Z systems.  These 
solvers are based on the finite difference method.  Sensitivities of higher-mode eigenvalues to 

cross sections nS  can be calculated with both the solvers.  An implementation of the deflation 

method for discrete ordinates transport solvers will be done in future. 

5. Numerical results 
In the present study, we calculate eigenvalue separations for two fast reactors.  One is 

“PNC600” (600MWe) at the initial state and the other is “JSFR-1500” (1500MWe) at the end of 
cycle.  Layouts of these cores are shown in Fig. 1.   

Fig.1   Core layouts of PNC600 (left) and JSFR-1500 (right) 

For effective cross section calculations, we utilize the SLAROM-UF code and a 70-group 
library UFLIB based on JENDL-3.3.  With the obtained effective cross sections, higher-mode 
calculations are performed with DHEX for half-core three-dimensional models and with PLOS for 
whole-core cylindrical models. 

Figure 2 shows eigenvalues and spatial distributions of eigenfunctions on the X-Y plane for the 
half-core three-dimensional models.  In this figure, a sign “+” or “-” indicates positive or negative 
values of eigenfunctions.  The eigenvalue separations between the fundamental and first modes 
are +3.4%dk/kk’ for PNC600 and +1.5%dk/kk’ for JSFR-1500.  It is found that the eigenvalue 
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separation of JSFR-1500 is smaller than that of PNC-600.   
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Fig. 2   Results for half-core three-dimensional models 

With the half core models, it is impossible to see all the higher-mode eigenfunctions which 
have a distribution along to the Z-axis (axial mode).  Figure 3 shows the higher-mode solutions 
obtained with the whole-core cylindrical models.  We find that the eigenvalues of the axial mode 
are much smaller than those of the radial modes.  This is because both the cores are flat in a 
horizontal view in order to reduce sodium void reactivity worth.

+ + +
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0.98604 0.92551 0.69736JSFR-1500

- -+ + +

1.06826 0.90661 0.79056PNC600
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- -

Fig.3     Results for whole-core cylindrical models 

Next, we evaluate the nuclear data-induced uncertainties in the eigenvalue separations.  
Covariance data for U-235, -238, Pu-239, -240, -241 and Na-23 given in JENDL-3.3 are processed 
with the ERRORJ code [3] and the 70-group covariance matrices are obtained.  Sensitivities of 

the eigenvalue separations to cross sections nIES )(  are calculated from nS  as 

nn

IE
n

n
SS

IE
S

0

0

)(
1)( .      (4) 
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Using the covariance matrices and the sensitivities nIES )( , we calculate the nuclear 

data-induced uncertainties in the eigenvalue separations.  The results are shown in Table 1.  
The nuclear data-induced uncertainties in the eigenvalue separations up to the 5-th mode are less 
than 1.5% for both PNC600 and JSFR-1500.   

Table 1  Eigenvalue separations (dk/kk’) and their nuclear data-induced uncertainties (%) 
Mode

1 0.034 (1.01) 0.015 (1.29)
2 0.037 (1.01) 0.015 (1.28)
3 0.094 (1.04) 0.038 (1.31)
4 0.097 (1.04) 0.042 (1.32)
5 0.162 (1.30) 0.064 (1.50)

PNC600 JSFR-1500

As shown in Eq. (4), the sensitivities of the eigenvalue separations to cross sections are 

calculated with n
nS / .  Figures 4 and 5 show these “eigenvalue-divided” sensitivities to 

Pu-239 fission cross section and U-238 capture cross section for JSFR-1500.  The energy profiles 
of these sensitivities of the higher-mode eigenvalues are very similar to that of the fundamental 
mode eigenvalue.  Hence, it is supposed that the eigenvalue separations are insensitive to cross 
sections.  This is consistent with the numerical results of the small nuclear data-induced 
uncertainties in the eigenvalue separations. 
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Fig.4   Sensitivities of eigenvalues to Pu-239 fission cross section for JSFR-1500 

Let us consider a one-group diffusion problem.  After rewriting the divergence (leakage) term 
with the buckling, we can obtain the following equation: 
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an

f
n DB2  . 

Since a contribution of the leakage term to the eigenvalue is small in a large core, a mode 

dependence of sensitivities, nS  or n
nS / , is considered to be small. 
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Fig.5   Sensitivities of eigenvalues to U-238 capture cross section for JSFR-1500 

6. Conclusion 
In the present study, we calculated the eigenvalue separations and their uncertainties induced 

by nuclear data for the fast reactors, PNC600 and JSFR-1500.  The eigenvalue separations 
between the fundamental and first modes are +3.4%dk/kk’ for PNC600 and +1.5%dk/kk’ for 
JSFR-1500.  The nuclear data-induced uncertainties for the eigenvalue separations up to the 5-th 
mode are less than 1.5% for both PNC600 and JSFR-1500.  We can conclude that the nuclear 
data-induced uncertainties of the eigenvalue separations are negligibly small. 
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19．Criticality Calculations with Fission Spectrum Matrix 
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In the present study, the author implemented a procedure to treat a fission spectrum matrix 
into neutron transport solvers of a code system CBG, and quantified errors of usual procedures 
utilizing a fission spectrum vector.  Numerical results showed that the errors of the usual 
procedures are negligible if the fission spectrum vector is generated from the fission spectrum 
matrix with weight functions obtained by cell calculations.  On the other hand, when a library 
built-in function is used as a weight function for the fission spectrum vector generation, the errors 
become large if there is a large difference between the library built-in function and the neutron 
energy spectrum of the target system. 

1. Introduction 
A fission spectrum (an energy distribution of secondary neutrons generated by fission 

reactions) is given in a matrix form in the ENDF-formatted nuclear data files since the fission 
spectrum depends on incident energies of neutrons causing the fission reactions.  On the other 
hand, most deterministic neutron transport codes treat the fission spectrum in a vector form.  
Hence, it is necessary to generate the fission spectrum vector equivalent to the fission spectrum 
matrix when such deterministic codes are used for criticality calculations.  

In the present study, we realize criticality calculations with the fission spectrum matrix.  In 
addition, using the solutions of such calculations as references, we quantify errors of the usual 
procedures with the fission spectrum vector for criticality calculations. 

2. Fission source representations 
Considering the incident energy dependence of the fission spectrum, we can write a fission 

source term in a multi-group neutron transport equation as 

'
'','

'
'',' )()(

g n

n
gg

n
gf

n
g

n g
g

n
gf

nn
ggg NNF ,       (1) 

where n  and g  correspond to a nuclei and energy group, respectively.  Other notations are 

classical.  Here, we can define a macroscopic fission spectrum gg '  as 
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n
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With the above macroscopic fission spectrum, we can write the fission source term in a 
macroscopic form as 

'
'',' )(

g
ggfgggF .

Most deterministic neutron transport codes treat the fission spectrum as a vector.  In this 
case, the fission source term is written as 

'
'',)(

g
ggfggF .

In order to make the above fission source term equivalent to Eq. (1), the fission spectrum vector 
should be defined as 

'
'',

'
'','

)(

)(

g
ggf

g
ggfgg

g .           (2) 

We can find from the above equation that the energy spectrum of the neutron flux is necessary to 
obtain the fission spectrum vector.  Rigorously speaking, the fission spectrum vector should be 
obtained iteratively since the energy spectrum of the neutron flux depends on the fission spectrum 
vector.  Such a procedure [1] is, however, inefficient from a view point of computation time.  
Hence, the following two procedures have been usually utilized.  Multi-group libraries normally 
contain weight functions which are used in the library generation process from original ENDF files.  
One procedure is to use this library built-in function as a weight function in Eq. (2).  The other 
procedure is to use an energy spectrum of a neutron flux obtained in a cell calculation (B1 
spectrum calculations, collision probability calculations, etc). 

In the present study, we quantify the errors of these two procedures. 

3. Implementation and realization 
A procedure to treat a fission spectrum matrix is implemented into neutron transport solvers 

of a code system CBG.  The CBG system is written by the objected-oriented computer language 
C++ and all the neutron transport solvers inherit a power iteration procedure from a base class.  
Hence, we have to add a capability to perform criticality calculations with a fission spectrum 
matrix only into this base class.  After that, all the neutron transport solvers, SNR based on the 
discrete ordinates method and PJI based on the collision probability method and so on, can treat a 
fission spectrum matrix. 

4. Numerical results 
In the present study, criticality calculations are performed for six spherical systems in the 

ICSBEP handbook [2].  Four of them are fast systems (Jezebel [PU-MET-FAST-001], Godiva 
[HEU-MET-FAST-001], Flattop-Pu [PU-MET-FAST-006] and Flattop-U [HEU-MET-FAST-028]) 
and the others are thermal solution systems reflected by water (HST010-1 
[HEU-SOL-THERM-010-1] and PST004-1 [PU-SOL-THERM-004-1]). 

For effective cross section calculations, we utilize the SLAROM-UF code [3] and UFLIB 
(175-group) for the fast systems and CBG/SelfShieldingCalculator and CBGLIB [4] (107-group) for 
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the thermal systems.  UFLIB and CBGLIB have a typical thermal reactor’s one (thermal 
Maxwellian+1/E+fission spectrum) as library built-in functions.  With the obtained effective cross 
sections, criticality calculations are performed with a one-dimensional discrete ordinates solver 
CBG/SNR.  The option of this calculation is P3DP24.  In addition, continuous-energy Monte Carlo 
calculations are performed with MVP-II and its library based on JENDL-3.3 with a fission 
spectrum matrix.  Statistical uncertainties of the MVP-II results are less than 0.02%dk/kk’ as a 
1  reliability. 

Obtained effective multiplication factors are shown in Table 1.   

Table 1  Effective multiplication factors for six critical systems 

Built-in flux Cell flux
Jezebel 0.99435 0.99686 0.99710 0 .99717
Godiva 1.00042 1.00244 1.00254 1.00255

Flattop-Pu 0.98943 0.99240 0 .99224 0.99241
Flattop-U 0.99571 0.99843 0.99834 0.99867
HST010-1 1.00032 1.00041 1 .00033 1.00095
PST004-1 1.00729 1.00724 1.00728 1.00807

Matrix
(MVP-II)

Core
Vector

Matrix

Results of CBG/SNR calculations with a fission spectrum matrix agree with the MVP-II 
results within 0.08%dk/kk’.  Hence, it is verified that the procedure to treat the fission spectrum 
matrix has been successfully implemented into CBG. 

Next, using the results obtained with the fission spectrum matrix as reference solutions, we 
quantify errors of the usual procedures based on the fission spectrum vector.  Table 2 shows the 
errors of the two procedures.  

Table 2   Errors of the usual procedures based on the fission spectrum vector (unit: dk)  

Core Built-in flux Cell flux
Jezebel -0.00275 -0.00024
Godiva -0.00212 -0.00010

Flattop-Pu -0.00281 0.00016
Flattop-U -0.00263 0.00009
HST010-1 -0.00001 0.00008
PST004-1 0.00001 -0.00004

It is found that the errors of the usual procedures with the fission spectrum vector are 
negligible if the fission spectrum vector is generated from the fission spectrum matrix with the 
weight function obtained at the cell calculation.  On the other hand, when the library built-in 
function is used as a weight function in Eq. (2), large errors are observed in the small fast systems.  
These large errors are caused by differences between the library built-in function and the neutron 
energy spectra of the target systems.  The sizes of these fast systems are small and they contain 
no moderator material.  Since the neutrons emitted by the fission reactions may cause the next 
fission reactions without losing energy by scattering in these small fast systems, the neutron 
multiplication factors are considered to be sensitive to the shapes of the fission spectra in these 
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systems.  It is expected that the errors due to the differences in weight functions in Eq. (2) are 
small for thermal systems or large fast systems.   

5. Conclusion and perspective 
In the present study, a procedure to treat the fission spectrum matrix has been implemented 

into neutron transport solvers of a code system CBG, and errors of the usual procedures utilizing 
the fission spectrum vector have been quantified.  Numerical results have shown that the errors 
of the usual procedures are negligible if the fission spectrum vector is generated from the fission 
spectrum matrix with a weight function obtained by a cell calculation.  On the other hand, when 
a library built-in function is used as a weight function, the errors become large if there is a 
difference between a library built-in function and a neutron energy spectrum of a target system. 

In order to develop a deterministic reactor calculation code system applicable to various kinds 
of reactors with a wide range of neutron spectra, it is necessary to prepare the fission spectrum 
matrix in its library and to implement a function to generate the fission spectrum vector from the 
fission spectrum matrix with a neutron flux obtained at a cell calculation.  We can conclude that 
the power iteration with the fission spectrum matrix is not needed from a view point of eigenvalue 
calculations.  We, however, need more investigations on this necessity for others, such as effective 
delayed neutron fraction calculations with a “prompt k-ratio method” [5], in which treatments of 
fission spectrum matrices are important. 
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 The system including Bragg Curve Counter (BCC) to measure double differential cross 

section (DDX) of fragment production from tens of MeV proton induced reactions was updated to 

reduce energy threshold of measurements by reducing thicknesses of a sample and an entrance window. 

The DDX data were obtained for 40 and 80 MeV proton on Carbon using the system.  

1. Introduction 

 The double differential cross section (DDX) data of fragment production from tens of MeV 

proton induced reactions are required to establish reaction models and parameters for energy deposition 

process simulation of tens MeV nuclides. We have conducted measurement of DDX data in this energy 

range using a Bragg Curve Counter (BCC). The DDX data of 50 and 70 MeV proton induced fragment 

production reaction were measured for C, Al and Si target [1,2,3]. The acceptable energy range of the 

BCC has improved using newly developed techniques of particle identification and off-line analysis 

[1,2]. The energy threshold of the whole system, however, is still not enough due to thickness of 

entrance window and samples for heavier fragments. The reduction of energy threshold is important to 

estimate amount of low energy fragments from evaporation process that accounts for large part of total 

production.  

In this year, we replace the window and the sample to thinner one to use whole acceptable 

energy range of the BCC. The improvement is demonstrated through experimental data for the DDX 

measurement of 40 and 80 MeV proton induced fragment production reaction. 

2. Apparatus 

2-1. Bragg curve counter 

 The detail of the system employing the BCC was described in references [1,2]. Outline of this 

system is described. Figure 1 shows schematic view of the BCC. The BCC is a parallel plate ionization 

chamber with a grid, the structure of which is contained in a stainless steel cylindrical chamber. The 

distances between cathode and grid, and, grid and anode are 300 mm and 5 mm, respectively. High 
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voltage is applied to the cathode and 

grid electrode to form electric field for 

electron drift. The field shaping rings 

maintain uniformity of the electric 

field. The cylindrical chamber is 

sealed using O-rings to keep 

low-pressure counting gas, typically 

200 Torr Ar+10% CH4 gas, inside. The 

cathode side wall of the chamber has a 

hole covered with a thin entrance 

window to introduce fragments from 

the sample that is placed in a scattering 

chamber. Figure 2 shows a picture of 

the apparatus that consist of BCC and scattering chamber, etc.  

Figure 3 shows schematic diagram of the BCC. The fragment entered to the chamber stops 

and deposits its energy through ionization process. The distribution of the electrons produced in the 

process along their trajectory is proportional to energy loss of the fragment, i.e, Bragg curve. Since the 

uniform electric field between the cathode and grid, the electrons drift toward to the grid with keeping 

their distribution. By choosing adequate ratio of electric field strength between cathode-grid and 

grid-anode, all electrons reach on the anode 

with passing through the grid. Because of 

electric shielding of the grid, time 

distribution of the anode signal (Pa) has 

inverse shape of the original distribution of 

electrons that equal to Bragg curve. The 

Fig. 2: Picture of the experimental setup for DDX 

measurement with the BCC at 30-dgree. 

Fig. 1: Schematic drawing of the Bragg curve counter. 

Fig.3 Schematic diagram of the BCC 
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integral and peak height of the Bragg curve 

is proportional to energy and atomic number 

of the fragment. As a consequence, we can 

determine energy and atomic number of the 

fragment from the anode signal.  

 Figure 4 shows typical two 

dimensional spectrum for fragment 

identification. The vertical axis corresponds 

to Bragg peak height that is obtained by 

processing the anode signal using an 

amplifier with short time constant relative to 

the signal duration. The horizontal axis 

corresponds to energy that is obtained using 

long time constant. Because of difference of 

Bragg peak height, fragments are indentified clearly. In addition to this, we have developed a method to 

reduce energy threshold of the fragment identification using the signal from the cathode [1]. Punch-out 

fragments are utilized through off-line analysis to enhance upper limit of acceptable fragment energy 

range [2].  

2-2. Improvement of the system 

 To utilize entire acceptable energy range of the BCC, the entrance window and the sample 

should be replaced to thinner one since energy threshold of data are determined by fragment energy 

losses before entering the BCC.  

The entrance window of the BCC is replaced from 2.5 m thick Aluminized Mylar foil to 0.2 

m thick SiN membrane. The membrane is supported by a 500 m thick Si frame that divides four 

4.7 4.7 mm2 area1. The frame was mounted on the cathode plate of the BCC with 1 cm diameter hole 

with epoxy resin. The membrane is robust up to around 400 Torr counting gas pressure. The sample 

thickness is also reduced by replacing from 4 m thick polypropylene to 200 g/cm2 thick graphite foil. 

By these changes, the energy losses before entering the BCC are reduced, especially for fragments 

having energy of particle identification threshold, 0.5 MeV/n. The threshold energy of the system is 

equal to the energy of the BCC.  

3. Experimental 

 The measurement of fragment DDX from 40 and 80 MeV proton induced reaction were done 

using the NIRS 930 cyclotron in National Institute of Radiological Science (NIRS) to confirm 

effectiveness of this improvement. The other conditions of the system and data analysis procedure are 

                                                 
1 http://www.silson.com/ 

Fig.4: Typical two dimensional spectrum for 

fragment identification.
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same as reference [1,2]. Figure 2 shows experimental setup for DDX measurement with the BCC at 

30-degree.  

Figure 5 shows the comparison of the 

experimental results of DDX at 30-degree, the 
12C(p,B) reaction for Ep=50MeV, between 

different window and sample thickness. The 

identification thresholds of the BCC are same for 

both cases, however, the threshold energy of the 

results are different due to the effect of energy 

loss compensation analysis. The amount of 

energy compensation that reaches up to 4 MeV 

for Boron under previous condition increases 

energy threshold of the system. Under the 

present condition, energy threshold of the system 

is close to the particle identification threshold of 

the BCC. The difference of the thresholds 

increases with atomic number (Z) of the 

fragment.  

3. Results and discussion 

 Figures 6-9 show results of DDXs for Li, Be, B and C productions on C, respectively, at 30 

degree in comparison with four different incident proton energies, 40, 50, 70 and 80 MeV. The results 

obtained from PHITS code [4] calculation with different models are also plotted in the figures. From 

these figures, the following facts can be deduced. 

 (1) Most of the fragments are emitted through evaporation process in this energy range. (2) 

The combination of ISOBAR and GEM models reproduces experimental results better than one of 

Bertin and GEM for all the cases. The changing INC model corresponds to changing energy for 

evaporation process that determines number of fragments. Thus, we have to choose (3) pre-equilibrium 

model and parameters that gives appropriate energy for evaporation process to simulate fragment 

production. For 40 and 50 MeV proton data, mono-energetic peaks of 6Li and 7Be can be observed at the 

upper end of the spectra. The peaks indicate the products are from the 12C(p,6Li)7Be reaction. It is 

obvious that (4) two-body components are not able to be calculated owing to lack of model. (5) The data 

at very low energy region (less than 0.5 MeV/n) are not available by this system. E-TOF system instead 

of the system would be required to obtain such low energy range data.  

4. Conclusion 

 The threshold energy of fragment measurement using the system including BCC is improved 

by replacing the entrance window and sample to thinner one. The threshold energy of 0.5 MeV/n were 
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Fig. 5: Experimental results of DDX at 30-dgree, 

the 12C(p,B) reaction for Ep=50 MeV 
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achieved by this improvement. The effects of this improvement are confirmed through DDX 

measurement of fragments from 40 and 80 MeV proton induced reaction on carbon. Through the 

comparison with PHITS results, the spectra of fragments can be reproduced using the combination of 

ISOBAR and GEM models well. 
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The neutron capture cross section of 243Am has been measured relative to the 10B(n, ) 
standard cross section by the neutron time-of-flight (TOF) method in the energy range of 0.01 to 
400 eV using a 46-MeV electron linear accelerator (linac) at the Research Reactor Institute, Kyoto 
University. For the capture -ray measurement, a 4 Ge spectrometer surrounded with large 
Bi4Ge3O12 (BGO) detectors for anti-Compton suppression was employed. The relative 
measurement has been normalized at 0.0253 eV to the reference value of 76.6 b in JENDL-3.3. The 
present results have been compared with the evaluated and experimental values. 
 
 
1. Introduction 

Accurate nuclear data of minor actinide (MA) are required for transmutation study and 
design of innovative reactor system. Americium-243 is an important MA which is abundantly 
produced next to 237Np and 241Am in spent-fuels of light water reactors. Moreover, the neutron 
capture reaction for 243Am which produces higher-mass Cm isotopes plays a significant role in the 
nuclear waste inventories. However, the present status of experimental data is inadequate since 
high-radioactivity of 243Am sample makes it difficult to measure the neutron capture cross section. 
Especially number of the measurements is limited in the resonance or low energy region, although 
a few cross section data at thermal neutron energy have been reported. Wisshak and Käppeler 
measured the neutron capture cross section in the range from 5 to 250 keV using a Moxon-Rae 

Present address: Research and Development Division, Intellectual Property Bank Corp., 1-21-19 Toranomon, Minato-ku, 
Tokyo 105-0001, Japan 
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detector and the 7Li(p,n)7Be neutron source [1]. Weston and Todd measured the neutron cross 
section in the range from 0.26 to 92 keV using a NE-226 liquid scintillator and electron linac as a 
photo-neutron source [2]. 

Recently we have installed an innovative detector system with a 4 Ge spectrometer [3] and 
started a series of measurements for MAs such as 237Np, 241Am and 243Am. The results of 237Np 
have already been reported [4]. In this paper, the results of 243Am are shown. 
 
22. Experiments 
2.1 Experimental set-up 
 The neutron capture cross section measurement has been carried out by the TOF method 
with the 46-MeV linac at the KURRI. The experimental arrangement is shown in FFig. 1. Bursts of 
fast neutrons were produced from the water-cooled photo-neutron target assembly, 5 cm in 
diameter and 6 cm long, which was composed of 12 sheets of tantalum (Ta) plates with total 
thickness of 29 mm. The target was surrounded with a water moderator. The flight path used in 
the experiment is in the direction of 90-degree to the linac electron beam. In order to reduce the  
flash generated by the electron burst from the target, a lead shadow bar, 7 cm in diameter and 10 
cm long, was placed in front of the entrance of flight tube. The neutron collimation system was 
mainly composed of Pb and Boron-mixed polyethylene rings, and tapered from about 24 cm in 
diameter at the entrance of the flight tube to about 3 cm in diameter at a capture sample, which 
was placed at a distance of 9.97 m from the Ta target. A BF3 proportional counter was set at the 
exit of the first flight tube as shown in Fig. 1 and used as a neutron intensity monitor. The linac 
was operated at a pulse width of 100 ns, a repetition rate of 100 Hz, an averaged current of 30 A 
and an electron energy of 30 MeV. 
 
2.2 Samples 
 The sample of 243Am was 128 mg of americium oxide (AmO2) powder packed in an aluminum 
disk container 30 mm in diameter and 0.5 mm thick walls. The thickness of sample was 8.92 10-5 
atoms/b. A radioactivity (835 MBq) of the sample leads to very high TOF independent background. 
To decrease the background, a 10 mm thick lead was set on the surface of each detector. The 
dummy sample of identical Al case without the 
americium oxide powder was used for the 
background measurements. The identical Al case 
with Pb was also used for determination of 
background level due to neutrons scattered by the 
capture sample. The enriched 10B sample, whose 
purity was 93 %, was used for the measurement of 
the incident neutron flux/spectrum on the sample. 
The 10B sample was encapsulated in a cylinder 
thin-walled (0.2 mm) aluminum container 25 mm in 
diameter, with a sample material thickness 5.68
10-2 atoms/b. 
 

Fig. 1 A schematic view of TOF beam line at the 
KURRI linac 
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22.3 4 Ge spectrometer and data acquisition system 
 Prompt capture -rays from the sample were measured with a 4 Ge spectrometer. The 
characteristics of the spectrometer have been described in detail elsewhere [5], so is summarized 
in this paper. The spectrometer consists of two cluster and four clover Ge detectors surrounded by 
BGO anti-Compton shields.  The thirty signals from the Ge crystals and more than hundred 
signals from BGO anti-Compton shields were fed into the developed data acquisition (DAQ) 
system [6] which consists of three modules: main ADC modules, fast timing modules, and 
coincidence modules. The discrimination level of -ray pulse height (PH) was set at about 400 keV 
not to detect the decayed  rays from 243Am sample. In the case of 10B run, the discrimination level 
was set at about 100 keV to measure the 478 keV  ray from the 10B(n, ) reaction. The events 
were stored with the list mode.  
 
3. Data processing and analysis 
3.1 Capture -ray yield 
 The stored data consist of -ray pulse height (PH), TOF and time-interval-of-coincidence 
(FER). The two dimensional matrices for TOF and summed PH were produced in off-line mode. 
The spurious signals due to  flash or radio-frequency noises from the accelerator were eliminated 
by using the FER information. The -ray PH for each Ge was calibrated using the well know  rays 
from neutron capture of chlorine in a NaCl sample. Neutron energy calibration was made with the 
energies of resolved isolated resonances of 243Am from the evaluated data [7]. The -ray PH spectra 
gated with the prominent 3.424-eV resonance and the off-resonance region were shown in FFig. 2. 
The difference between two spectra was observed clearly. 
It corresponds to the net counts from the neutron 
capture -ray events. The TOF spectrum of 243Am sample 
was obtained by gating with the PH region between 700 
keV and 5.4 MeV. 
 
3.2 Dead time correction 
 In order to estimate the dead time of whole 
detection system, external random signals made with a 
pulse generator and a noise pulsar were fed into a 
preamplifier of each Ge detector. The pulse height of the 
signal was set about 10 MeV, which was able to be 
distinguished from true capture events. The number of 
the input signals was also counted. The dead time was 
estimated by comparing the peak count of the stored 
signals with the number of the counted input ones. The 
time dependent dead time was obtained as shown in FFig. 
3. In this experiment, the dead time correction factors 
were about 54%, 27% and 21% for 243Am, 10B and dummy 
sample runs, respectively.  
 Fig. 3 Dead time correction factor for 

capture -ray yield from the 243Am 

Fig. 2 -ray PH spectra gated with 
resonance and off resonance regions 
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33.3 Background determination and 
neutron flux 
 For the 10B sample, the time dependent of 
the background was determined by interpolating 
between the values observed in the transmission 
minima measured with black resonances of 336 
eV (Mn), 132 eV (Co), 5.19 eV (Ag), 1.457 eV (In) 
and the constant component around the TOF 
channel of 10 ms. The TOF spectra of 10B with and 
without resonance filter are shown in FFig. 4. The 
neutron flux at the sample position was deduced 
from the net spectrum of 10B, the detection 
efficiency for the 478-keV  ray and the cross 
section of the 10B(n, ) reaction taken from the 
JENDL-3.3 as shown in FFig. 5. 
 For the 243Am sample, the background 
determination is more complicated. The constant 
background level was determined from the 
counting rate measured with 243Am sample 
without neutron beam. The time dependent of the 
background was determined by using net TOF 
spectrum for Al dummy. The components due to 
scattered neutron were estimated by normalizing 
the difference between the TOF spectra of Pb 
scatterer and Al dummy. The TOF spectra of 
243Am, Al dummy and Pb scatterer are shown in 
Fig. 6. 
 
3.4 Corrections 
 The effects due to overlap neutrons from the 
previous pulse were deduced from the counts in 
the TOF time range from 6 ms to 10 ms by 
extrapolation with the exponential function.  
 The correction function for the neutron 
self-shielding and multiple scattering in the 
sample was calculated by the Monte Carlo code 
MCNP-4C [8]. FFigure 7 shows the correction 
function for the 243Am sample, and the random 
history number is 107. It is found that the largest 
correction factor is about 2.1 at the 3.424-eV 
resonance. 
 

Fig. 4 TOF spectra of 10B with and without 
resonance filter 

Fig. 5 Neutron flux at the sample position 

Fig. 6 TOF spectra of 243Am, Al dummy and 
Pb scatterer 

Fig. 7 Correction function for the neutron 
self-shielding and multiple scattering in the 
243Am sample 
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44. Results and discussion 
The relative capture cross sections of 243Am 

have been obtained from 0.01 to 400 eV as a 
function of neutron energy. The relative cross 
sections have been normalized at 0.0253 eV to the 
reference value of 76.6 b in JENDL-3.3 [9]. The 
present results are shown in FFig. 8 with the 
evaluated data of JENDL-3.3. The present results 
are in agreement with the evaluated data in 
JENDL-3.3 except for the region from 0.1 to 0.8 eV 
where the uncertainties are large because of the 
correction for the effect due to overlap neutrons.  
 The partial resonance integral from 0.5 to 100 eV was derived from the present cross section 
weighted by a 1/E neutron spectrum. The rest part above 100 eV is found from calculation with the 
evaluated data in JENDL-3.3 to be 62 b. The resonance integral (I0) values are shown in TTable 1 in 
comparison with other activation data and the evaluated values. The resonance integral to 
thermal cross section ratios (I0/ 0) are also listed in the same table. The I0/ 0 for present data is in 
agreement with those for the data by Garvilov et al., [11] and the recommended value by 
Mughabghab [18] within experimental error. The evaluated data of JENDL-3.3 is smaller than the 
present ratio by about 10%. Recently Ohta et al., have measured the effective cross section of 
243Am for thermal neutron [19] and their data have supported 2250 b as the resonance integral in 
combination with the thermal cross section reported by Marie et al., [10]. The ratio derived from 
the results of two recent experiments [10, 19] is 27.5 1.2, which is in consistency with the present 
result within experimental error. 
 
 

References 0 [ b ] I0 [ b ] I0 / 0 
Present result 76.6 (assumed) 1969 111 25.7 1.5 
Marie et al., (2006) [10] 81.8 3.6 (2250) [19] (27.5 1.2) 
Garvilov et al., (1977) [11] 83 6 2200 150 26.5 2.6 
Simpson et al., (1974) [12] --- 1810 70a) --- 
Schuman and Berreth (1969) [13] --- 2160 120 --- 
Folger et al., (1968) [14] 78 2250b) 29 
Bak et al., (1967) [15] 73 6 2300 200 32 4 
Ice (1966) [16] 84, 66   
Butler et al., (1957) [17] 73.6 1.8 2290 50 31 1 
JENDL-3.3 (2002) [9] 76.7 1787 23.3 
Mughabghab (1984) [18] 75.1 1.8 1820 70 24.2 1.1 

a) Cut-off energy was taken as 0.625 eV. 
b) Cut-off energy was taken as 0.83 eV. 

 
5. Summary 

Table 1 Comparison of the resonance integral and the ratio (I0/ 0)  obtained in 
present TOF experiment with the other activation data and evaluations

Fig. 8 Comparison of the present measurement 
and the evaluated data of JENDL-3.3 for the 
243Am(n, ) reaction. 
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 The neutron capture cross section of 243Am has been measured relative to the 10B(n, ) 
standard cross section from 0.01 to 400 eV with the 4  Ge spectrometer by the TOF method. The 
relative measurement has been normalized to the reference value of 76.6 b at 0.0253 eV. The 
resonance integral was derived from the present cross section data. The ratios of resonance 
integral to thermal cross section were compared with previous activation data and the evaluated 
values.  
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23．Calculation of delayed fission and neutron emission 

probabilities with the use of gross theory and KTUY mass formula 

T.Tachibana 1,2, H.Koura 2 and S.Chiba 2

1  Waseda University Senior High School 
Kamishakujii 3-31-1, Nerima-ku, Tokyo 177-0044, Japan 

              email:ttachi@waseda.jp 
2  Advanced Science Research Center, Japan Atomic Energy Agency 

JAEA Shirakata-shirane 2-4, Tokai, Naka-gun, Ibaraki 319-1195, Japan 

   We made an improvement of the calculation of delayed fission and neutron emission  

probabilities for nuclei in the region far from the experimentally known nuclides. In these 

calculations we need the decay widths  and n. In order to estimate these widths, we improved 

the nuclear level density model by Kawano et. al. to take the effects of collective motion into 

account. The 2nd version of gross theory of decay was adopted in this calculation. Shell 

energies, paring energies, fission barriers and Q -values were obtained by using KTUY mass 

formula. 

1. Introduction

   Probabilities of the delayed neutron emission are important information for reactor-physics 

especially the study of decay heat calculation.[1] On the other hand, the effect of fission of heavy 

nuclei in the r-process nucleosynthesis is a quite interesting topic recently.[2] The delayed

neutron emission probabilities also play an important role in the calculation of the r-process. These 
two probabilities are necessary information in the consideration of freeze out at the last stage of the 

r-process. The delayed fission probability and delayed neutron emission probability are 

referred to as Pf -value and Pn -value, respectively, hereafter.  

   In ref.[3] Pn - and Pf - values were calculated by using the nuclear level density arranged by 

Kawano et al.[4]  In this paper we carry out a new calculation of these probabilities with the use 

of the modified nuclear level density. These calculated Pn - and Pf - values will be good database 

for the studies of not only reactor-physics but also nuclear astro-physics.  
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2. Nuclear level density  
   Kawano et al.[4] readjusted the parameter values in the Gilbert-Cameron type nuclear level 
density formula [5] by using the pairing and shell energies of the KTUY mass formula.[6]  In 
order to remove the shell structure in the level density parameter, the asymptotic level density 

parameter is introduced in Ref.[4]  At higher excitation energy Ex , this phenomenological 

formula is expressed as, 

             G(Ex, J) 1
12 2

exp(2 aU )
a1 4U 5 4

2J 1
2 2 exp (J 1 2)2

2 2 .             (1) 

At lower excitation energy Ex , it is given by, 

T (Ex, J) 1
T

exp Ex E0

T
2J 1
2 2 exp (J 1 2)

2 2 .               (2) 

Here, U Ex  with the pairing energy  which can be obtained with the use of KTUY 

mass formula. The nuclear spin of the level, the energy shift, and the nuclear temperature are 

denoted by J, E0  and T , respectively. The level density formula G and  T  are referred to 

as the Fermi gas model and the constant temperature model, respectively, hereafter.   
   The level density parameter a  and the spin cut-off parameter  in Eqs.(1) and (2) are given 
by

a(U) a* 1 W
U

(1 exp( U)) ,                               (3) 

2 cA5 3 U
a

.                                                (4) 

Here a  is the asymptotic level density parameter.  The shell energy W is obtained 

with the use of KTUY mass formula.  In this paper we adopt the same values for the parameters 

in Eqs.(3) and (4) those used in Ref.[4], that is to say 0.31A 1 3  and c 0.00347 where A is

the mass number of the nucleus.  
   In order to consider the collective motion of the nucleus, we adopt the formula used in 
Ref.[7] , 
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(Ex, J) K rotKvib
G    for higher excitation energy,

T    for lower excitation energy.
             (5) 

The effect of rotation is considered with the use of parameters of quadrupole and hexadecupole 

deformation of nucleus, 2 and 4 . The values of these deformation parameters are also obtained 

from KTUY mass formula.  

K rot

1    for spherical nucleus,
T0   for deformed nucleus,

Kvib exp(0.0555A2 3T0

4 3

),

                               (6) 

0.4 MR2(1 5
16 2

45
28 2

2 15
7 5 2 4 )  and  T0 U a   .

Here, M and R are the nuclear mass and radius, respectively.  
   In Ref.[4] the effect of the collective motion of the nucleus was not considered, but in this 
paper we take it into account by using Eqs.(5) and (6). Although we adopt the same functional 

form of a  that used in Ref.[4], we readjust the parameter values in a  with the use of averaged 

experimental s-wave resonance spacing in Ref.[8]. The level density formulas in Eq.(5) are 

connected at a certain excitation energy Em  referred to as matching energy.  

K rotKvib G Ex Em
K rotKvib T Ex Em

                                                 (7)   

d
dEx

(K rotKvib G) Ex Em

d
dEx

(K rotKvib T ) Ex Em
.                             (8)

From Eq.(8) we can get a relation between 

Em  and T .  The value of Em  can be 

fixed so as to get a positive value for T .

After obtaining the values of Em  and T ,

the value of E0 can be fixed by using Eq.(7). 

In our calculation, T0  in Eq.(6) is fixed to 

T0 (Em ) a  for the excitation energy 

lower than Em  for simplicity. A schematic 
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illustration of the smooth connection of these two models is shown in Fig.1.  Above (below) the 

matching energy Em , the Fermi gas model (the constant temperature model) is used.  

3. Partial decay width 

   According to the statistical model, the partial decay widths f and n are generally expressed 

by using the integral of the level density as,   

f (E) 1
2

1
(E)

(E Sf )d
E Sf

                    (9) 

n (E) 1
2

1
(E)

2MR2

2 g (E Sn ) d
0

E Sn

.          (10) 

Here,  and   are the level densities of the compound nucleus and of the residual nucleus 

after the fission or neutron emission, respectively. The spin factor is given by g, the fission barrier 

height by Sf, and  the neutron separation energy by Sn.  Although the partial -decay width 

may be estimated by using an integral of the level density with the dipole photoabsorption cross 
section, we employ, for simplicity, the empirical formula estimated by Malecky et al.[9] which is a 
modified model of Weisskopf estimation.  We adopt the KTUY mass formula for obtaining 

Q -values, Sn-values and Sf-values. 

   The examples of the calculation are given in Figs.2 and 3. In the case of 260Pa, delayed

fission is dominant within the decay window. On the contrary, the delayed neutron emission 

is dominant in the case of 276Np.
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4. delayed fission and neutron emission probabilities 

   The probabilities of delayed fission and neutron emission are expressed with the use of the 

total decay strength function )(ES  and competition factor k ( n f ) as 

Pk
C S (E) f ( E) k

n f

dE, k
f delayed  fission
n delayedneutron emission

delayed emission
Q

0
.   (11) 

Here, the function )( Ef  is the integrated Fermi function and  is the decay constant of the 

decay. We can estimate the strength function and the decay constant by using 2nd version of 

the gross theory of nuclear decay [10]. This theory includes the allowed (Fermi and 

Gamow-Teller) and first-forbidden transitions. The accuracy of decay half-lives calculated by 

this theory is fairly good in comparison with experimental data [2].   

5. Results and conclusion 

   Examples of the calculated delayed fission and neutron emission probabilities are give in 

Table 1 for 260Pa and 276Np comparing with other models.[11]  It is found that fluctuation among 

the estimated probabilities is large, especially in the case of 276Np.  The delayed  emission 

probabilities of our calculation are larger than the estimations by Meyer et al.  It may suggest that 
the integral of the level density with the dipole photoabsorption cross section, like Eqs.(9) and (10), 

should be used for the calculation of  emission probability instead of using the empirical formula 

by Malecky et al. We should note that the integrand is dominant in the energy region of  

Q Sk E 0 (k=f or n) in Eq.(11) because of the competition factor k ( n f ).

Although decay half-life reflects the strength function near the ground state of daughter 

nucleus, the Pf - and Pn -values reflect the strength in the higher excitation energy region of the 
daughter nucleus. We can use the calculated half-lives, Pf - and Pn -values as an examination of the 
reliability of the estimated strength function in the whole excitation energy region.   
   In our previous r-process calculations, the Pf -values in Ref.[12] were roughly estimated as 

Pf 50% if fission is possible, and the Pf - and Pn -values in Ref.[3] were calculated by using the 

level density without the effect of the collective motion. As for the fission fragment mass 
distribution we used the fission model derived from the two-center shell model and 

multi-dimensional Langevin calculation. It is found that the effect of the delayed fission appears 
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100< A <160 of the r-process abundances.  The universality of the r-process abundances is 

influenced if delayed fission is significant.  A test calculation of r-process nucleosynthesis by 

using newly calculated Pf - and Pn -values including the collective motion are in progress.   

        Table 1. Delayed fission and neutron emission probabilities of 260Pa and 276Np

          260Pa          276Np 
 Pf   Pn   P   Pf   Pn   P
Thielemann et. al 
(complete damping) 

100 %  -----  ----- 25 %  -----  ----- 

Meyer et. al. 
(complete damping) 

 92 %  -----  -----  83 %  -----  ----- 

Meyer et. al. 
(WKB barrier penetration) 

 97 %  0 %  3 %  9 %  84 %  7 % 

This work  63 %  2 %  35 %  0 %  66 %  34 % 
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A limit of existing of nuclei is discussed by using a global nuclear mass 

model, the KTUY mass formula.  To estimate total half-lives of nuclei, alpha 

decay, beta decay, proton emission and spontaneous fission are considered.  These 

calculation gives prediction for existing of approximately ten thousands nuclei 

including nuclei beyond so-called superheavy nuclei with half-lives of one 

nanosecond or longer. 

 

 

1. Introduction 

Nucleus is a composite system consisting of protons and neutrons, and 

approximately 3000 nuclides have been identified [1]. However, the existence 

of much more nuclides is postulated theoretically.  How far the area of nuclei 

extends is an essential and important question in nuclear physics.   

So far, the existence of "island of stability of superheavy nuclei" was 

considerably discussed from a viewpoint of macroscopic-microscopic models and 

also some microscopic calculations.  Some models give a doubly-magic nucleus 

298[114]184 or 
310[126]184 heavier next to the known doubly-magic nucleus 

208Pb126.  On 

the other hand, nuclei beyond the superheavy nuclei mentioned above are little 

discussed in previous study.  In this paper we investigate theoretical nuclear 

decay modes and total half-lives in the superheavy and extremely superheavy 

nuclei and present a limit of existing of nuclear region. 

We have developed an original model based on the macroscopic and mean-field 

models to describe the global features of nuclear masses, called the KTUY (Koura 
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-Tachibana-Uno-Yamada) nuclear mass model [2].  The standard deviation of this 

prediction from known masses is 0.67 MeV, and below 0.4 MeV from some separation 

energies: the former value is competitive to other recent global mass models, 

and the latter value is smaller than others.  The calculated separation energies 

shows a change of magicities from N=20 (or 14) to 16, N=28 to 32 (or 34), N=50 

to 58 etc. in the very neutron-rich region.  The prediction of location of the 

light neutron-drip line from resent experiments is also well. (See in Ref. [2].) 

By using the KTUY model, we calculate partial half-lives for alpha decay, 

beta decay, proton emission and spontaneous fission ranging from light nuclei 

to superheavy nuclei including unknown ones, and estimated the dominant nuclear 

decay modes for each of nuclei.  

In section 2, we review the KTUY mass model, which gives global properties 

of nuclear masses in this calculation.  We give a short explanation of calculation 

of nuclear-decay half-lives in section 3.  Finally we show our result and discuss 

a limit of existence of nuclei in section 4. 

 

2. Mass Model 

The KTUY mass formula is composed of three parts; a macroscopic spherical 

part, an averaged even-odd part and a shell part.  The first part is expressed 

as a function of proton and numbers, Z and N, and is a main amount of nuclear 

masses and represents a bulk property of nuclei as a liquid drop. The second 

part is introduced in a phenomenological way and mainly comes from an even-odd 

degenerate of neutron or proton as a Fermi particle.  The shell part is calculated 

on consideration of a spherical basis explained as follows.  Firstly we prepare 

a single-particle potential applicable to global nuclear region and calculate 

spherical single–particle levels for any nuclei.  Then we obtain spherical shell 

energy from these levels for every nucleus regardless of ground-state shape of 

a considered nucleus. Regarding deformed nuclei, deformed shell energy is 

obtained as a mixture of spherical shell energies of neighboring nuclei based 

on consideration of configuration mixing of spherical single-particle state (In 

detail, see Ref. [3]). As a spherical single-particle potential, we adopt a 

modified Woods-Saxon-like potential with five parameters expressed as a function 

of Z and N developed in Ref. [4].  This potential has two additional parameters 
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compared to the Woods-Saxon potential, which makes a dip near the surface of 

a nucleus and broaden the potential shape outer.  Obtained single-particle levels 

are well agreement with the experimental data as 4He, 16O... 132Sn and 208Pb. 

 

3. Estimation of Nuclear Decay Modes 

Without approximately 250 stable nuclei, all the nuclei decay in various ways.  

Among these decay modes, we consider four decay modes that are supposed to be 

dominant: alpha decay, beta decay, proton emission and spontaneous fission.  In 

estimation of partial half lives of the first three decay modes, we adopt 

experimental decay Q-values if these experimental ones are existed, in other 

cases we adopt decay Q-values from the KTUY mass calculation. 

Alpha-decay half-lives are well reproduced if we use measured Q-values by 

using a phenomenological formula based on the WKB approximation for the Coulomb 

potential.  Some formulae with parameter sets has bee provided, however, in many 

cases these parameter sets were adjusted in time when there were no superheavy 

nuclei recently measured, or adjusted in local nuclear region.  We adopt a 

phenomenological formula and a parameter set presented in Ref. [5], which has 

a global parameter set and includes even-odd hindrance factor. 

Beta-decay half-life is estimated from the second version of the gross theory 

of beta decay [6].  In this theory the beta-decay strength function to all the 

final nuclear levels are treated as an averaged function based on sum rules of 

the beta-decay strength.  This theory takes account of not only the Fermi and 

the Gamow-Teller transitions, but also the first-forbidden transition. 

Outside the proton-drip line, proton emissions are expected, but partial 

half-life of proton emission is quite sensitive to Q-value and also to the angular 

momentum of proton.  We adopt the same single-proton and the Coulomb potential 

as in the KTUY mass formula. The angular momentum of proton is also estimated 

from this single-proton potential. 

On contrast to these three decays, spontaneous fission is rather complicated.  

One problem is to estimate potential energy surface on fission, or fission 

barrier, another is to calculate dynamics of fission process on the potential 

energy surface.  The KTUY mass model gives a potential energy surface against 

axially- and reflectionally-symmetric deformation of a nucleus.  We estimate 

－ 137 －

JAEA-Conf 2009-004



partial half-lives of spontaneous fission; we only calculate a one-dimensional 

penetrability of the potential by using the WKB method along a statistical path 

from the ground-state shape to the fission.  An effective mass appeared in this 

calculation is adjusted to reproduce experimental partial lives of spontaneous 

fission for even-even nuclei mainly located in actinide region.  Odd-A and 

odd-odd hindrance factors are introduced for non even-even nuclei. The 

root-mean-square deviation from experimental data is 3.33 in log10. [6]. 

Among decay modes we concerned, spontaneous fission partial half-lives would 

have the largest ambiguity due to the uncertainty of the potential energy surface.  

However, if we only focus on the location of nuclei which decay modes is dominant, 

the problem would be not so serious. 

We calculate each partial half-life, and then obtain main decay modes as a 

shortest half-life among four decays.  Total half-life is obtained as a sum of 

inverse of partial half-lives 

1
Ttotal

1
T

1
T

1
Tp

1
Tsf

.       (1) 

 

4. Results and Discussion 

Figure 1 shows a chart of estimated nuclear decay modes for all the nuclei 

with total half-lives of one nanosecond or longer. Unlike the light and 

medium-heavy nuclear region including 208Pb, various decay modes coexist and a 

kind of a periodic structure of the closed shell with N=126, 184, 228, and also 

308 near the proton-drip line in the heavy and superheavy region.  Regarding 

neutron-deficient side in the superheavy region, a border of one-nanosecond 

half-life are given not by proton emission, but by fission. For the help of your 

understanding, a fissility line, which corresponds to a macroscopic fissioning 

border, is drawn in the figure.  The fissility line and the neutron-drip line 

cross near N=320 or larger.  This location is not so different from the 

one-nanosecond border line.  Focusing on so-called "island of stability for the 

superheavy nuclei" including 298[114], an alpha-decay-dominant nuclear region 

is obtained on our results, and we also find a nucleus with the longest half-life 

on the beta-stability line in the order of 100 years with a certain ambiguity. 

Figure 2 shows a chart of estimated total half-lives.  The region of nuclei proved 

－ 138 －

JAEA-Conf 2009-004



out depending on minimum half-lives concerned.  Table 1 shows estimated total 

numbers of nuclei having given minimum half-lives.  The total number of nuclei 

having more than 1 ns is estimated to be approximately ten thousands.  In another 

case, if we focus on half-lives of 1 ms or longer, number of nuclei would be 

roughly eight thousands.   

 

Table 1. Number of nuclides with a certain half-lives or longer. 

Shorter limit of half lives 1 s 1 ms 1 s 1 ns 

Number of nuclei ~4,000 ~8,000 ~10,000 ~11,000 
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 We tried to specify a reason for the overestimation of experimental data on low 
energy neutrons in the beryllium benchmark experiment at JAEA/FNS. We found out that it 
was highly possible that the calculated thermal neutron peak was too large or the thermal 
neutron peak energy was too low. As one trial, we examined the case of 600 K in order to 
increase the thermal peak energy, though this trial was unphysical. The thermal neutron peak 
energy in 600 K was shifted to higher energy than that in 300 K and the calculation results 
for 600 K agreed with the experimental data better than those in 300 K. 

1. Introduction 
 Beryllium is one of the most important materials as a neutron multiplier and 
moderator in future fusion reactors. We carried out an integral benchmark experiment on 
beryllium with DT neutrons at JAEA/FNS more than 15 years ago [1]. We analyzed this 
experiment with recent nuclear data, where calculated results agreed with experimental data 
on fast neutrons, while they have overestimated experimental data on low energy neutrons 
(the reaction rate of 197Au(n, ) and fission rate of 235U) [2] as shown in Figs. 2 and 3. Here 
we tried to specify a reason for the overestimation.  

2. Method 
 The Monte Carlo code MCNP4C [3] and nuclear data library FENDL-2.1 [4] were 
used for this analysis. The ACE files supplied from IAEA Nuclear Data Services were 
adopted for FENDL-2.1. If necessary, new ACE files were produced with NJOY99.259 [5].  
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3. Results and discussion 
 At first we calculated neutron spectra inside the beryllium assembly and energy 
profiles of the reaction rate of 197Au(n, ) and fission rate of 235U. The results are shown in 
Figs. 4 - 6. The calculated neutron spectra have a large thermal peak. It is also found out the 
contributions of neurons below 1 eV are 40 – 70 % and ~ 95 % for the reaction rate of 
197Au(n, ) and fission rate of 235U, respectively, as shown in Fig. 7. Thus we suspected that 
the calculated thermal neutron peak was too large or the thermal neutron peak energy was 
too low.  
 As one trial, we calculated for the case of higher temperature because the thermal 
peak energy was considered to become higher in higher temperature, which changed the 
total cross section of 9Be as shown in Fig. 8. The results are shown in Figs. 9 - 11. As 
expected, the thermal neutron peak energy in 600 K is shifted to higher energy than that in 
300 K. It is found that the calculation results for 600 K agree with the experimental data 
better than those in 300 K except for the shallow part of the beryllium assembly. 

4. Summary 
 We tried to specify a reason for the overestimation of experimental data on low 
energy neutrons in the beryllium benchmark experiment at JAEA/FNS. We found out that 
the overestimation came mainly from thermal neutrons. As one trial, we examined the case 
of 600 K in order to decrease calculated thermal neutrons by increasing the thermal peak 
energy. The calculation results for 600 K agreed with the experimental data better than those 
in 300 K. The temperature of 600 K is not true, but some similar drastic modification for 
nuclear data of 9Be will be required to solve the problem for the overestimation. 
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10-7

10-6

10-5

10-4

10-3

10-11 10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100 101

1.4cm
6.6cm
12.7cm

21.8cm
27.9cm
32cm

Neutron Spectra

N
eu

tr
on

 fl
ux

 [1
/c

m
2 /le

th
ar

gy
/s

ou
rc

e]

Neutron Energy [MeV]      

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

10-11 10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100 101

0.0cm
5.0cm
14.92cm
25.06cm
35.20cm

R
ea

ct
io

n 
ra

te
 [1

/le
th

ar
gy

/s
ou

rc
e]

Neutron Energy [MeV]

197Au(n, )198Au

     Fig. 4 Calculated neutron spectra.         Fig. 5 Energy profiles for reaction rate 
                                              of 197Au(n, )198Au.

－ 143 －

JAEA-Conf 2009-004



10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

10-11 10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100 101

4.12cm
9.20cm
14.28cm
21.8cm
26.98cm
32.0cm

R
ea

ct
io

n 
ra

te
 [1

/le
th

ar
gy

/s
ou

rc
e]

Neutron Energy [MeV]

235U(n,fission)

0.0

0.2

0.4

0.6

0.8

1.0

1.2 Contribution of neutrons < 1 eV

0 100 200 300 400

197Au(n, )198Au
235U(n,fission)

R
at

io
 o

f r
ea

ct
io

n 
ra

te
 d

ue
 to

 n
eu

tr
on

s
be

lo
w

 1
 e

V 
to

 to
ta

l r
ea

ct
io

n 
ra

te

Depth in assembly [mm]

   Fig. 6 Energy profiles for fission rate      Fig. 7 Ratio of reaction rate due to neutrons 
        of 235U.                              below 1 eV to total reaction rate. 

100

101

102

10-11 10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100 101

0 K
300 K
600 K

Total cross section of Be-9

C
ro

ss
 s

ec
tio

n 
[b

]

Neutron Energy [eV]    

10-7

10-6

10-5

10-4

10-3

10-11 10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100 101

300K
600K

Iron Experiment
N

eu
tr

on
 F

lu
x 

[n
/c

m
2 /le

th
ar

gy
/s

ou
rc

e]

Neutron Energy [MeV]

Neutron Spectra in Be
at depth of 127 mm

     Fig. 8 Total cross section of 9Be.             Fig. 9 Calculated neutron spectra 
                                           at depth of 127 mm. 

0.7

0.8

0.9

1.0

1.1

1.2

1.3

0 100 200 300 400

300K
600K

C
al

c.
 / 

Ex
pt

.

Depth in assembly [mm]

197Au(n, )198Au

Expt. Error

    

0.8

1.0

1.2

1.4

1.6

1.8

0 100 200 300 400

300K
600K

C
al

c.
 / 

Ex
pt

.

Depth in assembly [mm]

235U(n,fission)

Expt. Error

Fig. 10 C/E for reaction rate of 197Au(n, )198Au.      Fig. 11 C/E for fission rate of 235U.

－ 144 －

JAEA-Conf 2009-004



Measurement of keV-Neutron Capture Cross Sections and
Capture Gamma-Ray Spectra of 88Sr

Tatsuya Katabuchi, Nguyen Canh Hai, Masayuki Igashira,
So Kamada, Michihide Tajika, and Motoharu Mizumoto

Research Laboratory for Nuclear Reactors, Tokyo Institute of Technology,
O-okayama, Meguro-ku, Tokyo 152-8550, Japan

Email: buchi@nr.titech.ac.jp

We have measured the keV-neutron capture cross sections of 88Sr at incident neutron en-
ergies of En=10 – 86.8 keV. The obtained capture cross sections were compared with previous
experiment data and evaluated data of JENDL-3.3, ENDF/B-VI and ENDF/B-VII.

1. Introduction

The keV-neutron capture process by 88Sr is important in nuclear astrophysics [1]–[3]. Thus,
reliable data of the keV-neutron capture cross sections are desired. We have measured the
neutron capture cross sections of 88Sr at incident neutron energies of En=10 – 86.8 keV.

2. Experiments

The detail of the experimental procedure has been described before [4]. Thus, it will be
described briefly below.
Experiments were performed using a 3-MV Pelletron accelerator of the Research Laboratory

for Nuclear Reactors at the Tokyo Institute of Technology. Pulsed neutrons were generated by
the 7Li(p,n)7Be reaction induced by pulsed proton beam (1.5 ns width, 4 MHz repetition rate)
from the accelerator bombarding a lithium target. The incident neutrons were detected with a
6Li-glass scintillation detector and the neutron spectrum was determined by the time-of-flight
(TOF) method. A 6Li-glass detector with 5.0 mm diameter and 5.0 mm thickness was placed
at a distance of 30 cm from the neutron source.
The sample of 88Sr was isotopically enriched (99.9% 88Sr) SrCO3 powder cased in a graphite

container. A disk of gold was used as a standard sample for neutron capture cross section. The
characteristics of the samples are shown in Table 1. The samples were placed at a distance of
12 cm from the neutron source.
Capture γ-rays emitted from the sample were detected with a large anti-Compton NaI(Tl)

spectrometer. The spectrometer consists of a main NaI(Tl) detector (15.2 cm diameter and
30.5 cm length) and an annular NaI(Tl) detector (33.0 cm outer diameter and 35.6 cm length)
surrounding the main detector. The spectrometer was shielded with borated polyethylene,
borated paraffin, potassium-free lead and cadmium. Lithium-6 hydride was also used to cut
down scattered neutrons from the sample to the spectrometer. The detection angle of γ-rays
respect to the proton beam direction was 125◦.
Signals from the spectrometer were recorded in a computer as two-dimensional data of pulse

height (PH) and TOF. Measurements of 88Sr and 197Au and without sample were repeated
cyclically, thereby change of experimental conditions such as the incident neutron spectrum and
the proton beam intensity averaging out. The proton beam current was around 9 μA. Total
measurement times of 88Sr, 197Au and blank runs were 109, 8 and 12 hours, respectively.

2626．
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3. Data processing

The incident neutron energy spectrum was determined from TOF spectra measured with the
6Li-glass scintillation detector for the blank runs. The normalized spectrum is shown in Fig. 1.
The average incident neutron energy was 47.7 keV.
PH spectra of the γ-ray spectrometer were derived by setting TOF gates on the PH-TOF

two-dimensional data. The TOF gates are shown in Table 2. TOF spectra measured with the
γ-ray spectrometer for 88Sr, 197Au and blank runs are shown in Fig. 2. The six TOF gates
and a background gate are shown in each figure. The broad peak below 500 ch for 88Sr or
197Au is induced by neutron capture events on the sample. The sharp peak around 600 ch
comes from γ-rays of the 7Li(p, γ)8Be reaction in the Li target of the neutron source. As an
example, foreground and background spectra of 88Sr for gate 6 are shown in Fig. 3. Net PH
spectra for each gate were obtained by subtracting the background PH spectrum normalized to
the foreground gate channel width from the foreground PH spectrum.
Neutron capture cross sections of 88Sr were obtained by applying a PH weighting technique

on the net PH spectra and by determining the number of the incident neutrons from well-known
197Au neutron capture cross sections [6][7]. The optimal weighting function for the PH weighting
technique for 88Sr or 197Au was determined from response functions of the γ-ray spectrometer
calculated from Monte-Carlo simulations. Then, the neutron capture yield of 88Sr or 197Au was
obtained as the following weighted sum:

Y =
∑
I

W (I)S(I)
Bn+ < En >

, (1)

where Y is the capture yield, S(I) is counts of the net PH spectrum at channel I, W (I) is the
weighting function, Bn is the neutron binding energy of 89Sr or 198Au and < En > is the average
neutron energy. The number of the incident neutrons on 197Au was determined by the obtained
capture yield of 197Au and averaged capture cross section over each gate calculated from the
ENDF/B-VII cross section data for 197Au and normalized incident neutron energy spectrum
measured in the blank runs. Then, the neutron monitor counts of the 6Li-glass scintillation
detector of 88Sr was converted to the number of the incident neutrons from the ratio of the
number of the neutrons obtained above to the 6Li-glass detector counts for the 197Au runs.
Finally, the neutron capture cross sections of 88Sr were obtained from the relation, Y = Nφ <
σ >, where Y is the capture yield, N is the number of sample nuclei, φ is the number of the
incident neutrons and< σ > is the average neutron capture cross section for a gate. Additionally,
correction for the neutron self-shielding and multiple scattering in each sample was made by
Monte-Carlo simulations and impurity correction was done from capture yield calculation using
JENDL-3.3 cross section data for impurity nuclei [8]. The obtained capture cross sections are
summarized in Table 3 and plotted in Fig. 4.
Capture γ-ray spectra of 88Sr were derived from the net PH spectra using the unfolding code,

FERDOR [9]. The response matrix in unfolding was calculated from Monte-Carlo simulations.
The derived capture γ-ray spectra are shown in Fig. 5.

4. Results and Discussion

In Fig. 4, the capture cross sections of 88Sr measured in the present experiment are com-
pared with experimental data of Ref. [10] and average cross sections calculated from evaluated
data of JENDL-3.3, ENDF/B-VI and ENDF/B-VII [11]–[13]. Trend of energy dependence ex-
cept for ENDF/B-VI is similar to the present data. The experimental data of Boldeman et
al. is, however, more scattered than the present data. In JENDL-3.3 and ENDF/B-VII, the
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capture cross sections are calculated from resonance parameters below 300 keV and theoretical
calculations above 300 keV. Discrepancy of those evaluated data with the present data increases
with the incident neutron energy. At a high energy part, the evaluated data of JENDL-3.3
and ENDF/B-VII are approximately 30% or 50% lower, respectively. The large discrepancy of
ENDF/B-VI comes from lack of resonance parameters.

5. Conclusion

We have measured neutron capture cross sections of 88Sr at En = 10 – 86.6 keV with an
accuracy less than 9% except for small cross section region (13.6 – 19.2 keV). The obtained
capture cross sections were compared with previous experiment data and evaluated data of
JENDL-3.3, ENDF/B-VI and ENDF/B-VII.
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Sample 88Sr 197Au
Chemical form SrCO3 Au
Physical form powder disk

Chemical purity [%] 99.90 99.99
Weight [g] 8.392 46.17

Isotopic composition [%]
84Sr < 0.01 –
86Sr 0.02 –
87Sr 0.08 –
88Sr 99.9 –

197Au – 100
Net weight of sample [g] 4.982 46.17

Diameter [mm] 55 55
Thickness [mm] 4.2 1
×10−3 [atoms/b] 1.437 5.939

Table 1: Characteristics of samples.

Energy Range [keV]
Gate 1 10.0 – 13.6
Gate 2 13.6 – 19.2
Gate 3 19.2 – 26.0
Gate 4 26.0 – 33.9
Gate 5 33.9 – 44.5
Gate 6 44.5 – 86.8

Table 2: Setting of TOF gates.

Average neutron energy Capture cross section
(energy range) [keV] [mb]
11.6 (10.0 – 13.6) 52.7 ± 3.6 (6.9%)
16.7 (13.6 – 19.2) 2.55 ± 0.65 (25%)
23.6 (19.2 – 26.0) 10.6 ± 0.88 (8.3%)
29.7 (26.0 – 33.9) 9.4 ± 0.63 (6.7%)
38.9 (33.9 – 44.5) 4.37 ± 0.38 (8.9%)
62.7 (44.5 – 86.8) 4.83 ± 0.27 (5.6%)

Table 3: Derived neutron capture cross sections of 88Sr.
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Figure 1: Incident neutron spectrum measured
with the 6Li-glass scintillation detector.

Figure 2: TOF spectra measured with the γ-
ray spectrometer for (a) 88Sr, (b) 197Au and (c)
blank runs.

Figure 3: PH spectra measured with the γ-ray
spectrometer for the foreground and background
gates.

Figure 4: Derived neutron capture cross sec-
tion of 88Sr with experimental data of Boldeman
el al. [10] and evaluated data of JENDL-3.3,
ENDF/B-VI and ENDF/B-VII.
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Figure 5: Derived capture γ-ray spectra of 88Sr for all TOF gates.
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The objective of this study is to verify nuclear data on delayed neutron through integral test 

with multigroup data libraries and delayed neutron data based on JENDL-3.3 and ENDF/B-VII.0. 

We performed calculation by mixing multigroup data libraries and delayed neutron libraries 

from JENDL-3.3 and ENDF/B-VII.0 in order to know effects of the differences between 

JENDL-3.3 and ENDF/B-VII.0 based delayed neutron data. 

Introduction
Although only a very small fraction of the fission neutrons are delayed (less than 1%), 

delayed neutrons are very vital for the effective control of the fission chain reaction. In fact, it is 

rather difficult to measure effective delayed neutron fraction with experiments, so it is important 

to get precise calculation values of effective delayed neutron fraction which has been one of the 

concerns in nuclear field. In effective delayed neutron fraction calculations, there are two 

important aspects contribute to the calculation results which are nuclear data used for calculation 

and calculation methods.  

2. Calculation Methods 

Calculations are performed by mixing multigroup data libraries and delayed neutron 

libraries from JENDL-3.3 and ENDF/B-VII.0 in order to know effects of the differences between 

JENDL-3.3 and ENDF/B-VII.0 based delayed neutron data.  

Table 1.  Four cases calculation scheme 

CASE DELAYED NEUTRON DATA LIBRARY MULTIGROUP DATA LIBRARY 

1 ENDF/B-VII.0 ENDF/B-VII.0 

2 JENDL-3.3 JENDL-3.3 

3 ENDF/B-VII.0 JENDL-3.3 

4 JENDL-3.3 ENDF/B-VII.0 
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Effective delayed neutron fraction calculations are performed by using a code system 

SLAROM-UF/CBG (Chiba.G) [1] for deterministic method for several different nuclear systems: 

GODIVA: bare core with uranium-235 fuel. 

JEZEBEL: bare core with plutonium-239 fuel. 

SKIDOO (JEZEBEL-233): bare core with uranium-233 fuel. 

JEZEBEL-240: bare core with plutonium-239 fuel and 20% plutonium-240. 

TOPSY: reflective core with uranium-235 fuel.   

POPSY: reflective core with plutonium-239 fuel. 

FLATTOP23: reflective core with uranium-233 fuel. 

This deterministic procedure is then verified through a comparison with Monte Carlo 

solution under a consistent definition of eff. In this study we used the MVP code: General 

purpose Monte Carlo codes for neutron and photon transport calculations based on continuous 

energy and multigroup methods (Nagaya.Y, et al) [2]. 

3. Calculation Results

Calculations are performed by using the SLAROM-UF/CBG code system with delayed 

neutron library and multigroup data library based on JENDL-3.3 and ENDF/B-VII.0 for four 

cases calculation schemes described in Table 1. Table 2 shows calculation values of effective 

delayed neutron fraction for each case.   

Table 2.  Effective delayed neutron fraction values for neutron library and multigroup data library 

based on JENDL-3.3 and ENDF/B-VII.0  

REACTOR 
JENDL-3.3 (Multigroup) ENDF/B-VII.0 (Multigroup) 

JENDL-3.3 ENDF/B-VII.0 JENDL-3.3 ENDF/B-VII.0

GODIVA 0.00633  0.00640  0.00642  0.00650  

JEZEBEL 0.00183  0.00184  0.00183  0.00185  

SKIDOO 0.00291  0.00293  0.00293  0.00294  

JEZEBEL-240 0.00189  0.00190  0.00191  0.00192  

POPSY 0.00282  0.00278  0.00282  0.00278  

TOPSY 0.00679  0.00682  0.00687  0.00690  

FLATTOP-23 0.00379  0.00374  0.00380  0.00374  

In order to compare nuclear data libraries used, it is important to then considering effect of 

difference between delayed neutron data obtained from calculations as shown in Table 3.  
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Table 3.  Differences between effective delayed neutron values obtained based on  

JENDL-3.3 and ENDF/B-VII.0 

REACTOR JENDL-3.3-based ENDF/B-VII.0-based 

GODIVA 1.21% 1.22% 

JEZEBEL 0.84% 0.85% 

SKIDOO 0.57% 0.33% 

JEZEBEL-240 0.42% 0.46% 

POPSY 1.40% 1.37% 

TOPSY 0.38% 0.40% 

FLATTOP-23 1.31% 1.42% 

The differences lies within 1.4% for Godiva, Popsy and Flattop-23, and less than 1% for 

others with multigroup data performed based on JENDL-3.3 and ENDF/B-VII.0. This effect of 

differences obtained from each delayed neutron data based were small and neglectable 

Comparison between calculation values and experiment results shows that eff values for 

reflected cores (Popsy, Topsy, Flatop23) which are calculated based on both JENDL-3.3 and 

ENDF/B-VII.0 libraries take larger C/E values than for bare cores (Godiva, Jezebel, Skidoo) 

regardless of the fuel composition as shown in table 4. 

Table 4.  C/E values for eff values obtained by JENDL-3.3 and ENDF/B-VII.0 

REACTOR 
JENDL-3.3 (Multigroup) ENDF/B-VII.0 (Multigroup) 

JENDL-3.3 ENDF/B-VII.0 JENDL-3.3 ENDF/B-VII.0

GODIVA 0.960  0.972  0.974  0.986  

JEZEBEL 0.943  0.951  0.945  0.953  

SKIDOO 1.005  1.010  1.010  1.013  

POPSY 1.022  1.007  1.022  1.008  

TOPSY 1.021  1.025  1.033  1.037  

FLATTOP-23 1.052  1.038  1.054  1.039  

During this study we found that eff values calculated by Monte Carlo-based methods 

include calculation errors.  

Standard definition method analytically calculates eff values, so we can consider that this 

method does not have error in calculation method, meanwhile Monte Carlo method (in this case 

is Van der Marck method) needs some approximations to obtain eff values which lead to have 
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some errors in calculation method as shown in table 5. This calculation error could leads to 

misunderstanding in discussion in nuclear data accuracy, in this case is benchmark result for 

ENDF/B-VII.0 [3]. 

Table 5.  Differences between values obtained by Standard Definition and Van der Marck method 

REACTOR 
Differences of Van der Marck Method  

(MVP + JENDL-3.3) 

GODIVA 4.67% 

JEZEBEL 6.63% 

SKIDOO 5.22% 

JEZEBEL-240 7.66% 

POPSY 4.13% 

TOPSY 4.92% 

FLATTOP-23 4.34% 

4. Comparison with JENDL ACTINOID FILE-2008 

In JENDL Actinoid File-2008 library [5], delayed neutron data for uranium-233 was revised. 

Effective delayed neutron fraction calculations are performed for Skidoo and Flattop-23 which 

fuel contains U-233 by using delayed neutron data library based on JENDL Actinoid File-2008 

and multigroup data library based on JENDL 3.3 and ENDF/B VII.0. 

Table 6.  C/E values for eff values obtained by JENDL ACTINOID FILE-2008

REACTOR JENDL-3.3-based ENDF/B-VII.0-based 

SKIDOO 0.933  0.938  

FLATTOP-23 0.998  1.000  

Comparison between result obtained by JENDL Actinoid File-2008 and experiment data, 

which is shown in table 6, shows similar pattern that for reflected core (Flattop-23) C/E values 

takes higher value than for bare core (Skidoo), but compared with JENDL-3.3 and ENDF/B-VII.0, 

eff values which obtained by using JENDL Actinoid File-2008, has closer values with experiment 

data for Flattop-23 but not for Skidoo. 

5. Comparison between CBG and MVP 

eff calculation was performed by using SLAROM-UF/CBG (Chiba. G) for deterministic 

method and MVP for Monte Carlo method. 
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In the deterministic procedure, effective 70-group cross sections are generated with the 

SLAROM-UF code and UFLIB.J32. With the cross sections, one dimensional neutron transport 

calculations were performed with discrete ordinates solver CBG/SNR. Scattering anisotropy is 

considered up to P3 and S24 Double Gaussian level symmetric angular quadrature set it used. 

In order to compare calculation results obtained by the CBG code and the MVP code, eff

calculated by using Van der Marck method [4]. Klein Meulekamp and Van der Marck proposed 

to use number of fission reactions to calculate eff values. In this method, the expected number of 

fission reactions in the next generation is utilized instead of Ԅା as conventional adjoint function 

for the weight function in the calculations of eff. And it can simply written as  

βୣ ൌ ۄமబశ,Fமۃۄமబశ,βFமۃ   where importance function defined as ܣାԄା ൌ Σ  (1) 

with F is an operator of fission yield, F߶ ൌ  χ ν  ∑ ሺܚ, E, tሻ∞ ߶ሺ࢘, ,ܧ .ሻ dEݐ

Table 7 shows comparison between effective delayed neutron fractions calculated with Van 

der Marck method by using CBG and MVP code. 

Table 7.  Comparison between calculation results obtained by CBG and MVP 

REACTOR CBG MVP DIFFERENCES 

GODIVA 0.00660  0.00662  0.261% 

JEZEBEL 0.00194  0.00195  0.327% 

SKIDOO 0.00307  0.00307  0.265% 

JEZEBEL-240 0.00201  0.00204  1.120% 

POPSY 0.00274  0.00270  1.525% 

TOPSY 0.00645  0.00646  0.151% 

FLATTOP-23 0.00363  0.00362  0.203% 

Effective delayed neutron fraction values obtained from the CBG code and the MVP code by 

using Van der Marck method consistently agree each other for simple sphere geometry systems 

and reflective sphere geometry systems. The differences are small and lies within 1.6% for all 

cases calculated and we could confirm that eff calculated by Van der Marck method is consistent 

with eff weighted by the importance function defined in equation (1). 

6. Conclusions 

From our calculation results, we obtained that effect of difference between eff values 

calculated by using delayed neutron data based on JENDL-3.3 and ENDF/B-VII.0 were 

small.

－ 155 －

JAEA-Conf 2009-004



C/E values for reflected cores which calculated based on both JENDL-3.3 and an 

ENDF/B-VII.0 library has higher values compared with bare cores, regardless to the fuel 

composition.

eff values calculated by Monte Carlo-based methods include calculation error which leads 

to misunderstanding in discussion in nuclear data accuracy, in this case is benchmark 

result for ENDF/B-VII.0  

For all cases, simple bare sphere systems and reflective sphere systems, calculation results 

obtained from CBG code and MVP code has good agreement, with differences lies within 

1.6%. 
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Integral benchmark experiments with D-T neutrons were reconsidered from the viewpoint of nuclear 

data benchmarking in MeV energy region. In order to verify nuclear data in the MeV region with D-T neutrons 

efficiently, usage of a neutron spectrum shifter was proposed. To estimate the effectiveness of the shifter, the 

energies of neutrons before the last collision were calculated by using MCNP for the experimental system at the 

FNS facility of JAEA. Contributions from four neutron energy regions, i.e., more than 10 MeV, 1-10 MeV, 0.1-1 

MeV, and less than 0.1 MeV, before the last collision to the calculated leakage neutron and gamma-ray spectra at 

the detector were calculated for a LiAlO2 sample with Be, D2O, or 7LiD spectrum shifter. It was shown that the 

spectrum shifter could be important for LiAlO2 especially for the leakage gamma-ray benchmark experiments. 

1. Introduction

    Lithium aluminate (LiAlO2) and lithium titanate (Li2TiO3) are regarded as promising advanced 

breeder materials for a D-T fusion reactor. Evaluated nuclear data for these materials, which are exposed to 

heavy neutron irradiation in the reactor, are necessary to design the reactor. Integral benchmark experiments with 

D-T neutrons have been conducted so far to confirm reliability of the nuclear data on these materials at the 

Fusion Neutronics Source (FNS) facility of JAEA, Japan [1]. However, these experiments have not always been 

sufficient for nuclear data benchmarking in MeV energy region, below 10 MeV. In order to investigate the 

effectiveness of the experiments in the MeV region, the energies of neutrons inducing nuclear reactions at the 

last collision which emit neutrons or gamma-rays to be detected by the detector have been investigated for the 

experimental system at FNS by using the Monte Carlo code MCNP-4C [2]. In the previous analysis [3], the ratio 

of the amount of MeV energy neutrons to that of 14 MeV neutrons contributing to the calculated leakage neutron 

or gamma-ray spectra has been calculated for a Li2TiO3 sample. To validate nuclear data in the MeV region, it 

has been revealed that D-T neutrons incident to the sample have to be moderated to increase the ratio of the 

amount of MeV energy neutrons to that of 14 MeV neutrons. Therefore, usage of a neutron spectrum shifter has 

been proposed, which is placed between a sample and the D-T neutron source. We have also analyzed the effect 

of three shifter materials of Be, D2O and 7LiD for Li2TiO3 in the previous analysis [3]. The previous analysis 
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Fig. 1 Schematic drawing of the experimental configuration 
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suggested that the Be shifter was effective especially for the leakage gamma-ray experiments and reduced the 

experimental time from the standpoint of benchmark in the MeV region. However, it has not been clear how low 

energy neutrons at the last collision contribute to the calculated spectra, because contributions to the calculated 

spectra only from two neutron energy regions, more than 10 MeV and less than 10 MeV, before the last collision 

were investigated. In this analysis, we analyzed the contributions from four neutron energy regions, i.e., more 

than 10 MeV, 1-10 MeV, 0.1-1 MeV, and less than 0.1 MeV, before the last collision to the calculated spectra for 

a LiAlO2 sample with Be, D2O, or 7LiD spectrum shifter. 

2. Analysis with the Monte Carlo code MCNP 

Figure 1 shows the experimental configuration for the leakage neutron spectrum measurement at FNS. 

The feature of the system is that a large amount of materials as a collimator or shield is placed in front of the 

detector to prevent direct injection of neutrons from the neutron source. Therefore, the detector views only a part 

of the sample. The configuration for the leakage gamma-ray spectrum measurement is similar to that for the 

leakage neutron, although the gamma-ray shield is a little improved. The configuration was modeled precisely, 

and the spectrum calculation was performed for the scattering angle of 24.9 degree by MCNP-4C [2] with the 

evaluated nuclear data library JENDL-3.2 [4]. The neutron source spectrum evaluated at FNS was used as the 

neutron source condition.  

A spectrum for an energy which a neutron has before the last collision was calculated by the modified 

point detector tally of MCNP as described below. Figure 2 shows an example of a history for a neutron incident 

to a sample. In the history, a neutron collision occurs at P1 and is scattered to P2. The neutron is scattered again 

and escapes to the outside of the system. A photon produced at P2 is scattered at P3 and escapes to the outside. 

Then, the history is terminated. The spectra at the detector are calculated from many histories by the summation 

of contributions to the detector at every scattering point. In the case of Fig. 2, Cn(i) and Cp(i) (where, i = 1, 2) are 

counted as contributions for neutron and photon, respectively. The spectrum of neutrons before the last collision 

can be obtained by replacing the energy corresponding to the contribution of Cn(1) with En(1) and that of Cn(2) 
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with En(2) for neutrons, and also replacing that of Cp(1) with En(2) and that of Cp(2) with En(2) for photons in the 

calculation. The contributions from four regions of the neutron energy before the last collision to the calculated 

leakage neutron and gamma-ray spectra were calculated: more than 10 MeV, 1-10 MeV, 0.1-1 MeV, and less than 

0.1 MeV. The calculations were carried out for a LiAlO2 sample with Be, D2O, or 7LiD spectrum shifter, and the 

results were compared with those for Li2TiO3 [3].  

The sizes of the sample and spectrum shifter are shown in Fig. 3 and are also listed in Table 1 with their 

results. In Fig. 3-(a), the spectrum shifter is placed so as to avoid direct injection of neutron or gamma-ray from 

the shifter to the detector. In Fig. 3-(b), the direct injection exists because the detector can view the shifter 

through the sample. The configuration in Fig. 3-(b) was adopted only in the calculation of the leakage 

gamma-ray spectrum with a Be shifter, because the production of photon is little in the shifter and the direct 

gamma-ray injection from the shifter is estimated to be very small. Calculations for types (a) and (a’) in Table 1 

were performed without the shifter. Those of types (b)-(d) were performed with the shifter configuration shown 

in Fig. 3-(a), and those for types (e) and (e’) with that in Fig. 3-(b). That for type (f), which was the case that the 

sample area was 30.0  30.0 cm2 instead of 40.0  40.0 cm2 in type (a), were also performed. All calculations 

except for type (g) were calculated on the configuration in Fig. 1. Only calculation for type (g) was performed 

without the collimator, so that the direct neutron injection from the D-T neutron source could occur. Types 

(a)-(g) were calculated for the LiAlO2 sample, and types (a’) and (e’) for Li2TiO3.

14 MeV
Neutron
Source

sample

Neutron
Photon
Contribution to 
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Ep(1)

Ep(2)

Cn(1)
Cn(2)

Cp(1)

Cp(2)

P1

P2

P3

Fig. 2 History of an incident neutron 

Fig. 3 Sample and shifter arrangements; (a) and (b) 
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3. Results and discussion 

Examples of the neutron spectrum before the last collision and the calculated spectrum at the detector 

were shown in Fig. 4; (A) for the leakage neutron spectrum and (B) for the leakage gamma-ray spectrum. In both 

(A) and (B), (1) neutron spectrum before the last collision and (2) partial spectra corresponding to partial 

contribution of the calculated spectrum for four regions of neutron energy before the last collision, i.e., more 

than 10 MeV (closed circle), 1-10 MeV (open triangle), 0.1-1 MeV (closed square), less than 0.1 MeV (open 

diamond) were shown. The solid line is the summation, which is the calculated spectrum at the detector. For sake 

of simplicity, results of the ratio of contribution of 14 MeV neutrons, which were evaluated as the percentage of 

14 MeV components by integrating the spectrum before the last collision for energy more than 10 MeV, for 

various sizes of the samples and shifters were summarized in Table 1. The ratio of estimated experimental time, 

which is defined as the integral count of the spectrum divided by that of the case of a 10.0 cm sample in the 

calculation type (a), were also listed in Table 1. 

From Fig. 4 (A)-(2), it was found that neutrons in energy regions of 0.1-1 MeV and less than 0.1 MeV 

almost contributed to their own energy regions again. That means multiple collisions of neutrons in the energy 

regions could occur. Even in the energy region of 1-10 MeV, contribution from more than 10 MeV neutrons 

seems to be sufficiently smaller than that from 1-10 MeV neutrons. Although, in some cases in type (a), (f), (g) 

and (a’), contribution from more than 10 MeV neutrons exceeded that from 1-10 MeV neutrons in the energy 

region of 5-10 MeV in the calculated spectrum, increase in the thickness of the sample diminished sufficiently 

contribution from more than 10 MeV neutrons except for type (g) in which there existed direct injection from the 

neutron source. The effect could be seen as a decrease in the ratio of contribution of 14 MeV neutrons with the 

thickness in Table 1. And increase in the area of the sample would also be effective as seen in the results of types 

(a) and (f). However, increase in the thickness and area of the sample was not sufficient for the leakage 

gamma-ray benchmarking in the MeV region, because the contributions from neutrons less than 10 MeV to the 

gamma-ray spectrum were submerged by that from neutrons more than 10 MeV, or 14 MeV neutrons, as seen in 

Fig. 4 (B)-(2). To decrease the ratio of contribution from 14 MeV neutrons, the spectrum shifter was effective. 

The results of types (b)-(d) in Table 1 showed that the Be shifter was superior to others. Assuming that the ratio 

of contribution of 14 MeV neutrons was needed to be suppressed down to 50% for an effective benchmarking in 

the MeV region, a thick Be shifter, whose thickness was more than 20.0 cm, would be needed for the 10.0 cm 

thick LiAlO2 sample as shown in the result of type (e). It also seems that benchmark experiments for materials 

having small Z-number elements needs a thicker shifter from comparison between the results of types (a) and (e) 

and those of (a’) and (e’). Another advantage was that the Be shifter would reduce the experimental time in both 

leakage neutron and gamma-ray measurements, judging from the ratio of estimated experimental time having 

approximately the same ratio of contribution as 14 MeV neutrons in the results of types (a) and (b). It was also 

important that a large amount of collimator materials decreased the ratio of contribution of 14 MeV neutrons 

effectively as seen in the results of types (a) and (g).  
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4. Conclusion 

The effect of the spectrum shifter was analyzed from the viewpoint of nuclear data benchmarking in the 

MeV region. The ratio of contribution of 14 MeV neutrons was calculated in the leakage neutron spectrum and 

the leakage gamma-ray spectrum for LiAlO2 sample with Be, D2O or 7LiD spectrum shifter by using MCNP-4C 

code modified to obtain the neutron energy before the last collision. Increase in thickness and area of sample 

without shifter would suffice for neutron benchmarking in the MeV region. However, it was found that a large 

and thick Be shifter would be needed for the leakage gamma-ray benchmark experiment.  
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Table 1 Results of the ratio of contribution of 14 MeV neutron 

† is the case of shifter area 40.0 40.0 cm2 shown in Fig. 3 (b), * is the case of sample area 30.0 30.0 

cm2, # is the case without the collimator. (a’) and (e’) are the results for Li2TiO3 sample.

calculation
type 

sample 
thickness 

（cm）

shifter 
material   thickness

     （cm）

ratio of contribution of 
14 MeV neutron (%) 

neutron  gamma 

ratio of estimated 
experimental time 
neutron  gamma 

10.0 - - 74.2 87.0 1.00 1.00 
20.0 - - 56.8 82.9 1.70 1.07 
30.0 - - 45.2 80.9 3.34 1.69 

(a)

40.0 - - 37.5 79.5 7.03 3.17 
10.0 Be (1) 2.50 55.6 79.1 0.835 1.01 
10.0 Be (2) 5.00 49.7 76.2 0.886 1.16 
10.0 Be (3) 7.50 48.1 74.9 1.08 1.42 
10.0 Be (4) 10.0 45.7 73.6 1.33 1.69 

(b) 

10.0 Be (5) 12.5 44.2 73.1 1.43 1.77 
10.0 D2O (1) 2.50 63.8 82.8 0.963 0.946 
10.0 D2O (2) 5.00 59.8 81.1 1.05 1.01 
10.0 D2O (3) 7.50 58.7 80.3 1.22 1.14 
10.0 D2O (4) 10.0 57.1 79.9 1.43 1.27 

(c)

10.0 D2O (5) 12.5 56.0 79.7 1.52 1.31 
10.0 7LiD (1) 2.50 62.7 80.3 0.943 1.01 
10.0 7LiD (2) 5.00 58.6 77.4 1.02 1.11 
10.0 7LiD (3) 7.50 57.5 76.3 1.20 1.31 
10.0 7LiD (4) 10.0 55.6 75.4 1.44 1.50 

(d) 

10.0 7LiD (5) 12.5 54.4 75.2 1.54 1.56 
10.0 Be 15.0 - 58.6 - 1.82 
10.0 Be 17.5 - 56.7 - 2.12 (e)† 
10.0 Be 20.0 - 54.4 - 2.47 
10.0 - - 75.4 87.6 1.02 1.05 
20.0 - - 61.1 84.3 1.84 1.19 
30.0 - - 52.2 82.4 4.02 2.05 

(f)* 

40.0 - - 46.0 80.3 9.60 4.40 
10.0 - - 86.2 88.3 0.0387 0.0797 
20.0 - - 76.1 84.9 0.0726 0.0785 
30.0 - - 72.1 83.9 0.112 0.101 

(g)# 

40.0 - - 73.9 84.1 0.140 0.132 
10.0 - - 67.8 81.3 - - 
20.0 - - 45.8 76.2 - - 
30.0 - - 32.9 73.7 - - 

(a’) 
for Li2TiO3

sample 
40.0 - - 25.1 72.2 - - 
10.0 Be 15.0 - 53.5 - - 
10.0 Be 17.5 - 51.2 - - 

(e’)† 
for Li2TiO3

sample 10.0 Be 20.0 - 49.6 - - 
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A theoretical model analysis is applied to deuteron breakup and stripping reactions on Li at incident 
energies of several tens of MeV. The continuum discretized coupled channels (CDCC) approach and Glauber 
model are used to describe elastic breakup and stripping processes, respectively. Both methods use the same 
phenomenological nucleon optical potential as input, and have no other free parameters. Our results provide an 
overall good description of experimental double differential (d,xn) cross sections at forward angles, and clarify 
that the stripping process is more important than the elastic breakup process. 
 
 

1. INTRODUCTION 
Deuteron induced reactions on light nuclei such as Li and Be are used as accelerator-driven neutron 

sources for various applications. One of the applications is the International Fusion Material Irradiation Facility 
(IFMIF) as the material test facility for fusion reactor designs [1]. IFMIF includes an accelerator-driven 
deuteron-lithium neutron source for irradiation tests. Neutrons up to about 55 MeV will be produced by two 
125 mA beams of 40 MeV deuterons bombarding a thick target of flowing liquid lithium. Knowledge of the 
nuclear interaction of deuterons with materials is indispensable for estimating neutron yields and induced 
radioactivities in the engineering design of such neutron sources and accelerator shielding. From this point of 
view, reliable nuclear data of deuteron-induced reactions on various nuclei are currently required, and it is of 
great interest to investigate the reaction mechanism up to 50 MeV in detail. 

In the deuteron induced reactions on Li, neutrons are produced by various reaction processes, such as 
deuteron breakup and proton stripping processes, sequential neutron emission from highly excited compound 
and residual nuclei, and so on. Neutron spectra observed at forward angles show a distinct broad peak at 
approximately half the incident energy [2]. This suggests the importance of deuteron breakup reaction in the 
direct processes, namely, deuteron elastic breakup and proton stripping, which are expected to contribute to 
major neutron production at higher energies. In the past works [3,4], these processes in the d + Li reaction were 
treated by using semiclassical models such as the modified INC model [3] and the Serber model [5]. Since the 
incident energy of interest here is relatively low, more sophisticated quantum mechanical approaches will be 
suitable to enhance our understanding of the Li(d, xn) reaction. 

The purpose of this work is to analyze the Li(d, xn) reaction [2]. We propose to apply the CDCC 
method to the elastic breakup process and the Glauber model to the stripping process in the calculation of direct 
processes of Li(d, xn) reaction [2] in this paper. As one of the three-body quantum mechanical approaches, the 
CDCC method [6,7] can deal with the deuteron breakup processes explicitly using a three body Hamiltonian in 
which the nucleon-nucleus interaction is represented by the optical model potential (OMP) at half the deuteron 
incident energy and an effective nucleon-nucleon potential is used for the p-n interaction. The nucleon-OMP is 
only the input in the CDCC calculations. The former works show that the CDCC method describes well the 
deuteron induced elastic scattering [6] and the elastic breakup process [7]. Now, d + 6,7Li elastic scattering can 
be described well using the CDCC method with the proper nucleon-6,7Li OMP, extended Chiba OMP [8] as 
well. With this OMP, 6,7Li(d, np) can also be described properly. On the other hand, no full quantum approach 
can describe the stripping process satisfactorily till now. Meanwhile, the Glauber model [9-13] can describe the 
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reaction cross section and the momentum distribution of stripping process of the halo nuclei successfully. Since 
both the deuteron and a halo nucleus have very similar properties, low binding energy and only one bound state, 
we introduce the Glauber model to describe deuteron stripping process. 

In the following sections, we first discuss the applicability of the Glauber model, and then the 
formulism is outlined. Next, the Li(d, xn) reaction at 40 MeV is analyzed using both the CDCC method and 
Glauber model. Finally, the conclusions are given. 
 

2. Glauber model 
The Glauber model, which is a semi-classical approach, can calculate some important variables by 

assuming the eikonal and adiabatic approximations. The eikonal approximation means that the projectile passes 
in the field of the target nucleus following a straight line trajectory. The adiabatic approximation means that the 
interaction between a projectile and a target does not affect the internal states in the projectile. 

The eikonal approximation requires a condition where the wavelength of the projectile is short 
compared with the effective range of the potential between the projectile and the target. This condition can be 
expressed in terms of the relative wave number between the projectile and the target, k, and the interaction 
range, a, as shown below: 

1>>ka .       (1) 

Then, the eikonal approximation also needs relatively high incident energy, Ein, compared with the potential 
depth, V0, as 

0in VE >> .       (2) 

In the case of the d + 7Li reaction at 40 MeV, the first condition is satisfied reasonably well, because of   

13.6)73.123.1(53.1)( 3/13/1
Li >>≈×+××=+= RRkka d . (3) 

The second one is satisfied with larger relative distance between the center points of d and Li, r, as shown in 
Fig. 1, and fails in the interior region. However, the effect on the cross sections from the interior region is much 
smaller than those from the outer region, because the breakup processes take place mainly in the peripheral 
region. And our analysis leads to the same conclusion as shown in Fig. 2, where  is the integrated cross 
section with orbit momentum . The largest contribution appears at ka. 
 Since the eikonal approximation is satisfied and the adiabatic approximation has no special 
requirement, the Glauber model is applicable to the analysis of the d + Li reaction at 40 MeV. 
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−=
2

00
)(

001 ψψσ χ bi
R ebd ,    (4) 

where 00 is the wavefunction of the deuteron ground state, b is the impact parameter and  is the phase-shift 
function. With the eikonal approximation, the phase-shift can be connected with d-nucleus OMP by the 
following simple formula: 

( )+∞

∞−
+−= 22

OMP
1)( zbVdzb
υ

χ ,    (5) 

where z is the axis along the deuteron incident direction and  is the relative velocity. Because the deuteron is a 
composite nucleus, the Few-Body Glauber (FBG) model [13] may be applied to calculate the optical phase-
shift (i.e., elastic S-matrix) for d-nucleus scattering. In the FBG model, the total phase-shift is given as the sum 
of the phase-shifts for the scattering of all projectile constituents as shown below: 

)]()(exp[)(
nnAppA

bi bibie χχχ += ,    (6) 
where bp and bn are the coordinator projections of proton and neutron perpendicular to the z direction, 
respectively, and A stands for the target nucleus. According to Eqs. (2) and (3), the total phase-shift can be 
calculated using the nucleon OMP. There are two kinds of OMPs: the phenomenological OMP and the OMP 
constructed using Optical Limit (OL). In this paper, the former is chosen for the sake of simplicity and 
comprehensiveness. The “comprehensiveness” stands for the inclusive properties of the phenomenological 
OMP in which all nuclear interactions between the nucleons of deuteron and the target nucleons are included 
by fitting the experimental data. Meanwhile, the OL-OMP is based on the nucleon-nucleon (NN) scattering 
cross sections in free space. 

In the FBG theory, the total reaction cross section of d-nucleus collision, R, the proton stripping cross 
section, str

p, and the elastic breakup cross section, el.BU, can be formulated as follows: 
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Following Ref. [11], the differential cross section for the proton stripping process is given by  

( )
2

00
)(32)(2

3C3
str )(]1[

2
1)C.M.( ⋅−−= reerdebd

kd
d

nnA
C
nppA birkibi

p
n

p

ψ
π

σ χχ , (8) 

in the center-of-mass (C. M.) of p-n system, where kn
C is the neutron wave number and r is the relative distance 

between proton and neutron in the deuteron. The double differential cross section (DDX) can be given by 
transforming the Eq. (8) from the C.M. system to the Lab system:  

C
n

p
nn

nn

p

kd
dkm

ddE
d

3
str

2

L

LL
str )C.M.()Lab( σσ

=
Ω

,    (9) 

where d str
p(Lab) is the differential cross section in the Lab system, and En

L, kn
L, and n

L are the energy, the 
wave number, and the solid angle of the neutron in the Lab system, respectively. The neutron stripping cross 
section can also be calculated by exchange the subscriptions (p and n) in Eqs. (8) and (9). 
 To include all neutrons produced by the direct processes, we have to take into account the elastic 
breakup process. The cross section is well described by the CDCC method [7]. If the interference term is 
neglected, the DDX for neutron production in the Lab system is given by the sum of two components: 
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where the subscription, el.BU, stands for the elastic breakup process. The proton production cross section can 
also be calculated by replacing the subscriptions n (and p) by p (and n) in Eq. (10). 
 

3. Results and discussions 
 The theoretical model discussed above is applied to the analysis of 7Li(d, xn) reaction at 40 MeV. The 
advantage of this model is that the input is only the neutron OMP. Since Li is the target, the extended Chiba 
OMP [8] is used for calculations of both the CDCC method and Glauber model. The CDCC calculations are 
performed using the codes [7,15] developed in Kyushu University, and the Glauber calculations are given by 
the equations in the preceding subsection. In Fig. 3, the results are compared with experimental data [2]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  Double differential cross section of 7Li(d, xn) at 40 MeV 
 

 Because of limitation of the eikonal approximation, we plot those results only at forward angles up to 
20 degrees. It is found that the hump structure having a peak at the neutron energy around half of the incident 
energy is formed by the direct processes. It is clearly shown that the proton stripping process contributes much 
more than elastic breakup process. Our calculations can reproduce the hump seen in the experimental data well 
at forward angles smaller than 15 degree.  
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4. Conclusions 
 The deuteron breakup reaction on Li at 20 MeV/nucleon was analyzed by combining two theoretical 
tools, the CDCC theory for elastic breakup process and the Glauber model for stripping process. The theoretical 
calculations include no free input parameters except the nucleon OMP. It was found that the calculations 
reproduce the hump structure seen in the experimental energy spectra at forward angles fairly well at relatively 
low incident energies. From the analyses, it was clarified that the stripping process is more dominant than the 
elastic breakup process in these reactions.  

Since there is no experiments for (d, xn) or (d, xp) reactions on Li at deuteron energies higher than 40 
MeV, the analyze will be done in the future on the experimental data of 9Be(d,xp) at 100 MeV [17] with 
Coulomb interaction between proton and target included. Similar analyses of other targets will also be 
interesting. 
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      The neutron emission spectra were measured for the neutron induced reactions on beryllium at 
incident energy of 21.65 MeV using time-of-flight techniques. The measured TOF spectra were analyzed 
by detailed Monte-Carlo simulation and the cross sections were determined by comparing the measured 
TOF spectra with simulated ones. The cross sections were normalized to n-p scattering measurement. This 
paper gives the preliminary results of the elastic scattering angular distributions and part of the secondary 
neutron emission double-differential cross sections (DDXs). A theoretical model based on the 
Hauser-Feshbach and exciton model for light nuclei was used to describe the double-differential cross 
sections of n+9Be. The experimental data were compared with the results of calculation and other 
measurements.  

1.   Introduction 

      Special attention has been paid to the neutron data above 20 MeV due to the development of ADS 
and other neutron application fields such as fast neutron cancer therapy in recent years. Meanwhile, DDX 
is one of the most important nuclear data used in nuclear engineering, particular in design of nuclear 
device and neutron shielding. However, the experimental and evaluation data are very sparse. Up to now, 
most of DDX measurements performed are at around 14 MeV, while the DDX measurements are very 
scarce above 20 MeV. On the other hand, the results of theoretical calculation are discrepant from each 
other with different light nuclei reaction models. Therefore, the DDX measurements for light nuclei are 
necessary for checking and improving nuclear reaction models and nuclear data evaluations.  
      We have a project to measure the differential and double-differential cross sections (DX and DDXs) 
of secondary neutron emission for some light nucleus at the neutron energy between 20 and 30 MeV at the 
China Institute of Atomic Energy (CIAE). 
      As an important material in fusion technology, beryllium has been used in various forms in a 
number of tritium breeding blanket designs [1]. In this work, the elastic scattering angular distributions and 
DDXs of n+9Be have been measured at 21.65 MeV incident neutrons energy. Up to now, no measured 
DDX data for 9Be in the energy region above 20 MeV were reported in the literature, only one published 
DX data at 21.6 MeV can be found. Which were measured by N.Olsson et al. [2]. 

------------------------------------------------------------- 
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               Fukuoka 816-8580, Japan.  E-mail: lan@aees.kyushu-u.ac.jp
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2.   Experiment 

      The experiment was performed with the Multi-detector Fast Neutron TOF Spectrometer at the 
HI-13 Tandem Accelerator at China Institute of Atomic Energy (CIAE). Mono-energetic neutrons of 21.65 
MeV were produced by the T (d, n) 4He reaction with a tritium gas target. The equipment and its 
application were extensively described in ref [3] [4]. And only a brief description will be given here. The 
diagram of the spectrometer is shown in Fig. 1. 

  

Fig. 1. Schematics view of the Multi-detector Fast Neutron TOF Spectrometer in CIAE. 

      A hollow cylindrical beryllium sample with the outer size of φ 25×40 mm and the hollow size of 
φ10 mm was used in the experiment. To normalized the measured cross sections a cylindrical polyethylene 
sample with diameter 30 mm and length 40 mm was used, during the experiment the samples were 
suspended with a thin thread in the ion-beam direction at a distance of 17.5 cm in front of the gas target 
and with the symmetry axis perpendicular to the scattering plane. 
      The spectra of the emission neutrons were measured in steps of 50 in the angular interval 150~1500. 
The parameters of the projectiles, tritium gas target and detectors are listed in Table 1. 
      For runs of measurement with gas in (sample in and out) and gas out (sample in and out) were 
performed for each angle during the experiment. All events from the four detectors (three main detectors 
and one monitor) were recorded by list mode. For each event, there are three parameters which are PH, 
PSD and TOF. PH and PSD are used for the detection threshold determination and γ−n discrimination. 

3.   Data reduction and theoretical calculation 

      The data analysis was briefly described as the following steps: 
      From the measured raw spectra (gas in, gas out, sample in and sample out), the net spectra were 
determined including the uncertainty propagation. Other relevant data such as gamma positions, neutron 
detection threshold, monitor count rates, channel width of time-to-amplitude converters (TAC) are also 
obtained. 
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     TOF spectra were calculated by a realistic Monte-Carlo simulation with the code STREUER [5].  
The code was developed in PTB Braunschweig/Germany and extensions have been made for CIAE's 
experimental conditions. The cross sections used in the Monte-Carlo simulation are taken from an 
evaluated data file (usually from ENDF/B-VI). The simulated TOF spectra would be obtained with 
inclusion of the differential non-linearity of the TACs, the proper detection efficiencies and the proper 
folding parameters. The folding function is a combination of a Gaussian function and the time response 
function of the neutron detectors. The time response function is calculated by Monte-Carlo method. 

Table 1. Experimental parameters 

Projectile
deuteron energy 5.8 MeV
averaged current ≈ 0.4 μA
pulse width (FWHM) ≈ 2.0 ns
repetition frequency 2 MHz

Tritium gas target
Tritium gas chamber
length 30 mm
diameter 10 mm
gold backing 0.5 mm
molybdenum entrance foil 10 μm
gas pressure 2.1 atm.
neutron energy ≈ 22 MeV
Helium gas chamber
length 20 mm
diameter 10 mm
molybdenum entrance foil 10 μm
gas pressure 0.3 atm.

Detectors
3 main detectors BC501A
scintillator diameter 12.7 cm
scintillator length 5.08 cm
flight path ≈ 6.0 m
angle with beam axis 15.0-150.0 deg
electron threshold 0.47 MeV

monitor Stilbene crystal
scintillator diameter 3.0 cm
scintillator length 3.0 cm
flight path ≈ 6.0 m
angle with beam axis 60.0 deg
electron threshold 0.30 MeV

     
      The measured and simulated TOF spectra were compared for the n-p scattering realized with a 
polyethylene sample. These ratios deduced from the comparison were used for normalization; all 
calculated TOF spectra were normalized to measured ones, its means that the ratios became unity. Thus, 
the derived cross sections are normalized with the elastic scattering on hydrogen.  
      Measured and calculated TOF spectra of the beryllium sample were compared with respect to 
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specific scattering fractions, with respect to the elastic peak or to the inelastic peak or to the windows for 
different neutron emission energies of the continuum. These ratios of measured to calculated fractions are 
used to obtain differential and double-differential cross sections determined in this way is fitted by a 
Legendre polynomial expansion. 
      The results of the Legendre polynomial fitting were used to improve the input data of the 
Monte-Carlo simulation (it replaces the data from evaluation). In this way, the data were iteratively refined 
so that the measured and calculated TOF spectra were agree with each other within their experimental 
uncertainties. Thus, the experimental results can be obtained from the last iteration. 
      The uncertainties due to the statistical uncertainty, the neutron detection efficiency (3%), the 
scattering angle (0.5%), the normalization (1%) and the correction for multiple scattering (5%) have been 
taken into account, including their correlation. 
      To describe the neutron induced reaction behavior of n + 9Be reaction, A theoretical model based on 
the Hauser-Feshbach and exciton model for light nuclei was used. In this model, the pre-equilibrium 
emission from compound nuclei to the discrete levels of the residual nuclei, the angular momentum 
dependent exciton model as well as the accurate kinematics was considered for all kinds of reaction 
processes. More detail information of this code (LUNF) were described in ref [6][7][8].  

4.   Preliminary results 

       Differential and double-differential cross sections have been obtained at 24 angles in the range 
between 15 degree and 150 degree. Fig. 2 shows our measured elastic differential cross sections for 9Be at 
21.65 MeV comparing with the LUNF calculation and other measurements [2].  
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Fig. 2. Result of elastic scattering differential cross sections comparing with calculation and other measurements. 

          Part of the DDXs results are shown in Figure 3. In our data analysis, the elastic peak was 
excluded. Therefore the determined DDXs only contain the continuum part of the data. Figure 4 shows the 
measured secondary neutron emission spectra comparing with the calculation. It can be seen that in general 
the agreement between the theoretical calculation and the measurement is good, especially at the 
continuum part.  
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Fig. 3.  DDXs results at five degrees, comparing with theoretical calculations 

5.   Summary 

       Differential and double-differential cross sections were measured for 9Be at 21.65 MeV incident 
neutrons energy using the Multi-detector Fast Neutron TOF Spectrometer at the HI-13 Tandem Accelerator 
in China Institute of Atomic Energy (CIAE). The measured data were analyzed by detailed Monte-Carlo 
simulation. The statistical reaction model and the angular momentum dependent exciton model were 
applied to describe the neutron induced reaction processes. The preliminary results show that good 
agreement has been obtained between the experiment and the calculation. 
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The measurement of the thermal-neutron capture cross section and the resonance integral of 112Cd was performed by
the activation method. The 112Cd enriched samples were irradiated with and without a Gd shield for 48 hours. The
neutron flux components at the irradiation positions were measured by the Westcott’s convention. The rays from the
irradiated samples were measured by a Ge detector, and the amounts of the productions were obtained. The
thermal-neutron capture cross section and the resonance integral of 112Cd(n, )113mCd were derived from the information
on the amount of 113mCd and the neutron flux components.

1. Introduction
Since cadmium has the huge neutron capture cross-section, it is an effective substance as shield material. Therefore,

the cross-section data are important for the nuclear field. Cadmium-112 among cadmium isotopes shown in Figure 1
is one of the factors which generates 113mCd with the half-life of 14.1 yr[1] by the 112Cd(n, )113mCd reaction, and makes
cadmium shields radioactive, although the cross-section of 112Cd is small. As the measured value of the
thermal-neutron capture cross-section of 112Cd, there was only 43±10 (mb)[2] for the generation of 113mCd, and 2.2±
0.5 (b)[3] for the production of 113Cd. Thus, there are only a few of data. In advance of the detailed measurements,
the effective neutron capture cross-section of the 112Cd(n, )113mCd reaction was measured in order to check the
accuracy of the reported data. As the result of the
comparison with the past measured data and the
evaluated values, it was found that it was necessary
to measure the cross section again.[4] Then, the
experiment was planned to measure the
thermal-neutron capture cross-section and the
resonance integral of the 112Cd(n, )113mCd reaction.

Fig.1 Nuclear abundance and half-lives of Cd isotopes
2. Experiments

The 112Cd enriched (98.27±0.01 %) foil with thickness 50 m was used for the irradiation sample. Two pieces of a
Cd foil (about 8×8mm in size) were prepared, and their weight were 22.46 (mg) and 25.82 (mg), respectively. A set
of 197Au/ aluminum, 59Co/aluminum alloy wires, and Mo wire was used to monitor the neutron fluxes. One set of the
monitors was attached to each Cd sample.

To measure the resonance integral, one of the Cd samples was wrapped with 0.75 mm-thick Gd shield. The
thickness of the Gd foil was optimized in the neutron transmission. When the Gd foil with 0.75-mm thickness is used,
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its effective thickness is estimated as 1.5 mm in consideration of the geometric shape. The energy at which
transmission reduced by half can be estimated as 0.5 eV. Hence, the Gd foil with 0.75-mm thickness was chosen, and
the cut-off energy was set as 0.5 eV on this experiment.

The Cd samples w/o the Gd shield were irradiated for 48 hours in the middle of hydraulic irradiation equipment
(HR-2) of the JRR-3. After the irradiation, the gamma rays from the monitors and Cd samples were measured by a
high resolution Ge detector, of which performance was characterized by a relative efficiency of 25 % to a 7.6 cm×7.6
cm NaI(Tl) detector and an energy resolution of 2.0 keV full width at half-maximum (FWHM) at the 1.33 MeV peak
of 60Co. The peak detection efficiencies were determined with 152Eu and 60Co sources. The error of the detection
efficiency due to the uncertainties of the calibration source intensities was estimated as 2%. Radioactivities of the
irradiated samples were measured at a distance of 100.-mm from the center of the detector head.

Cadmium-114 (0.52±0.01%) contained in the Cd sample generated 115mCd (half-life : 44.6 days[1]) and 115gCd
(half-life : 53.46 hours[1]) via neutron capture reaction. An example of gamma-ray spectrum is shown in Figure 2.
Many rays due to 115mCd and 115gCd were observed. Then, the measurements were still performed to obtain the
cross sections of the 114Cd(n, ) 115m, 115gCd reactions. Since gamma rays from 115gCd generated a strong background
around the low energy region, the Cd samples were cooled for about two weeks to attenuate 115gCd which has blocked
measurement of 263-keV gamma ray from 113mCd. After the cooling, gamma-ray measurements of the Cd samples
w/o Gd shield were done for 2 and 4days, respectively. Since the background was reduced when the 115gCd decayed
out sufficiently, the 263-keV gamma ray was clearly observed as shown in Figure 3.

Fig.2 Gamma-ray spectrum of 115m, gCd without the Gd Fig.3 Gamma-ray spectrum of 113mCd without the Gd
20 days have passed from the irradiation. 33 days have passed from the irradiation.
Measurement time was 3 hours. Measurement time was 45 hours.

3.Analysis
The effective cross-section ˆ is defined by equating the reaction rate R to product of ˆ and n 0, where n 0 is the

"neutron flux" in Westcott’s convention [5] with the neutron density n, including thermal and epithermal neutrons, and
with the velocity of neutron 0 = 2,200 m/s, so that

ˆ0nR . (1)

When the cross-section departs from the 1/ law, a simple relation for ˆ can be obtained as:

epith GsTTrgG 0
2/1

00 )/(ˆ , (2)
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where 0 is the thermal-neutron capture cross-section; g is a function of the temperature related to departure of the
cross-section from the 1/ law; r is an epithermal index in Westcott’s convention.; T is neutron temperature and T0 is
293.6K; the quantity r(T/T0)1/2gives the fraction of epithermal neutron in the neutron spectrum; the Gthand Gepi denote
self-shielding coefficients for thermal and epithermal neutrons. The parameter s0 is defined by:

0

'
0

0
2I

s , (3)

where I0'is the reduced resonance integral, i.e. the resonance integral with the 1/ -component subtracted.
Substituting Eq.(3) into Eq.(1), the reaction rates can be written in simplified formsas:

,0210 epith GsgGR                (4)

for irradiation without the Gd shield, and

,'
0

'
2

'
1

'
0

'
epith GsgGR           (5)

for irradiation with the Gd shield. The 1and 1’are neutron fluxes in the thermal energy region, and the 2and 2
’are

those in the epithermal energy region. The 1, 2, 1’ and 2’ were determined using the 0 data cited in Ref.6 and
reaction rates Rand R’ of the monitor wires. Here the 1and 1’are neutron fluxes in the low (thermal) energy region.
The values of 1 and 2at the irradiation position were obtained by using the data of s0 and 0, and reaction rates R for
the monitor wires. The reaction rates were calculated
from peak counts of rays from 60Co, 198Au and 99Mo.
Figure 4 shows the experimental relation between R/ 0

and s0 obtained by the flux monitor wires. The
thermal-neutron flux at the irradiation position was 7.06
±0.25 ×1013 （n/cm2/s）. The slope of the solid line
gives the epithermal flux component, i.e. 2. Westcott’s
index [5] was only 0.5%; which means that the neutron
flux was well-moderated.

F
ig.4 Experimental relation between R/ 0and s0

obtained by the flux monitors.
From Eqs.(4) and (5), the quantity s0 is given by :

.
)(

)(
'''

22

''
1

'
1

0
epiepi

thth

GRRG
RRgGgGs (6)

The is obtained by substituting s0 into Eq.(4). The I0' is obtained using Eq.(3). The resonance integral I0 can be
expressed as:

,)/('
00 III (7)

where the term I(1/ ) is the 1/ contribution to the resonance integral above the Cadmium cut-off energy (ECd). The
term I(1/ is given by:

－ 177 －

JAEA-Conf 2009-004



,2)(1/ 0
0

0
0

Cd
Cd

E
E

g
E

dE

E E
E

gI (8)

where E0 is the thermal neutron energy; i.e. 0.0253 eV. The ECd for isotropic incidence of neutrons on a 0.75
mm-thick Gadolinium shield is estimatedas 0.5 (eV). For E0=0.0253 eVand ECd=0.5 eV, the 1/ contribution to the
resonance integral is estimated using Eq.(8) to be:

045.0)/1(I .  (9)
Then, the resonance integral I0 is given by

.45.0 0
'
00 II (10)

4. Results and Discussions
The reaction rates were calculated from the gamma-ray yields from each Cd sample. The results of the reaction

rates are listed in Table 1.

Table 1 Reaction rates obtained for the 112Cd(n, )113mCd and 114Cd(n, )115m,gCd reactions
Reaction Rate 114Cd(n, )115mCd

(×10-12 /s)

114Cd(n, )115gCd
(×10-11 /s)

112Cd(n, )113mCd
(×10-12 /s)

R without Gd 2.914±1.020 3.209±0.101 2.298±0.118
R’ with Gd 0.609±0.045 0.786±0.025 0.649±0.035

The results of the reaction rates were analyzed with the Westcott’s convention, and the thermal-neutron capture
cross-sections and the resonance integrals were derived. from these reaction rates and the neutron fluxes using Eqs.(4),
(6) and (10). Table 2 summarizes the present results for the thermal-neutron capture cross-sections and the resonance
integrals.

The systematic errors were taken into consideration as following items: a) the detection efficiency in the g-ray
measurements; b) the accuracy of the half-life data used in this analysis; c) the accuracy of the g-ray emission
probabilities; d) weight measurements of the samples.

Table 2 Present results for the thermal-neutron capture cross-section and the resonance integrals
114Cd(n, )115mCd 114Cd(n, )115gCd 112Cd(n, )113mCd

0 38.6±13.6 (mb) 0.41±0.02 (b) 28.1±2.1 (mb)
s0 13.1±3.2 21.0±4.7 30.0±7.4
I0 467±197 (mb) 7.8±1.8 (b) 760±193 (mb)

As for the 114Cd(n, )115m,gCd reaction, the total thermal-neutron capture cross-section was found to be 0,m+g= 0.45±
0.02 (b), the resonance integral 0,m+g= 8.3±1.8 (b) and Isomer ratio 0.086. The effective cross-section was measured
in the past was as 0.46±0.02 (b) [4], which was in good agreement with the present result within the limit of error.   

The evaluations by Mughabghab et al.[6]are 0= 0.34±0.02 (b) and the resonance integral =14.1±0.7 (b). There
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are large discrepancies among the measured and/or evaluated resonance integrals for the 114Cd(n, )115m,gCd reaction. It
seems that the 0 of 114Cd would be underestimated by ～30%.

As for the 112Cd(n, )113m,Cd reaction, the thermal-neutron capture cross-section was found to be 0,m= 28.1±2.1 (mb).
There is only one of data by Wahl, which is 43±10 (mb)[2] for the thermal-neutron capture cross-section. In
comparison with the past and present values, there would be a possibility that the past one would be overestimated no
less than 35%.

4. Conclusion
In terms of activation of shield material, the thermal-neutron capture cross section and the resonance integral of the

112Cd(n, )113mCd reaction were measured by the activation method. The present result for the 0 of the
112Cd(n, )113mCd reaction was 28.1±2.1(mb), which was much smaller than that by Wahl, 43±10 (mb)[2]. There
would be an overestimation by 35%. The cross sections were also measured for the 114Cd(n, )115m, gCd reactions.
The total thermal-neutron capture cross-section to 115Cd was found to be 0,m+g= 0.45±0.02 (b), and the resonance
integral was found to be I0,m+g= 8.3±1.8 (b). The evaluation by Mughabghab et al.[6] is 0= 0.34±0.02 (b). It
seems that the 0 of 114Cd would be underestimated by about 30%. These problems should be also solved in future.
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The capture cross sections and capture gamma-ray spectra of 80, 82Se were measured in an 
incident neutron energy region from 10 to 100 keV, using a 1.5-ns pulsed neutron source by 
the 7Li(p,n)7Be reaction and a large anti-Compton NaI(Tl) gamma-ray spectrometer. A 
pulse-height weighting technique was applied to observed capture gamma-ray pulse-height 
spectra to obtain capture yields. The capture cross sections were derived with the errors of 
about 5% and 5-20% for 80Se and 82Se, respectively, by using the standard capture cross 
sections of 197Au. The present cross section results were compared with previous experimental 
data and the evaluated values in JENDL-3.3, ENDF/B-VI.8 and ENDF/B-VII.0. The capture 
gamma-ray spectra of 80, 82Se were derived by unfolding the capture gamma-ray pulse-height 
spectra.

1. Introduction
Recently, a great interest has been taken in the study on the nuclear transmutation of 

Long-Lived Fission Products (LLFPs: 79Se, 93Zr, 99Tc, 107Pd, 126Sn, 129I, 135Cs) generated in 
nuclear fission reactors. The neutron capture cross sections of LLFPs play an important role 
for the research and development of transmutation systems of radioactive wastes. The nuclide 
79Se is one of the LLFPs. However, there is no experimental data for 79Se, because it is 
difficult to prepare the high-purity sample.
 On the other hand, neutron capture cross sections of 77, 78, 80, 82Se are also important for the 
study on transmutation systems, because those stable isotopes are also generated in fission 
reactors and 79Se is accompanied by them when it is loaded into a transmutation system 
without isotope separation. Moreover, keV-neutron capture cross sections and capture 
gamma-ray spectra of stable Se isotopes contain important information which is useful for the 
calculation of capture cross sections of 79Se. Therefore, we started a systematic measurement 
and calculation of keV-neutron capture cross sections and capture gamma-ray spectra of all 
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stable Se isotopes. In this contribution, the results for 80,82Se are presented. 

2. Experimental procedure and data processing 
 The capture cross sections and capture gamma-ray spectra of 80, 82Se were measured in 

an incident neutron energy region from 10 to 100 keV, using the 3-MV Pelletron accelerator of 
the Research Laboratory for Nuclear Reactors at the Tokyo Institute of Technology. Pulsed 
keV-neutrons were produced by the 7Li(p,n)7Be reaction with a pulsed proton beam (1.5 ns 
width, 4 MHz repetition rate) from the Pelletron accelerator. Both of 80Se and 82Se samples 
were made of isotopically enriched metal powder with the net weight of about 3 g and 2 g, 
respectively. The 80Se sample was press-molded and sealed with a Mylar film of 15 μm
thickness, and the 82Se sample was press-molded and contained in a carbon case. A 197Au 
sample was used as a standard capture sample. Capture gamma-rays were detected with a 
large anti-Compton NaI(Tl) spectrometer1) by means of a time-of-flight method. 
 A pulse-height weighting technique2) was applied to the observed capture gamma-ray 
pulse-height spectra to obtain capture yields. The capture cross sections of 80, 82Se were 
derived using the standard capture cross sections3) of 197Au. The capture gamma-ray spectra 
were derived by unfolding the observed capture gamma-ray pulse-height spectra with the
computer code, FERDOR4), and a response matrix of the spectrometer. 

3. Results and discussion 
The capture cross sections of 80, 82Se were derived with the error of about 5% and 5-20%, 

respectively. In Figs. 1 and 2, the present results are compared with the previous 
experimental data5-8) and the evaluated values9-14) in JENDL-3.3, ENDF/B-VI.8, and 
ENDF/B-VII.0.
 The capture gamma-ray spectra of 80,82Se in an incident neutron energy region from 15 to 
100 keV are shown in Figs.3 and 4, respectively, where low-lying states of the residual
nucleus, 81Se or 83Se, are also shown. The characteristic primary transitions from the capture 
states to low-lying states are observed. 
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Fig.1 Neutron capture cross sections of 80Se
 The solid circles show the present results. Other measurements5-8) and the evaluations 
of JENDL-3.39), ENDF/B-VI.810), and ENDF/B-VII.011) are compared with the present 
results. The evaluated values of ENDF/B-VII.0 are identical with those of JENDL-3.3 in 
this figure.
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Fig.2 Neutron capture cross sections of 82Se
 The solid circles show the present results. The evaluations of JENDL-3.312),
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ENDF/B-VI13), and ENDF/B-VII14) are compared with the present results. The evaluated 
values of ENDF/B-VII.0 are identical with those of JENDL-3.3 above about 30 keV. 
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Fig.3 Neutron capture gamma-ray spectrum of 80Se
 The solid circles show the present spectrum. Low lying sates of 81Se are shown in this 
figure, where the ground state is placed at 6.752 MeV (neutron binding energy of 81Se, 
6.701 MeV + average neutron energy, 0.051 MeV).
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Fig.4 Neutron capture gamma-ray spectrum of 82Se
 The solid circles show the present spectrum. Low lying states of 83Se are shown in this 
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figure, where the ground state is placed at 5.869 MeV (neutron binding energy of 83Se, 
5.818 MeV + average neutron energy, 0.051 MeV). 

4. Conclusion 
 The capture cross sections and capture gamma-ray spectra of 80, 82Se were measured in the 
incident neutron energy region from 10 to 100 keV, using a 1.5-ns pulsed neutron source by 
the 7Li(p,n)7Be reaction and the large anti-Compton NaI(Tl) gamma-ray spectrometer. A 
pulse-height weighting technique was applied to observed capture gamma-ray pulse-height 
spectra to obtain capture yields. The capture cross sections of 80,82Se were derived with the 
error of about 5% and 5-20%, respectively, by using the standard capture cross sections of 
197Au. The present cross sections were compared with the previous experimental data and the 
evaluated values in JENDL-3.3, ENDF/B-VI.8, and ENDF/B-VII.0. The capture gamma-ray 
spectra of 80, 82Se were derived by unfolding the observed capture gamma-ray pulse-height 
spectra. The characteristic primary transitions from the capture states to low-lying states are 
observed. 
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EEd(lab.MeV) 9BeEx(MeV) spin-parity Γtot (keV) (Γd‧Γp0)
1/2 (keV) (Γd‧Γp1)

1/2 (keV) 

0.780 17.301 5/2- 280 93.8   0 

1.035 17.499 7/2+ 80 13.4 0 

1.60 17.94 7/2- 1600 347 0 

1.65 17.98 9/2+ 1500 371 0 

1.78 18.08 11/2- 600 91.7 0 

2.35 18.52 5/2+ 600 38.7 140 

2.89 18.94 7/2+ 900 47.4 201 

3.36 19.31 9/2- 800 303 77.5 

4.60 20.27 11/2+ 1500 687 86.7 

6.50 21.74 13/2+ 1500 374 8.8 
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Measurement of light charged particle production double-differential cross
sections for 360- and 500-MeV proton induced reactions
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We measured light charged particle production double-differential cross sections for 360- and 500-MeV protons on 232Th.
Particle energies were measured with the ΔE-E method at laboratory angles of 20◦, 40◦, 70◦, and 105◦. In the present article, detailed
experimental setup, procedure of data analysis, and preliminary results are presented.

1. Introduction
The accelerator driven system (ADS) has been recognized as one of the most attractive options for the nuclear

transmutation of high level nuclear waste. One may expect ADS to reduce a hazard level of the waste dramatically, and
to operate as an energy generator. To realize ADS, it is necessary to conduct various areas of fundamental researches and
technical developments. Double-differential cross section (DDX) data of nucleon-actinide reactions are very important
for the nuclear waste transmutation facilitated by ADS. Since charged particle emission data are strongly required as
well as neutron data up to several GeV, we plan to conduct light charged particle (LCP) measurements with typical
actinide targets.

In the present experiment, we measured double-differential cross sections of light charged particle productions for
360- and 500-MeV proton induced reactions on thorium (232Th) at the PHASOTRON facility of the Joint Institute for
Nuclear Research (JINR) in Russia.

2. Experiment
The experiment was carried out at the PHASOTRON facility. The experimental setup is shown schematically in

Fig. 1. Self-supporting target in a vacuum chamber of 400-mm outer diameter was bombarded with 360- and 500-
MeV proton beams from PHASOTRON with a beam current of approximately 5 μA. The beam spot on the target was
approximately 13 mm in diameter. Target used in this experiment was 77-μm-thick 232Th. LCPs emitted from nuclear
reactions were detected by ΔE-E spectrometers. For energy calibration, the elastic proton-proton scattering experiment
was also carried out using a polyethylene target.

As seen in Fig. 1, we used two different types of spectrometers. They were positioned on the opposite side with
respect to the beam axis in the same reaction plane. The right-side one (high-energy module) was comprised of two
plastic scintilators (3 mm thick and 5 mm thick) and a BGO scintillator (60 mm in diameter and 200 mm long for 20◦
and 160 mm long for 40◦, 70◦, and 105◦) connected with photomultiplier tubes (PMTs). The left-side one (low-energy
module) consisted of two silicon layer (50 μm thick and either 2000 μm thick for 105◦ or 300 μm thick for 20◦, 40◦,
and 70◦) and two scintillation counters, a cubic CsI(Tl) (40 mm long) scintillator and a plate plastic scintillator (5 mm
thick), connected with PMTs. Detailed construction of the spectrometers are illustrated in Fig. 2. The four identical
detectors of each side were placed at laboratory angles of 20◦, 40◦, 70◦, and 105◦ with respect to the beam axis.

34.
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Fig. 1: Schematic view of the experimental setup.
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Fig. 2: Layout of the spectrometers. (a) high-energy module, (b) low-energy module.

3. Data Analysis
Data analysis procedure is basically same as Ref. [1, 2]. ADC channels of the experimental raw data were cali-

brated into energies deposited in the scintillators by the light response function and the elastic scattering peak of the
polyethylene target. The light response of BGO is given by the following power law expression,

L(Z, A, E) = a1(Z, A)Ea2(Z,A), (1)

where a1(Z, A) and a2(Z, A) is fitting parameters. The systematics of these parameters were taken from Ref. [3]. In
Ref. [3], the response function for CsI(Tl) is expressed as

L =
∫

dx cαK
αK(dE/dx)

1 + αK(dE/dx) − β(αKdE/dx)2 , (2)

where cα, αK, and β are fitting parameters.
In order to identify different particles (protons and deuterons), the PI technique was used. The particle identification

quantity, PI, is given by
PI = Eb

total − (Etotal − ΔE)b, (3)
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where Etotal is the total energy deposited in the spectrometer, ΔE is the energy deposited in the ΔE detectors, and
b denotes the parameter representing the range of each particle. In this study, b = 1.73 was employed. Deposit
energy calculation was performed by the Bethe-Bloch equation. As an example of the particle identification, The
two-dimensional plot of PI versus Etotal at 40◦ for the reaction 232Th(p, xp′) at E = 360 MeV is shown in Fig. 3
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Fig. 3: Left panel: Two-dimensional plot of PI versus Etot at 40◦ for the 360-MeV p+232Th reaction. Protons and
deuterons are clearly separated. Right panel: PI projection spectrum at Etot = 100 MeV.
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Fig. 4: Peak efficiency of the BGO (left) and CsI(Tl) (right) crystals calculated by the PHITS code

The double-differential cross sections were obtained by the following way. First, PI projection spectra were gener-
ated for each energy bin of a 10-MeV width. Next, the proton and deuteron events were counted up for each spectral
peak by performing Gauss fitting (See the right panel of Fig. 3). The number of proton and deuteron events was cor-
rected in terms of the peak efficiency. In the present analysis, proton and deuteron peak efficiencies of the BGO and
CsI(Tl) scintillators were obtained from simulation results of the PHITS [4] code. In the simulation, the scintillator was
included along with their precise dimensions, and monochromatic proton/deuteron beams up to 500 MeV bombarded
the center of the scintillators in consideration of Coulomb diffusion. In this calculation, we set the default value for the

－ 195 －

JAEA-Conf 2009-004



0 50 100 150 200 250
10−3

10−2

10−1

100

101

Target mass

σ D
 (m

b/
M

eV
)

RCNP
Cowley et al.
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Fig. 5: Left panel: Mass dependence of the normalization factor σD of Eq. (5) at emission energy Ep′ = 105 MeV. The
data are taken from Refs [7, 8] and our previous experimental data [9]. Circles represent σD of 9Be, 51V, 159Tb, 181Ta,
197Au, 208Pb, and 209Bi. Solid circle and square show that of 58Nb and 197Au, respectively. The dashed line is a linear
fit to the experimental data. Right panel: DDXs estimated with the Kalbach systematics [Eq. (6)] with σD = 0.398
mb/MeV at emission energy Ep′ = 105 MeV for the 500-MeV (upper) and 360-MeV (bottom) proton induced reactions
on 232Th.

proton-nucleus and deuteron-nucleus reactions (JQMD [5] and NASA formula for deuteron). The calculation results
are shown in Fig. 4.

Finally, we determined the double-differential cross sections for each energy bin, which are given by

d2σ

dΩdE
=

Y
PS tφΔΩΔE

, (4)

where ΔE and ΔΩ are the bin size of the energy and the solid angle of the spectrometers, respectively. P is the peak
efficiency mentioned above, S t is the surface density of the target, Y is the yield per ΔE at the detection angle of interest,
and φ is the number of incident protons.

Since we could not obtain the number of incident protons, we determined magnitude of the DDXs by use of the
Kalbach systematics. The form for the MSD part of the angular distributions is given by

d2σ

dΩdE
= σD

a
sinh a

exp(a cos θ), (5)

where θ is the emission angle, σD is a normalization factor related to the angle-integrated cross sections as a function
of emission energy, and a denotes the slope parameter as a function of the ratio of emission energy to incident energy,
which has been parametrized by Kalbach [6]. According to Refs. [7, 8], the quantity of σD is independent of incident
energy. We, therefore, estimated the factor σD of DDXs for the the 500-MeV and 360-MeV proton induced reactions
on 232Th by using our previous data of 392-MeV (p, xp′) reactions on 9Be, 51V, 159Tb, 181Ta, 197Au, 208Pb, and 209Bi [9].
The left part of Fig. 5 shows mass dependence of the normalization factor σD of Eq. (5) at emission energy Ep′ = 105
MeV. A fit to the experimental data is displayed with a dashed line as a function of target mass number A. From this
figure, σD at A = 232 was found to be 0.398 mb/MeV.

Magnitude of DDX for 232Th target was assumed to be given by

DDX(Ep′ , θ = θ0)

=
Y(Ep′ , θ = θ0)

Y(Ep′ = 105 MeV, θ = θ0)
· DDXKalbach(Ep′ = 105 MeV, θ = θ0), θ0 = 20◦, 40◦, 70◦, and 105◦,

(6)

where Ep′ denotes the proton energy and θ is the detection angles. Y is the proton yield corrected by the peak efficiency
in a certain energy bin at the detection angle θ0. DDXKalbach shows magnitude of DDX at Ep′ = 105 MeV and θ = θ0
(θ0 = 20◦, 40◦, 70◦, and 105◦) calculated with the Kalbach systematics with σD = 0.398 mb/MeV.
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Fig. 6: Preliminary results of the measured DDXs for the 360- (left panel) and 500-MeV (right panel) proton induced
reactions on 232Th.

Figure 6 shows the measured DDXs for the 360- and 500-MeV p+232Th reactions obtained by the high-energy
module. Here the error bar shows only the statistical uncertainty. The present measured spectra have overall similar
features to those of Ref. [1]. However, we should mention here that since these are preliminary experimental results, an
additional experiment should be performed and the present results of DDXs should be revised.

4. Summary and conclusions
We measured light charged particle production double-differential cross sections for 360- and 500-MeV protons

on the 232Th target. Particle energies were measured with the ΔE-E method at laboratory angles of 20◦, 40◦, 70◦, and
105◦. In the present article, the experimental procedure and preliminary results were presented. As mentioned above,
more detailed analysis and an additional experiment should be performed in order to obtain reliable data. Finally, our
experimental results will be compared with the theoretical model calculations (i.e., INC and QMD).
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Abstract
In order to measure the neutron flux in ITER/TBM, we have proposed a multi-foil 

activation method. We examined the applicability of this method to ITER/TBM through 
some fundamental experiments with the DT neutron source at JAEA/FNS.

1. Background and objective 
Nuclear performances of the ITER Test Blanket Module (TBM) can be calculated with 
a neutron transport code and nuclear data library. Neutron flux spectra in the TBM 
should be measured in order to validate the calculated nuclear performances of the TBM. 
The multi-foil activation method (MFAM) is considered to be one of the most 
prospective candidates for the neutron flux spectrum measurement because it is 
applicable in high temperature and magnetic field like TBM. In order to clarify 
problems on the application of MFAM to the neutron flux spectrum measurement in 
ITER-TBM, we have measured neutron flux spectra in TBM simulating assemblies with 
a DT neutron source by using MFAM. 

2. Experiment 
2.1 Experimental aseemblies 
The experiments have been performed at the Fusion Neutronics Source (FNS) facility of 
Japan Atomic Energy Agency. Beryllium and Be/Li2TiO3 assemblies simulating 
ITER-TBM were used for the experiments. Reaction rates of some kinds of reactions 
were measured in the assemblies. Figure 1 shows the cross sectional views of 
experimental assemblies for the MFAM experiment. Beryllium is one of the most 
important materials on the TBM and characteristic nuclear performance of beryllium 
was reported. Therefore, we first tied to measure the neutron spectrum in the beryllium 
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assembly. Second, we measured neutron spectrum in Be/Li2TiO3 assembly simulated 
TBM. The assemblies consisted of beryllium block, 6Li(40%)-enriched Li2TiO3 ceramic 
tile and stainless steel assembly. Al, Ni, Zr, Nb, In and Au foils were selected as the 
multi-activation foil. 27Al(n, )24Na, 48Ti(n, 58Ni(n,p)58Co, 90Zr(n,2n)89Zr,
93Nb(n,2n)92mNb 115In(n,n’)115mIn and 197Au(n, )198Au  reactions with a germanium 
detector, and each reaction rates were deduced. 

2.2 Analysis 
The neutron flux was estimated with the measured reaction rates and an initial guess 

neutron flux. The initial guess neutron flux was calculated with Monte Carlo calculation 
code (MCNP4C) and a nuclear data library (FENDL-2.1) [1]. JENDL Dosimetry file 99 
[2] was also used as the response function of the reaction rates (see Fig.2). An unfolding 
code, SAND-II, [3] was used to adjust neutron flux spectra. Initial guessed neutron flux 
spectra were calculated with a Monte Carlo code MCNP4C and the nuclear data library 
FENDL-2.1. JENDL Dosimetry File 99 was adopted as response data for reaction rates. 
The neutron energy was segmented into 199 Groups based on VITAMIN-B6. The 
SAND-II unfolding code and JENDL Dosimetry File 99 (641 groups) were used for the 
spectrum estimation. The cross sections of 641 groups were converted to those of 199 
groups with CS tape provided in SAND-II. We deduced neutron flux spectra in the 
simulated assemblies with the MFAM. The results indicated that the adjusted neutron 
flux was reasonable for fast neutrons and that measured reaction rate data of more (n, )
reactions were necessary for more adequate adjustment for slow neutrons. 

DT Neutron Source
SUSBeryllium

Li2TiO3 （6Li,enrichment:40%）

unit : mm
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.8

25.4
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Figure 1 Cross sectional views of assemblies of MFAM experiment 
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Figure 2 JENDL dosimetry 99 used for MFAM experiments.

3. Results and discussion 
Figure 3 shows the initial and adjusted neutron fluxes at the point of 101.6 mm depth in 
the beryllium assembly and 25.4 mm depth in Be/Li2TiO3 assembly, respectively. The
above mentioned point in beryllium fully makes the energy of DT neutron moderated 
and forms tailed neutron spectrum. On the other hands, in case of in Be/Li2TiO3

assembly, because the point of 25.4 mm is not so sufficient depth and the neutron 
absorber, enriched Li2TiO3, exists near the measuring point, the spectrum has no 
thermal peak. Figure 4 and Figure 5 show the ratio of calculated reaction rate and 
experimental one in beryllium assembly and Be/Li2TiO3 assembly. Moreover, in figures, 
we also show the ratios of calculated reaction rates and reaction rates modified with the 
adjusted neutron spectra. From the measurement and the spectrum adjustment in the 
beryllium assembly, we obtained the energy spectrum of neutron flux in the energy 
range between near thermal energy and about 14 MeV. Especially, the ratio between 
calculated reaction rate of 197Au(n, )198Au and experimental one (C/E) was near 1.2 and 
the estimated neutron flux below 1 eV showed to reflect the C/E. 
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Figure 3 Initial and adjusted neutron fluxes at the point of 101.6 mm depth in the beryllium 
assembly and 25.4 mm depth in Be/Li2TiO3 assembly 
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Figure 4 Ratios (Calc./Expr.) of calculated reaction rate and experimental one at measuring points 
in beryllium assembly and ratios of calculated reaction rates and modified with adjusted neutron 
spectra. 
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4. Summary 
We have carried out the fusion neutron flux measurement by means of multi-foil 
activation method in some experiments with DT neutrons and shown the characters of 
the method. 
From the comparisons of reaction rates, it was shown that the method was effective to 
evaluate neutron spectrum. However, the spectrum at the energy range around 14 MeV 
has somewhat inadequacies. 
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Figure 5 Ratios (Calc./Expr.) of calculated reaction rate and experimental one at measuring points 
in Be/Li2TiO3 assembly and ratios of calculated reaction rates and modified with adjusted neutron 
spectra. 
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36．Pandemonium Problem in FP Decay Heat Calculations and its Solution
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In calculating the fission product decay heat, we have to pay attention to the so-called pandemonium 
problem.  Total Absorption Gamma-ray Spectrometer method (TAGS) is expected to be free from this 
problem at least ideally.  A new series of TAGS measurements is being performed by a European group   
and their first results for Tc-104 and -105 became available quite recently.  Introducing the old and new 
TAGS data, we calculated and analyzed the FP decay heat for Pu-239 in the cooling time range from 1 to 
10,000 s. Our result showed the significance of TAGS data to improve the FP decay heat only with 
experimentally obtained decay data without introducing any nuclear theory.    

1. Introduction 
In calculating the fission product (FP) decay heat, we have to pay attention to the so-called pandemonium 

problem1, which is the missing of the β-strengths in the high-energy region of the daughter nucleus in the 
published decay schemes of high Q-valued short-lived isotopes.  In the case of JENDL (more exactly 
JENDL FP Decay Data File 2000) and ENDF/B-VI, the gross theory of beta decay was applied to circumvent 
this problem and lead to a good agreement between calculation and measurement2.  On the other hand, 
JEFF-3.1 does not introduce any theoretical correction, and it is composed only of the experimental data. 

In 1990’s, TAGS (Total Absorption Gamma-ray Spectrometer) method, which is, at least ideally, free from 
the missing of high-level β-feeding, was applied to measure the β-strength of dozens of FP nuclides by a 
Idaho group3.  For introducing TAGS data into the summation calculations, the average beta- and 
gamma-ray energies par decay (E , E ), which are prepared in existing libraries, are replaced by the 
TAGS-origin values.  As a result, JEFF-3.1 becomes more consistent with sample-irradiation measurements, 
though the result based on JENDL are suffering from a deviation from these measurements. 

2. TAGS measurements activity 
One of the most important properties of the TAGS measurement is expected to be pandemonium-problem 

free.  In this respect, the TAGS measurement is anticipated to provide a solid basis of the summation 
calculations for us. 

In the early 1990’s, a series of TAGS measurements was performed at INEL (Idaho National Engineering 
Laboratory) for 48 FP nuclides that is including 3 meta-stable state nuclides (hereafter US-TAGS) 3.  The 
INEL group, however, terminated their TAGS activity in the end of 1990’s, then, we can no longer expect the 
relevant new data from the U.S. nowadays.  Fortunately enough, however, a European group started a new 
collaboration effort, in which the TAGS technique is fully employed in measuring the β-strength functions of 
FP region nuclides.  Their first results for Tc-104 and -105 were released4 in 2008.  The raw experimental 
data of Tc-102 is now under analysis, and the measurement of other important nuclides is expected to be 
carried out in due course. 

3. Results and Consideration  
3.1 New TAGS data from the European group 

The first results by the European group became available quite recently4 and they are summarized in Table 
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1 and 2.  In Table 2, the row (a) stands for a case where the feeding of 9% to the ground state of the daughter 
nucleus Ru-105 is supposed, and for (b) the feeding to the ground state was fixed to zero.  The difference 
between these sets of energy values is not so large.  It is easy to see that the new TAGS data gives smaller E
and larger E in comparison with the existing library values.  This fact suggests explicitly that the library 
values are suffering from the effect of pandemonium problem. 

Table 1  Average beta- and gamma-ray 
energy for Tc-104 

(all in keV) E E

New Data 931 3229

JENDL 1403 2240

JEFF-3.1 1560 1890

Table 2  Average beta- and gamma-ray 
energy for Tc-105 

(all in keV) E E

New Data (a) 764 1825

New Data (b) 684 1999

JENDL 1310 790

JEFF-3.1 1310 668

3.2 Introduction of New data into Summation Calculation 
Figure 1 shows the γ-ray component of the FP decay heat after a fission burst in Pu-239 calculated with 

JENDL (solid curve) and with JEFF-3.1 (dotted curve), respectively.  Here (a) shows the calculated results 
based on the original data in the libraries without any modification, and (b) shows the calculations in which 
the E  and E values are replaced by the TAGS values reduced5 from the measured data by the Idaho group3.
Case (c) shows the curves in which the library values are replaced by the new TAGS data measured by the 
European group4.  Case (d) provides the results after introducing all the TAGS data up to now, namely the 
Idaho and the European data.   
  As we have seen in Fig. 1 (a), the curve of JENDL is in good agreement with experimental data except 
around 1,000 s (indicated by broken circle).  On this disagreement it was argued that the E values of 
technetium isotopes would be responsible for it.5,6  On the other hand, JEFF-3.1 seriously underestimates the 
integral experiments at Tokyo University7 and Oak Ridge8 from 5 to 5,000 s.  This discrepancy is 
presumably caused by the effect of pandemonium problem.  Introduction of US-TAGS into each library 
improves the behavior of JEFF-3.1, because the TAGS method provides the decay data free from the 
pandemonium problem.  The US-TAGS data, however, do not include technetium isotopes mentioned above.  
The persistent disagreement between the experimental and the calculated values around 1,000 s is resolved 
only by introducing the E values from the latest European measurement4 (dotted circle in (C)).  This fact 
confirms the result reported6 on the basis of the preliminary results for Tc-104 and -105 by Algora et al.9,10

and strongly indicates again that the TAGS measurement is essentially the only way to overcome the 
pandemonium problem experimentally.11  In this point of view, appropriateness of the priority list12 of
nuclides that should be measured by the TAGS was clearly confirmed.   

The curve of JEFF-3.1 changes for the better from Fig. 1 (a) to (d).  On the contrary, the curve of JENDL 
is pushed out up from the area of experimental plots.  The reason why JENDL become worse in its 
agreement with the integral experiments may not be explained theoretically.  This is the reason why we 
expect much on the further TAGS experiments.  Moreover the discrepancy still remains between JEFF-3.1 
and the experiments around 20 s as seen in Fig. 1 (d) with dotted circle.  For the improvement of JEFF-3.1, 
the next targets should be chosen from around this time region.  A part of the priority lists proposed in ref.12 
is shown in Table 3.  This table indicates that the highest priority nuclides are Nb-98 and -101 in this cooling 
time region.  Therefore these nuclides are the candidates of the highest priority for the next TAGS 
measurements. 
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Figure 1  The γ-ray component of the Pu-239 decay heat after a fission burst calculated with JENDL (solid 
curve) and with JEFF-3.1 (dotted curve) 

Table 3  The list of important nuclides for the cooling time on Pu-239 gamma component 

Q-value last level JENDL JEFF-3.1

Z A m (A) [keV] (B) [keV] (C) [MeV/s/fis.] (D) [MeV/s/fis.]
41 Nb 98 0 4,586 2,608 56.9% 7.66E-04 2.91E-04 1.82% ○ AAA
41 Nb 101 0 4,569 811 17.7% 6.62E-04 2.31E-04 1.65% ○ AAA
43 Tc 106 0 6,547 3,930 60.0% 1.39E-03 1.07E-03 1.20% AA
42 Mo 105 0 4,950 2,766 55.9% 7.89E-04 2.97E-04 1.88% AA
43 Tc 107 0 4,820 2,680 55.6% 6.59E-04 2.21E-04 1.68% AA
42 Mo 103 0 3,750 1,621 43.2% 6.52E-04 3.61E-04 1.12% AA
40 Zr 100 0 3,335 704 21.1% 4.80E-04 1.65E-04 1.21% AA
41 Nb 99 0 3,639 236 6.5% 5.36E-04 1.51E-04 1.47% AA
39 Y 96 0 7,087 6,232 87.9% 3.39E-04 2.63E-05 1.20% ○ AA
39 Y 96 1 7,087 5,899 83.2% 1.56E-03 1.13E-03 1.65% ○ AA
52 Te 135 0 5,960 4,773 80.1% 6.34E-04 1.45E-04 1.88% ○ AA
44 Ru 109 0 4,160 2,270 54.6% 1.46E-04 3.22E-04 -0.67% A
40 Zr 98 0 2,261 0 0.0% 1.36E-04 0.00E+00 0.52% A
54 Xe 139 0 5,057 4,228 83.6% 3.80E-04 7.11E-04 -1.27% A
37 Rb 92 0 8,105 7,363 90.8% 7.94E-05 2.85E-04 -0.79% ○ A
53 I 136 1 7,570 6,624 87.5% 4.83E-04 6.54E-04 -0.66%

20

time(s)
nuclide

priority(B) / (A) *1 Bersillon
List*3

totalJENDL
DC

　

*2

The emphasized parts indicate following conditions; the ratio of the known last level to Q-value is smaller 
than 70% (*1), the difference between JENDL and JEFF-3.1 is over 1.0% (*2), and the nuclide appears on the 

Bersillon’s list13 (*3). 
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4. Conclusion 
In the present study, we calculated the FP decay heat introducing the TAGS data from the US-TAGS and 

the very recent results for Tc-104 and -105 from Europe which was made available in 2008.  These results 
suggest that the TAGS data are essential to reproduce the integral experiments of the FP decay heat at cooling 
range from 3 to 5,000 s.  It was also confirmed that technetium isotopes are the origin of the long-standing 
disagreement seen in the cooling time range around 1,000 s.  These results strongly indicated that the TAGS 
measurement is essentially the only way now available to overcome the pandemonium problem 
experimentally.  We further suggested that the highest priority nuclides to be measured are Nb-98 and -101 
among others to solve the discrepancy which still remains between JEFF-3.1 and the experiments around 20 s 
if we try to be independent from nuclear-theoretical supplementation. 
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