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We have been executing forward a research project on the nuclear data. The major part 

of this project is measurements of the neutron capture cross sections of MAs and LLFPs 

at J-PARC. We are now installing a neutron nucleus reaction instrument (NNRI) at the 

beam line 04 (BL04) at J-PARC. We designed the beam line to obtain the optimal 

condition for the capture cross section measurements. The neutronic characteristics of 

the beam line such as energy spectra, beam spot shape, and time structure of the emitted 

neutrons are very important since it decides the performance of the experiments. We 

measured the neutron beam characteristics of the beam line and found that they were 

consistent with those we expected. Measurements on the samples of Cm as MA, and Tc-99 

and so on as LLFP are now on progress. 

1. Introduction

The nuclear energy is one of the most promising energy resources after the oil shortage and have 

attracted lots of attention. Advanced reactor systems such as fast breeder reactors and accelerator 

driven systems, which are candidates for transmutation of long-lived fission products (LLFPs) and 

minor actinides (MAs) are now under planning, and they will become more important if we consider 

the increasing use of the nuclear power plants in the future. The amount of LLFP and MA produced in 

the existing nuclear power plants should be estimated precisely, and for the design of the advanced 

reactor systems, not only the produced amount but also the transmuted amount are also required to be 

estimated with high accuracy.  Therefore, it is important to obtain accurate nuclear data of LLFPs and 

MAs for estimating the production and the transmutation rates in the advanced reactor systems. 

J-PARC (Japan Proton Accelerator Research Complex) now under construction includes the 

Materials and Life Science Experimental Facility (MLF) for neutron and muon beam 

experiments [1].  The neutron source JSNS (Japan Spallation Neutron Source) at MLF is 

going to be one of the highest intensity pulsed-neutron sources in the world.  A high intensity 
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neutron source is indispensable to measure the neutron capture cross sections of LLFPs and 

MAs, since usually it is very difficult to obtain or handle large amount of samples of LLFPs 

and MAs due to its availability and high radiation.   

In the nuclear data project we are performing in Japan, the first priority is neutron capture 

cross section measurements of MAs and LLFPs at J-PARC MLF. The samples we are now 

considering are Cm isotopes as MAs, and Zr-93, Tc-99 and so on as LLFPs.  For the 

measurements, we installed a beam line for the capture cross section measurements (NNRI: 

Neutron Nucleus Reaction Instrument) at the beam line 04 (BL04) at J-PARC MLF.  A Ge 

spectrometer covering a large solid angle prepared at the other project has been improved as a 

main detector system. The first beam was supplied successfully in 30 May in 2008.  

Here, we explain the neutronic characteristics of the beam line of NNRI to provide 

fundamental information of this beam line. 

2. Structure of the NNRI beam line

 A recent photo of J-PARC taken in July of 2009 is shown in Fig. 1[2]. The proton beam from the 

3GeV ring is supplied to MLF, which is in the 50 GeV synchrotron ring. A suite of instruments is 

shown in Fig. 2[3]. The No. 4 instrument is the one we installed and used for the measurements. The 

BL04 beam line looks at the coupled moderator of JSNS [2-4], which provide the highest intensity at 

the cold neutron region and a little bit higher intensity or almost the same intensity at higher energy 

region compared with 

other two moderators. We

had to design the beam 

line from the moderator to 

the sample positions. In 

the measurements of the 

capture cross sections, we 

use various sizes of MA 

and LLFP samples, and 

use two detector systems, the Ge spectrometer at 21.5m position and NaI spectrometer at 26.5 m

position from the moderator. For fulfill these experimental requirements, we decided the number of 

beams and the beam sizes of the beam spots.  The sizes we chose were 3, 7 and 22 mm in diameter at 

21.5 m position and also a larger beam size of 40 mm square at 26.5 m.  We performed detailed 

simulation calculations for the design of the beam collimation system in order to minimize the 

background [5]. The arrangement of the collimators is shown in Fig. 3. There are five collimators to 

make well defined beam spots and to reduce the neutrons came from the place other than the beam line. 

As the last collimator a rotary collimator with four beam holes was placed.  

Fig. 1 Photo of J-PARC taken in July of 2009 
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 Figure 4 shows the 

structure of the beam line 

of the NNRI. Fundamental 

shields from up-stream are 

a pre-shield, an upstream 

shield, a connecting shield, 

a middle stream shield and 

down-stream shield, and 

behind the down-stream 

shield a beam stopper was 

placed. The materials for 

the shield are boric acid 

resin, iron and concrete.  

The end position of the 

beam stopper is about 36m 

from the moderator. The 

Ge spectrometer was 

installed at 21.5m  from 

the moderator, and NaI 

detector was at 26.5m. The 

Ge spectrometer is the 

main detector for the 

capture cross section 

measurements and the 

NaI is complementary 

one. We are also 

expecting the 

experiment at higher 

energy region for the 

NaI spectrometer than 

the Ge spectrometer covers. On the beam line, placed were a T0 chopper, a filter, a disk chopper, and a 

rotary collimator to adjust the neutron beam in space and also in time. 

 We have measured the neutronic characteristics through the three kinds of beam sizes by selecting a 

beam hole in the rotary collimator, which can make a hole with 3mm, 7mm or 22 mm in diameter at 

the 21.5m target position, namely, the Ge spectrometer position.

Fig. 3 Arrangement of collimators at NNRI beam line 

Fig. 2 Layout of the instruments in MLF at J-PARC 
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Fig. 4 Beam line structure of NNRI 

3. Neutronic characteristics of the NNRI beam line 

The energy spectra through the collimators were measured at 21.5m position at the beam power of 

about 20kW.  Figure 5 shows the experimental data as well as a simulation calculation result. The 

experimental data give a little bit higher intensity above around 1eV, and almost the same intensity 

around the peak, namely, around the cold neutron region. The estimated intensities are 4.3 107

n/cm2/sec (En<25meV), 9.3 105 n/cm2/sec (1±0.1eV), and 6.3 106 n/cm2/sec (1±0.1keV) at 1 MW. 

As an example the 

spatial distribution for 

the 7 mm beam is 

shown in Fig. 6. The 

data were obtained by 

using a 256ch-pixel 

type detector which 

consists of 16x16 Li 

glass scintillator matrix. 

The spatial resolution is 

about 3mm x 3mm. The 

data are at 10meV, 1eV and 100eV and the observed spatial distributions of the unbra are almost the 

same as designed ones. Other beam size data were also the same as the designed spatial distributions.     

Fig. 5 Energy spectra measured through three beam collimators 
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 We also measured the 

time distributions emitted 

from the moderator, which 

determine the experimental 

resolution. Figure 7 shows 

the pulse width of full 

width at half maximum 

obtained by analysis of Ta 

resonance peaks. In this 

measurement the proton 

pulse was single bunch. So, 

even at higher energy 

region above about 10eV, 

there is little effect by the 

proton pulse shape. The 

simulation result is also

shown, and the 

experimental results and 

the simulation results show 

reasonable agreement.  

Figure 8 shows the energy 

resolution. The energy 

resolution is around 0.5 %

from 0.02 to 1000eV, and 

more than 1% around 

1-10meV region. The resolution at high energy region above about 10 eV becomes worse if the effect 

of the double pulse is taken into account. In this estimation we considered the full width of the 

double bunch but we get the time of flight spectra of the resonance peaks consisting of two pulses due 

to the double pulse. Therefore, the resolution of the single pulse is not so bad, if we want to get precise 

cross section data at this energy range it is required to get fine data and also detailed analysis.

Fig. 6 Spatial distributions of beam spot at 21.5m position trough a 7mm collimator

 
Fig. 7 FWHM of time distributions of neutrons from the 

moderator 

 

Fig. 8 Energy resolution estimated by FWHMs 
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4. Summary 

The fundamental shields and the beam line collimation system of NNRI have been finished to install,

and neutron beam was delivered to NNRI from the end of May 2008.  The beam intensity and spatial 

distribution were almost the same as the design values. The improvement of the Ge spectrometer was 

completed and the commissioning of the detector systems is in progress. The capture cross section 

measurements of MAs and LLFPs at J-PARC are being performed.
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  A neutron-nucleus reaction instrument (NNRI) was installed at the J-PARC MLF 

BL04, which was designed for measuring neutron cross sections with a neutron 

time-of-flight technique.  This includes two kinds of capture gamma-ray 

spectrometers : a 4 Ge spectrometer and NaI spectrometers.  Measurements of 

neutron capture cross sections for minor actinides and fission products have been 

started at the NNRI using these spectrometers since 2009.  In this paper, preliminary 

results and future perspectives are discussed. 

 

 

1. Introduction 

  Accurate neutron cross sections of minor actinides (MAs) and long-lived fission 

products (LLFPs) are required for a quantitative study of a nuclear transmutation 

system or an innovative nuclear fuel cycle system, in which a huge amount of MAs and 

LLFPs is transmuted or treated [1, 2].  Over the last two decades, various efforts have 

been done on the measurements of cross sections for MAs and LLFPs in Japan and in 

the world.  Through the experiments, need of high-intensity pulsed-neutron beam 

facility was recognized for the measurements of nuclear data for radioactive samples.  

The n_TOF facility at CERN was constructed along this line, where a high-energy 

proton beam with 9 kW was used to produce neutrons.  A series of measurements has 

been performed since 2001 [3].  They published result of the measurement for the 
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neutron capture cross section of 151Sm (the weight is 200mg and the activity is 200 GBq) 

with a set of C6D6-based liquid scintillation detectors [4].  The 4  array of BaF2 

detectors (DANCE) was installed in a beam line of the Lujan Center at the Los Alamos 

Neutron Science Center.  Proton beam power is about 100 kW.  They published results 

of the measurements for the neutron capture cross sections of 237Np [5] and 241Am [6] in 

2008.   

The neutron-nucleus reaction instrument (NNRI) was installed at the J-PARC MLF 

BL04 as shown in Figure 1, which was designed for measuring neutron cross sections 

with a neutron time-of-flight technique.  This includes two kinds of capture gamma-ray 

spectrometers : the 4 Ge spectrometer and the NaI spectrometers.  The preliminary 

measurements have been performed during the commissioning phase since June 2009.  

The beam power has been increased step-by-step from 4 kW, and reached 120 kW in 

November 2009.  The measurements of neutron capture cross sections for minor 

actinides and fission products have been performed at the NNRI using these 

spectrometers since November 2009.  In this paper, the preliminary results obtained 

mainly during the commissioning phase and future perspectives are discussed. 

 

 
 

Figure 1.  The neutron-nucleus reaction instrument (NNRI) installed at the J-PARC 

MLF BL04 
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2. Measurements using Ge detectors 

The 4 Ge spectrometer is composed of two cluster Ge detectors and eight coaxial Ge 

detectors surrownded by BGO anti-coincidence shields [7].  Figure 2 shows the two 

cluster Ge detectors with the BGO anti-coincidence shields set in the beam line BL04.  

The distance between the neutron source and the spectrometer is 21.5 m.  A 

high-performance data aquisition system based on Flash-ADC was developed and 

utilized [8].  Samples were set in the neutron beam tube.  Air in the tube was replaced 

by He gas during measurements of radioactive samples, since the scattering cross 

section of 4He is much smaller than that of air mainly composed of 14N and 16O. 

  The energy dependence of the incident neutron flux was measured using the 10B(n, 

)7Li reaction.  A natB sample was set at the sample position in the beam line.  By 

selecting events by gating at -ray energy 478 keV produced by the 10B(n, )7Li 

reaction, a TOF spectrum was deduced with a high S/N ratio.  The effectiveness of the 

neutron flux determination method was reported in ref. [9]. 

  A gold sample (6.2 mg in weight and 6 mm in diameter) was used during the 

commissioning phase, where the beam power was 20 kW and the repetition rate was 25 

Hz.  Resolved resonances of 197Au were observed up to keV region.  The resonance 

peaks above about 100 eV were observed as doublet peaks, since the pulse beam was 

operated under a double-bunch mode (an interval of the double pulse is about 600 nsec).  

Nevertherless, high-statistical data was obtained during a short measurement period 

even at the power of 20 kW [7, 8]. 

 

 
Figure 2 A photograph of the 4  Ge spectrometer 
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A 244Cm sample (1.8 GBq in activity, CmO2 in chemical form, 0.6 mg in weight and 5 

mm in diameter) encapsulated by an aluminum sample holder was used for the 

measurement at the beam power 20 kW and 120 kW.  The resonance peaks of  244Cm 

were observed clearly up to about 100 eV.  In off-line analyses, a gamma-ray 

pulse-height spectrum gated at a resonance peak of 244Cm was created.  Some discreate 

 rays from excited states of 245Cm were assigned in the spectrum. These results 

demonstrated the effectiveness of the 4 Ge spectrometer for neutron capture study 

[10]. 

 

3. Measurements using NaI detectors 

  The NaI spectrometers are composed of large NaI crystals (13”Φ×8” and 8”Φ×8”) 

surrownded by NaI anti-coincidence shields [11].  Figure 3 shows the NaI 

spectrometers set in the beam line BL04.  The distance between the neutron source 

and the detectors is 26 m.  The energy dependence of the incident neutron flux was 

measured using a C6D6 detector and a 6Li glass detector [12].  The NaI spectrometer 

including a 13”Φ×8” NaI detector was set at 90 degree to the neutron beam direction, 

and the other at 125 degree.  A multi-stop TDC was used as a data aquisition system.  

A gold sample (0.05 mm in thickness) was used during the commissioning phase, as well 

as a carbon sample and blank used to evaluate background levels.  From the obtained 

TOF spectrum, the neutron capture cross section are expected to be obtained in the case 

of gold up to about 100 keV [13]. 

  The data obtained by the NaI spectrometers will be used to cross-check the results 

deduced by the Ge detectors in the energy range of thermal-keV, and also to deduce the 

cross sections above keV. 

 

 

Figure 3 A photo of the NaI spectrometers 
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4. Conclusions and Future Perspectives 

  The 4 Ge spectrometer and the NaI spectrometers were set in the NNRI, and 

measurements of neutron capture cross sections have been started for MAs and LLFPs  

using an intense pulsed neutron beam.  Test experiments during a commissioning 

phase have shown effectiveness of the installed instruments for measuring neutron 

capture cross sections.  For an example, it was shown that a measurement of a neutron 

capture cross section for a small sample less than 1 mg (0.6 mg in the case of 244Cm) is 

possible up to 100 eV - keV region. 

  In the campaign of 2009 JFY, the neutron capture cross sections are planned to be 

measured for MAs (244Cm, 246Cm, 237Np, 241Am) and LLFPs (99Tc, 129I, 93Zr, 107Pd) for a 

neutron energy from thermal to keV region, together with some stable isotopes for 

estimating backgrounds.  Detailed analyses are anticipated to supply accurate neutron 

capture cross sections of these radioactive nuclei.  The results will be presented for 

each sample in near future [14]. 
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For about last 10 years the author’s group of Osaka University has carried out 
development of new experimental techniques to measure high-precision nuclear data 
for the fusion reactor under the collaboration with the FNS group of JAEA. This could 
be realized using a pencil-beam DT neutron source implemented in the FNS facility. Up 
to now the author’s group measured charged-particle emission double differential cross 
sections for beryllium, carbon and fluorine, and lithium under measurement, and angle 
correlated neutron spectrum of (n,2n) reaction for beryllium and zirconium. In the 
present report, summarized descriptions of the measuring techniques, measured results 
and future plans and perspectives are given. 

 
1. Introduction 

The authors’ group of Osaka University has carried out fusion neutronics studies for more than 20 
years. Especially differential and integral experiments regarding fusion(-reactor) related nuclear data have 
been performed at the Intense 14 MeV Neutron Source Facility (OKTAVIAN) of Osaka University and at 
the Fusion Neutronics Source (FNS) facility of JAEA partly under the collaboration between Osaka 
University and JAEA. Those include particle (neutron, charged-particle and gamma-ray) emission double 
differential cross sections (DDX) measurements, integral experiments with spherical and slab assemblies, 
tritium production rate (TPR) measurements with a lithium sphere and slab, and so on. The obtained data 
played an important role in the research field of the fusion related nuclear data. Since 15 years ago, the 
OKTAVIAN’s maintenance budget began to decrease, and we had to move to the FNS facility to continue 
our fusion neutronics activities.   

Surely, it seems or it is sometimes said by the nuclear data community members that fusion 
related nuclear data were measured almost completely, meaning the measured data covered more-or-less 
the whole elements, whole energies and angles. However, of course, nuclear data at 14 MeV are the most 
crucial information for development of the fusion reactor even at the moment. Nuclear data around 14 MeV 
have been measured with several parties so far, i.e., Tohoku University, Nagoya University, JAEA and so 
on, as well as Osaka University. However, there still exist elements, the nuclear data of which have not yet 
been accurately and perfectly measured. Highly accurate data are always very important for a good 
engineering design. Especially for light elements the data are sometimes obtained partly for energies and 
angles. Systematical measurements are required for such elements. These data are quite valuable for 
evaluation of the nuclear data and establishment of the nuclear models for evaluation as well. 

In the author’s group, taking into account such circumstances, development of new 
high-precision nuclear data measuring systems started about 10 years ago with a quite unique pencil-beam 
DT neutron source implemented in the FNS facility of JAEA. This report describes details of the two new 
reaction cross section measurement techniques established recently by Osaka University group under the 
collaboration with the FNS group, together with a part of the obtained results for the last few years. 
Meanwhile more details of the techniques and measured results are found elsewhere1-6). 
 
2. Pencil-beam DT neutron source 

The whole experiments were carried out using a pencil-beam DT neutron source implemented in 
the FNS facility of JAEA7). It should be said that the pencil-beam source could realize the present 
measurements. This neutron source was developed by making a narrow (2cmφ) hole (collimator) through 
a very thick shield (～2m) positioned between the DT neutron source (2nd target room) and the measuring 
room (1st target room), as shown in Fig. 1. The average neutron flux intensity of ～1×106 n/sec/cm2 was 
utilized at the exit of the collimator. The neutron flux rapidly decreases as it leaves the beam region. 
Neutron detectors can therefore be arranged near the beam line without any radiation shield. With the 
present neutron source, scattering angle-correlated neutron energy spectra of two neutrons emitted by a 
(n,2n) reaction and spectra of charged particles emitted from a very thin film sample could be measured 
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successfully with a high accuracy as detailed in the 
following sections. 
 
3. Charged-particle emission DDX1,2,5) 
 Charged-particle emission data are quite 
crucial especially for evaluation of KERMA, DPA, 
GPA and so on. However, not so many experimental 
data were obtained so far for light elements. In the 
present study, we aimed at a system as shown in Fig. 2 
to measure high-precision charged-particle emission 
double differential cross section (CP-DDX). The 
system includes a ΔE-E counter telescope with two 
Si-SSDs which has an ability to distinguish kinds of 
charged particles. Figure 3 shows an example of a 
measured energy deposition spectrum by two SSDs. 
The main features include a high signal-to-noise(S/N) 
ratio and excellent energy resolution. These are 
indebted to use of a pencil beam source, and as a result 
the SSDs, which are commonly known to be very weak 
for neutron irradiation, can be placed very close to a 
sample. Surprisingly, the spectrum in Fig. 3 is the case 
of without subtracting the background spectrum. This 
example is for fluorine which shows several groups of 
points corresponding to excited states of the residual 
nuclides made by nuclear reactions. This quite 
low-level background successfully realizes spectrum 
measurement of lower energy alpha particles down to 
about 1 MeV by estimating it from a measured 
anti-coincidence spectrum by the ΔE detector, which 
means alphas not passing through the ΔE detector. 
 Up to now, we have measured CP-DDXs for beryllium, carbon and fluorine. In 2009, preliminary 
measurement of 7Li has started. Every CP-DDX data have been measured for the first time with the highest 
accuracy in the world. In this report, measured results of beryllium having a breakup process and of 
fluorine being a typical light nuclide not having a breakup process are described. 
 
3.1 Beryllium 
 Figure 4 shows the CP-DDX of 
beryllium. Measurements were done at 9 
angles. In the forward angles, peaks 
corresponding to the ground and first 
excited states of residual nuclide, 6He, are 
clearly seen. It is found that the peak 
intensity of the ground state varies 
drastically with increase of the emission 
angle. Figure 5 shows the alpha emission 
ADX. ENDF/B-VI underestimates in the 
forward angles and JENDL-3.3 
underestimates in the backward angles. 
 Because beryllium decays mostly 
through a breakup process by nuclear 
reactions induced by a neutron, there exist 
various paths (channels) to reach the final 
state of 2 alphas and 2 neutrons. 
Kinematics analysis was thus carried out to 
experimentally determine the branching 
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neutron source. 
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ratio of each reaction channel. We took into account the following reaction channels, i.e., decay from 9Be 
via (n,n’) reaction, decay from 6He via (n,alpha) reaction, and 3-body breakups into n, alpha and 5He and n, 
n and 8Be. After estimating energy distribution of each particle for each reaction channel, the branching 
ratio of each channel was determined by fitting the previously obtained neutron DDX and the present 
CP-DDX with the obtained energy distributions of all the reaction channels. Figure 6 shows the obtained 
branching ratio, in which it is confirmed that reaction channels via 3-body breakup and (n,alpha) reactions 
are dominant. Especially contribution via a higher excited state of 6He seems to be quite crucial in this 
reaction. The TOX is estimated to be 1021 mb through this analysis. The evaluations of JENDL-3.3 (971 
mb at 14.2 MeV) and ENDF/B-VII (976 mb at 14.2 MeV) underestimate the present value by several %. 
 
3.2 Fluorine 
 Fluorine reaction does not include a breakup process. 
Thus in this study DDXs of p, d, t and alpha particles were 
measured at the same time. It should be noted that the following 
results are still preliminary. Figure 7 shows the proton emission 
DDX at 30 deg., including (n,p) and (n,np) channels. The 
agreement is not good for both ENDF/B-VI and JENDL-3.3. In 
JENDL-3.3 transition to the ground state of 19O is clearly 
overestimated. Figure 8 shows an example of alpha particle 
emission DDX at 30 deg. JENDL-3.3 does not reproduce the 
experiment at all, and in addition the energy range to be obtained 
theoretically seems to be not correct. Figure 9 is the ADX of 
proton emission. As seen similarly in other particles, consideration 
of forward orientation is more-or-less insufficient in the evaluations. As for the TOX, discrepancy of 
JENDL-3.3 to the measured result was quite large, while that of ENDF/B-VI is acceptable. For proton 
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emission JENDL-3.3 shows a large underestimation, 
and it shows overestimation for other particles. 
Substantial examination is required for the fluorine 
nuclear data. 
 
4. Angle-correlated emitted-neutron spectrum for 
(n,2n) reaction3,4,6) 
 There is no doubt that (n,2n) reaction is 
crucial in a fusion reactor development, because this 
is a neutron multiplication reaction and has a large 
cross section value at around 14 MeV. However, the 
measurement is not straightforward except for use of 
the foil activation method. Hence, if the activation 
method is not available, the (n,2n) reaction cross 
section is not known in principle. This is typically the 
case that stable isotopes are produced via (n,2n) 
reaction. In the present study, two neutrons emitted 
from the (n,2n) reaction are detected by two NE213 
detectors in a coincidence mode. Figure 10 shows the 
schematic experimental arrangement. With the 
pencil-beam DT neutron source the two detectors 
could be arranged very close to the sample without 
any shields, so that the coincidence detection of the 
two neutrons is easily realized. However, as a 
troublesome background, an inter-detector scattering 
event was found during the developing phase of the 
present technique. This is a sequential detection of a 
neutron by the two detectors, which makes a 
coincident signal. To prevent this as much as possible, 
a small polyethylene shield is positioned between the 
two detectors. Figure 11 shows the raw flight time 
difference spectrum between the two detectors. The 
peak observed is the coincidence events of interest.  
 In the author’s group, measurements for 
beryllium and zirconium have been completed. The 
results are briefly described in the following sections. 
 
4.1 Beryllium 

 Figure 12 shows the result of beryllium. This is a so-called triple (one-energy and two-angle) 
differential cross section (TDX), because two detectors are used to take a coincidence signal. Since 
beryllium is a typical light nuclide having a breakup process as mentioned in Sec. 3.1, the obtained 
spectrum is expected to have a complicated structure. The measurements were therefore performed at as 
many angle points (18 in this case) as possible. Definition of angle variables in Fig. 12 is depicted in Fig. 
13. In the TDX spectra a peak corresponding to 2.4 MeV level of 9Be is seen. This sort of spectrum was 
first obtained worldwide. By integrating the TDX in energy and angle, the ADX spectrum is obtained as 
shown in Fig. 14. Agreement of JENDL-3.3 is acceptable. ENDF-B-VI shows underestimation in backward 
angles. For energies over 1.2 MeV, the TOX is 387±11 mb, which is underestimated by JENDL-3.3 (344 
mb) and ENDF/B-VI (340 mb). This result is consistent with the alpha particle DDX measurement in Sec. 
3.1. 
 
4.2 Zirconium 
  Figure 15 shows the TDX of zirconium. It is found that the spectrum is like an evaporation 
spectrum as expected because zirconium is a medium heavy element, which is expected to show an 
evaporation spectrum in the neutron DDX (but, exactly speaking, not in the TDX). As pointed out in the 
previous benchmark experiments, it seemed that the evaluations showed a little overestimation. Especially 

0 200 400 600 800 1000
10-11

10-10

10-9

10-8

Channel (0.977ns/ch)

C
ou

nt
s/

so
ur

ce
 n

eu
tr

on
Background

Foreground θ0=30[deg.]
θ=90[deg.]
φ=110[deg.]

Fig. 10 Schematic experimental arrangement for 
(n,2n) reaction cross section measurement. 

Fig. 11 Typical flight time difference spectrum 
between the two detectors. A delay is artificially 
added to one detector to make a peak in the 
measured spectrum. 

JAEA-Conf 2010-005

-18-



ENDF/B-VI showed overestimation in higher energy region, 
while JENDL-3.2 showed overestimation in lower energy 
region. To examine these discrepancies a series experiments 
were carried out with a natural zirconium sample. As a 
result, comparing the ADX with the evaluation in Fig. 16 
the opposite trend is seen interestingly. To solve this, a 
spectrum below the lowest measurable energy of 800 keV is 
estimated by extrapolation with an evaporation spectrum 
and appropriate nuclear temperature, in order to derive the 
total cross section of the (n,2n) reaction. From the analysis 
results with three nuclear temperatures, (1) The nuclear 
temperature used in ENDF/B-VI, 1.73 MeV, is confirmed to 
be a little too large, because the fitting is not smoothly 
carried out. Consequently, the estimated TOX is fairly 
smaller than the only existing measured data by Frehaut et 
al.8) (2) Inversely, in the lower energy region a large peak is 
made in case of using a lower nuclear temperature of 0.65 
MeV adopted in JENDL-3.3. As a result, the TOX is getting 
larger than Frehaut. And (3) for the nuclear temperature of 1 
MeV proposed by the author’s group, the agreement with 
Frehaut is sufficient. Moreover, several causes of the 
previous discrepancies between experiment and analysis 
pointed out by Ichihara et al. have been removed by this 
nuclear temperature. In conclusion, not the absolute value 
but the spectrum shape depending on the nuclear 
temperature is quite crucial, and it is suggested that 
inappropriate nuclear temperatures given in the nuclear data 
should be examined substantially.   
 
5. Conclusion 
 For about last 10 years the author’s group of 
Osaka University has carried out development of new 
experimental techniques to measure high-precision nuclear 
data for the fusion reactor under the collaboration with the 
FNS group of JAEA. This was realized by using a 
pencil-beam DT neutron source of the FNS facility. 
Obtained data so far are quite high-precision data, which 
would be utilized not only for nuclear data evaluation but 
also for development of the nuclear model theory. The 
present techniques are quite suitable for a pencil-beam 
neutron field formed by using a very strong collimator. 
Other possibilities should be considered, i.e., reaction cross 
section measurement with a white pulsed neutron source.  

From the next fiscal year, 2010, CP-DDX 
measurements for lithium and oxygen followed by 
important fusion reactor materials and (n,2n) reaction cross 
section measurements for silicon, titanium, tin, tungsten and 
so on being crucial for the fusion reactor are planned in the 
framework of the coordination research with JAEA.  
 Finally, for the nuclear data community especially 
for the fusion reactor, we think of and are doing at the 
moment the following activities; (1) Release of the 
measured data through EXFOR, NDC of JAEA, JCPRG of 
Hokkaido University and so on., (2) Succession of the 
measuring techniques, thus, including education of young 
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specialists of nuclear data and enlightening the nuclear data, and 
(3) Maintenance of neutron source with a sufficient financial 
support as well as education of accelerator engineers including 
specialists to treat tritium target and tritium itself. 
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Abstract 

  The TAGS measurement seems to have resolved the long-standing pandemonium problem inherent to 

-decay of short-lived nuclides.  It showed that not a little amount of -feeding to high-lying unknown 

levels is left unidentified in the current decay schemes based on the high-resolution -ray spectroscopy.  

The newly found -feeding to high energy region in the daughter nuclides should not be ignored any longer.  

It gave rise to, however, new problems.  The first one is that the -feeding rate is given not to individual 

energy levels but to energy bins with finite width in this method.  In other words, the individual energy 

levels can not be identified.  Further, it tells us nothing about the -ray cascade which follows the 

-feeding.  These facts mean that the TAGS results do not help us with constructing the decay schemes 

such as those given in Nuclear Data Sheets or ENSDF (Evaluated Nuclear Structure Data File).  The 

current JENDL FP Decay Data File gives the - and the -ray energy spectra for all the unstable FP 

nuclides applying the theoretical calculation where it is needed.  If we adopt the E and E values from 

TAGSmeasurements in near future, how we keep the consistency between the energies (E and E ) and their 

spectra?  This remains as an open question for future revision of the JENDL FP Decay Data File. 

 

 

1. Introcuction 

Summation calculation is a versatile tool to deal with the aggregate behavior of the fission product (FP) 

nuclides, which are generated and depleted in nuclear fuels not only during the reactor operation but also 

after the reactor shudown.  The FP decay heat is one of the most important quantities obtained from the 

summation calculation.  This method needs an extensive nuclear data library composed of the fission yield, 

the decay constant, the neutron cross-section and the energies released in the form of the beta-particle (E ) 

and the gamma-ray (E ) for each FP nuclide.  The essential part of this kind of library, which consists of  

the decay data, is often called the FP decay data file. 

 

2. Brief History  

The core-melt accident in the Three Mile Island Nuclear Plant Unit 2 in 1979 spotlighted the 

importance of the accurate prediction of the FP decay heat and accelerated the efforts for making the 

extensive FP decay data files using the up-to-date decay schemes at that time in Japan, in the US and in 
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Europe.  By the early 1980s, three major FP decay data files had been completed: these include the JNDC 

FP Decay Data File Version 0, the decay data file of the ENDF-B/IV and the UKFPDD File.  The JNDC 

FP Decay Data File was the direct ancestor of the extensive FP decay data library elaborated by Tasaka[1], 

which contained the decay and the yeild data for more than 1000 FP nuclids.  All of these new files, 

generated on the basis of the newest FP decay schemes, were expected to reproduce the results of the 

sample-irradiation experiments on FP decay heat which had been conducted over the world[2] by that time.  

The summation calculation using these new decay-data files resulted, however, in a disertrous disagreement 

with the sample-irradiation results in spite of the strong expectation among the peole involved in these 

decay-data file projects.  Then, it was pointed out[3] that this disagreement was caused by the 

pandemonium effect which had been suggested by a computer simulation by Hardy et al.[4].  In the case 

of the JNDC FP Decay Data File Version 1 released in 1983[5], the pandemonium problem was 

circumvented by the aid of the nuclear theory, viz, the gross theory of -decay[6].  The brief history of the 

decay-heat summation calculations mentioned above is illustrated in the upper part of Fig. 1. 

 

3. Pandemonium Problem 

The pandemonium problem is essentially a missing of the -feeding rate to unknown high-lying levels 

of the daughter nuclide in the evaluated - and -decay schemes, which are usually constructed not from 

-rays itself but from the de-excitation -rays immediately following the -transitions to an excited level. 

The -ray energy and intensity are obtained from the high-resolution -ray measurements by using the 

Ge-detectors.  In reality, most of the published - and -decay schemes of short-lives nuclides with 

high-Q  values suffer from this troublesome problem.  The missing of the -feeding to unknown 

high-lying levels inevitably leads to the overestimation of E  and the underestimation of E As a result, 

the -ray component of the FP decay heat is underestimated when calculated on the basis of a decay data 

file suffering from the pandenonium problem.  An example is given in the left-hand side of Fig. 2.  The 

FP decay data included in the European JEF-JEFF series of the evalutaed nuclear data are fully based on 

the published - and -decay schemes derived from the high-resolution experiments when they are 

available.  For the rest, the nuclides without any experimentar information, the 1/3-rule (E  Q  /3, E  

Q  /3) were applied.  It is easy to see that inrtoduction of the new decay schemes became available 

between 1994 ~ 2006 remarkably decreased the -ray component of the FP decay heat.  This fact indicates 

that even the modern decay-schemes based on the high resolution method suffer heavily from the 

pandemonium problem.  This decrease (Fig.1; left-side) inevitably accompanies an increase of the -ray 

component (right-side).  It is worthy to add that the broken curves, viz, the summation calculation results 

based on the JENDL[7] reproduce the sample-irradiation experiments satisfactorily. 

 

4. TAGS measurement 

In the early 1990s, Greenwood et al. started a new type of measurements on the -decay of short-lived 

FP nuclides using the total absorption gamma-ray spectrometer (TAGS)[8].  In this series of experiments, 

JAEA-Conf 2010-005

-28-



the US group measured the -feeding rate for 45 FP nuclides and 3 meta-stable states as a function of the 

excitation energy of their daughter nuclides[9].  The introduction of the E and E values derived from 

their -feeding data remarkablly improved the consistency between the sample-irradiation experiments and 

the summation calculation based on JEFF-3.1[10].  In the case of JENDL, there left some problem 

concerning the theoretical correction applied there[10] but this was resolved later[11].  Sonzogni 

confirmed that the TAGS data leads to improved consistency between the sample-irradiation experiments 

and the summation calculation and, then, introduced the TAGS E and E values to the latest version of 

ENDF/-B, viz, ENDF/B-VII[12].   

These results lead to a very important consequence that the TAGS measurements are free from the 

pandemonium problem.  The US TAGS, however, does not cover evenly both the light and the heavy 

peaks of FP yields and there left many important FP nuclides to be measured from the view point of the FP 

decay heat calculations[13].  In this respect, it is very fortunate that a new series of TAGS measurement 

was initiated by an European group[14] and their measurement was carefully programed based on a close 

cooperation between the experimenters and the data-users in the framework of the OECD/NEA WPEC[15].  

The process of this cooperative work including two IAEA meetings at Vienna and Paris is illustrated in the 

lower part of Fig. 1.  The first results from the Polar Project, so called as the mesaurements are being 

carried out at University of Jyvaskyla (Finland), was presented at Cologne in 2008[16].  Their results on 

Tc-104 and -105 applied very well to improve a long-standing discrepancy between the sample-irradiation 

measurement and the calculation based on JENDL in the cooling-time range from 300-3000 sec after a 

fission burst[17].  

 

5. Concluding Remarks 

The success of the TAGS measurement in resolving the pandemonium problem will make a large 

impact on evaluation, expression and utilization of the decay data of short-lived nuclides.  The newly 

found -feeding to unknown high-lying levels in the daughter nuclides should not be ignored any longer.  

It also, however, gives rise to new problems.  The first one is that the -feeding rate is given not to 

individual energy levels but to energy bins with finite width in the TAGS data.  In other words, the 

individual energy levels can not be identified by the TAGS measurement.  This is because the TAGS is a 

low resolution detector by the nature.  Further, it tells us nothing about the -ray cascade which follows 

the -feeding.  These facts mean that the TAGS results do not help with constructing the decay schemes 

such as those given in Nuclear Data Sheets or ENSDF (Evaluated Nuclear Structure Data File).   JENDL 

FP Decay Data File gives the - and -ray energy spectra for all the unstable FP nuclides applying the 

theoretical calculation where it is needed.  If we adopt the E and E values from TAGS in near future, 

how do we keep the consistency between the energies (E and E ) and their spectra?  This remains as an 

open problem for future revision of the JENDL FP Decay Data File. 
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Fig.1  Brief History of Struggle against the Pandenonium Problem 

 

 

 
 

Fig.2   Pandemonium Problem Seen in Summation Calculations using European Decay Data Files 

                   (Decay Heat after a Burst Fission in Pu-239 ) 
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3. Preliminary Benchmark Calculation 
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A new concept of nuclear transmutation by using fission of heavy Λ hypernuclei is proposed. Other 

possibility of using K- induced reactions for application purposes such as detection of nuclear matter 

inside materials is also proposed. 

 

1. Introduction 

     Recently, Minato et al. have shown via a constrained-Skyrme-Hartree-Fock-BCS calculation that 

the Λ-particle dominantly sticks to heavier fragments if heavy nuclei containing Λ-particle in the s-state 

make fission[1], as shown in Fig. 1.  This is due to the reason that the attractive nuclear force that a Λ 

feels is stronger in the heavier fragments than in the lighter ones.  The phenomena predicted by them 

imply that there is a possibility to generate many kinds of neutron-rich hypernuclei as the 

Λ-hyper-fission-fragments as shown in Fig. 2, which shows a contour plot of fission fragment 

distribution for the case of thermal neutron induced fission of 235U.  

 

Fig. 1 Change of density distributions of nucleon (above panels) and Λ-particle (lower panels) of 237
ΛU 

during modification of nuclear shape toward fission, starting from the ground state (leftmost panels), at 

the 2nd minimum, at the outer saddle and at the quadrupole moment (Q2) of 200 barn (rightmost 

panels).  At Q2=200 barn, the Λ-particle density is localized to the heavier fragment.   
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2.  New concept of nuclear transmutation 

     Fission of heavy Λ hypernuclei will open a new possibility for nuclear transmutation as well.  

Namely, fission of heavy hyper nuclei produced by absorption of stopped K- can be utilized in the 

following way: 1) the K- will be absorbed by nucleon (N) via K- + N   Λ+π reaction which generate 

excitation energy of about 160 MeV , 2) the Λ-particle makes a transition to the lowest s-state, 3) heavy 

nuclei will make fission by the excitation brought by the Λ production and/or the transition of Λ to the 

lowest single-particle state, 4) the Λ-particle sticks to the heavier fission fragment, and 5) Λ+ N > N + N 

reaction inside the heavier fragment makes spallation or even fission of the heavier fragments (with 

Q-value of 190 MeV).  There is enough time for the Λ to survive during fission because the life time of 

Λ-particle (10-10 sec) is much larger than the typical timescale of fission (～10-18 sec). By means of this 

sequence of reactions, a total energy of about 350MeV will be released due to the mass difference 

between K- and π.  It will bring to a possibility that the long-lived fission product (LLFP) such as 126Sn 

and 129I originated from the heavier fragments may not be produced at all (see Fig. 2).   

 

Fig. 2  Contour plot of fission fragment distribution (independent yield) for the case of thermal neutron 

induced fission of 235U.  If the heavy Λ hypernuclei make fission, the Λ-particle will stick to the heavier 

fragment (enclosed by the round square), then the heavier fragments will make spallation and/or fission 

when the Λ-particle in them decay via Λ+ N > N + N process (non-mesic decay) which generates 

excitation of about 190 MeV at the center of them.   

 

3. Other possibility of using K- for applications 

     There is also a possibility that K- is used to transmute LLFP directly, or detect nuclear matter 

hidden in other material.  The first possibility is brought by the fact that stopped K- would be absorbed 
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in the material consisting of LLFP and the excitation energy of 350 MeV brought by the production and 

decay of Λ-particle by K- will be used to transmute LLFP directly.  The second possibility is based on 

the reactions induced by stopped K-.  Let us consider a simple case in which 1 GeV proton and K- is 

incident on a block of cylindrical 238U as shown in Fig. 3.   

 

 

Fig. 3 Distribution of fission events along the beam axis of incident proton and K- of 1GeV inside a block 

of 238U.   

 

     Compared to the gradual decrease of fission events induced by proton, those of K- has a sharp 

peak at the range position (stopping length) where the stopped K- is absorbed by 238U, Λ hypernuclei is 

produced and total of 350 MeV is released there.  This fact can be used in 2 ways.  Firstly, it can be 

used as a method to transmute materials predominantly at the region of range, namely, 

position-selective method of transmutation.  The position can be changed by varying the K- beam 

energy.  Secondly, it can be used to detect what kind of material exists at the range.  For example, we 

can think of a material consisting of 238U inside Iron as in Fig. 4.  Here, a cylindrical 238U with 10cm in 

radius and 20cm in length is embedded in Iron of 10cm in thickness.  Let us impinge K- of various 

energy from the left, and let us measure the distribution of heat deposition along the beam axis.  The 

result is shown in Fig. 5.  When the K- energy is less than 250 MeV which is the energy with stopping 

length of less than 10 cm in Iron, the heat deposition has a peak at the range.  However, the 

distribution of the heat deposition has a discontinuity at 10 cm when K- energy is larger, which is 

enough for K- to penetrate 10-cm Iron intruding into the region of 238U which gives extra heat generation 
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by fission. 

  

 
Fig. 4 Cross-cut view of considered geometry 

 

 

Fig. 5 Distribution of heat deposition along the beam axis in the geometry shown in Fig. 4 

 

     Similar discontinuity can be seen in the particle flux ejected perpendicular to the beam.  Figure 6 

shows a case with 1-GeV K- incident on the material of Fig. 4.  Various particles, mostly neutrons, 

emitted perpendicular to the K- beam, are assumed to be detected by a collimated detector, and 
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distribution of the particle yields along the beam axis is displayed.  As in the previous examples, the 

particle yields exhibits a sudden jump at 10 cm, where hidden layer of 238U comes to give more 

neutrons than the layer of Iron in front of it.  In the same way, radial distribution of 238U can be also 

detected by offsetting the incident K- beam.  By combining several observables, we expect that 

nuclear materials hidden even in a thick metallic container can be detected including how it is 

distributed in the container. 

 

Fig. 6  Fluence of various particles (mostly neutrons) emitted perpendicular to the K- beam as a 

position along the beam. 

 

4. Summary 

     We propose a new method to use strangeness, namely, K- beam and Λ-particles produced by it 

inside nuclei, for various application purposes. Firstly, we point out that many neutron-rich hypernuclei 

can be produced by fission of heavy Λ hypernuclei, mostly in the heavier fission fragment region.  

Secondly, production and decay of Λ-particles in (minor) actinides and LLFP can be used to transmute 

them to much lighter fragments.  Especially, there is a possibility that  LLFP originating from the 

heavier fission fragments may not be produced at all since Λ-particles stick to the heavier fragment, 

then decay of them transmute the heavier fragments by spallation and/or fission to much lighter nuclei.  

This itself is a new mode of fission.  Thirdly, such a transmutation can be carried out in a 

position-selective way by varying the K- beam energy.  Finally, K- beam may be used to detect hidden 

nuclear materials inside thick containers including how nuclear materials distribute in the container.  
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     At present, we have to admit that using K- for these applications are the most expensive (and may 

not be most effective) way to do any of the things proposed here.  However, it is academically 

interesting to exploit such possibilities since accelerator technologies may progress more than the 

speed we can think of, which makes the cost of producing K- less and flux of K- much more than they 

are now.  As a matter of fact, some basic experiment of the matters proposed in this paper can be 

carried out at the hadron physics hall of J-PARC. 
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The uncertainty of the lumped fission product (FP) cross section is quantified by using the 

covariance data given in TENDL-2008 and the low-fidelity covariance (Low-Fi).  The relative 

standard deviations of the one-group capture cross section of the lumped FP are calculated as 4.7% 

with TENDL-2008 and as 1.5% with Low-Fi.  It is found that TENDL-2008 gives larger 

uncertainty to the FP nuclear data than Low-Fi.  In addition, the lumped FP cross sections are 

calculated with various nuclear data libraries including JENDL and it is found that the largest 

difference in the one-group capture cross sections among these libraries is 3.8%.  

 

1. Introduction 

Fission product (FP) nuclides are accumulated through burn-up of fast reactors, and that 

results in a reactivity loss.  For example, the burn-up reactivity loss per a cycle of the reactor 

simulating Japanese proto-type fast reactor [1] is about -2.7%dk/kk .  This is due to the reduction 

of fissile materials and the FP accumulation, and the latter component is calculated as about 

-0.7%dk/kk . In addition, the FP accumulation usually increases a coolant density coefficient of fast 

reactors.  Though the FP nuclear data are less important than the nuclear data of other fissile 

and structure materials, these errors should be properly considered in a reactor core design by 

setting a proper margin. 

Impact of the FP nuclear data uncertainty on reactor performance parameters has been 

roughly estimated through the experimental analyses of the integral data.  While such estimation 

is quite useful for a fast reactor design, it is desirable to estimate the FP nuclear data uncertainty 

also from a differential side to complement the information obtained from the integral side. 

Recently, two projects yield the  differential  uncertainty information on the FP nuclear data; 

TENDL-2008 [2] and the low-fidelity covariance (Low-Fi) [3].  TENDL-2008 is an evaluated 

nuclear data library based on the TALYS nuclear data evaluation code and Low-Fi is a product of a 

joint project of several US laboratories.  Both have already been open to public. 

In the present study, we will quantify the uncertainty of the FP nuclear data by using the 

covariance data given in TENDL-2008 and Low-Fi.  In usual fast reactor calculations, all the FP 

nuclides are treated as a  lumped  nuclide.  Hence, we estimate the cross section uncertainties of 

the lumped FP in the present study. 

 

2. Processing of covariance data with NJOY/ERRORJ 

Since the FP accumulation affects the reactor performance parameters through the neutron 

capture reaction, we estimate the uncertainty of the lumped FP capture cross sections. 

Firstly, the covariance data given in the nuclear data files are processed into the multi-group 
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form for each FP nuclide.  This processing is performed with the NJOY code [4], into which the 

ERRORJ code [5] is incorporated, under the following conditions; the number of energy groups is 

set to be 18 and the NJOY-implemented weighting function simulating a fast reactor neutron 

energy spectrum (iwt=8) is used.  The processed FP nuclides, which have large contributions to 

capture rate of the lumped FP [6], are listed in Table 1.  These chosen FP nuclides cover more 

than 90 percent of the total capture rate of the lumped FP [6]. 

With the obtained 18-group cross sections and their covariance data, we calculate a one-group 

capture cross section and its relative standard deviation for each FP.  The same weighting 

function to the preceding section s one is used.  Table 2 shows the result.  Large differences are 

observed in the standard deviations between TENDL-2008 and Low-Fi, and TENDL-2008 gives 

much larger uncertainties than Low-Fi.  Here, we compare the covariance data of Ru-101 in 

which a significantly large difference is observed and which has a large contribution to capture 

rate of the lumped FP.  Table 3 shows group-wise relative standard deviations.  We can find that 

uncertainties given to the TENDL-2008 data are much larger than those of Low-Fi above 1keV.  

Figures 1 and 2 show the correlation matrices.  Above 1keV, a correlation between energy groups 

of the TENDL-2008 data is stronger than that of Low-Fi.  This difference in correlation matrices 

is similarly observed in other FP nuclides.  This is one of the reasons why TENDL-2008 gives 

larger uncertainties to the one-group cross sections than Low-Fi. 

 

3. Generation of lumped fission product nuclear data covariance 

With the multi-group covariance data obtained in the preceding section, we calculate the 

covariance data for the lumped FP cross section. 

The lumped FP cross section of group i  , i , is calculated as 

n
n

n
inn

i R

R ,

, 

in which nR  corresponds to the number density ratio of nuclide n  in the lumped FP.  

Covariance between i  and j  is given as  

n g n g
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j
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i
ji dddd

' '
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',',

,      (1) 

in which the subscripts g , 'g  denote the energy groups.  Since correlations between different 

FP nuclides are not provided in both TENDL-2008 and Low-Fi, Eq. (1) can be simply written as 
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With Eq. (2), we calculate the covariance matrix of the lumped FP cross section.  In this 

calculation, we use the number density ratio of FP nuclides for Pu-239 fission reaction reported in 

Ref. [6].  Figure 3 shows the relative standard deviations of the lumped FP cross section.  We can 

find that the one of TENDL-2008 is larger than the one of Low-Fi above 1keV.  While the 

correlation matrices of the lumped FP cross section are not shown in the present paper, a similar 

result to the Ru-101 case is obtained. 

Finally, the relative standard deviations of the one-group capture cross section of the lumped 

FP are calculated.  Results of TENDL-2008 and Low-Fi are 4.7% and 1.5%, respectively.  It is 

confirmed by an additional calculation that the uncertainty of Low-Fi does not change if we 

exclude the FP nuclides shown as the bolded character in Table 1. 

 

4. Comparison of lumped FP cross section among various nuclear data files 

In order to obtain more information on the lumped FP cross section uncertainty, we calculate 

the lumped FP cross sections with various nuclear data files such as JENDL-3.2, -3.3, JEFF-3.1, 

ENDF/B-VII.0 and TENDL-2008.  Eighteen-group FP cross sections are obtained with NJOY and 

the lumped FP cross section is generated with the same weighting function.  In this calculation, 

FP nuclides listed in Table 1 (without bolded ones) are considered.  We compare the one-group 

capture cross sections of the lumped FP.  Table 4 shows the one-group capture cross sections with 

their relative differences to the JENDL-3.2 value.  The largest difference between different 

nuclear data libraries is 3.8%.  This result is not so different to the lumped FP cross section 

uncertainty obtained in the preceding section. 

 

5. Conclusion 

We have quantified the uncertainty of the lumped FP cross section by using the covariance 

data given in TENDL-2008 and Low-Fi.  The relative standard deviations of the one-group 

capture cross sections of the lumped FP have been calculated as 4.7% with TENDL-2008 and as 

1.5% with Low-Fi.  It has been observed that TENDL-2008 gives larger uncertainty to the FP 

nuclear data than Low-Fi.  In addition, the lumped FP cross sections have been calculated with 

various nuclear data libraries including JENDL.  The largest difference in the one-group capture 

cross sections among these libraries is 3.8%. This result is not so different to the lumped FP cross 

section uncertainty obtained with the covariance data of TENDL-2008 and Low-Fi. 
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Table 1  Processed FP nuclides 

Kr-83, -84, Rb-85, Y-89, -91, Zr-91, -92, -93, -94, -95, -96, Nb-95,
Mo-95, -97, -98, -100, Tc-99, Ru-100, -101, -102, -103, -104, -106,
Rh-103, Pd-105, -106, -107, -108, Ag-109, Cd-111, I-127,-129,
Xe-131, -132, -134, Cs-133, -134, -135, -137, La-139, Ce-141, -142, -144,
Pr-141, Nd-143, -144, -145, -146, -148, -150, Pm-147,
Sm-147, -149, -150, -151, -152, Eu-153, -154, Gd-157

*Only the low-fidelity covariance is processed for bolded nuclides 

 

Table 2   One-group capture cross section (b) with standard deviation (%) 

Kr-83 0.304 (28.9) 0.353 (17.7)
Kr-84 0.060 (12.7) 0.057 (9.5)
Rb-85 0.251 (16.5) 0.282 (14.4)
Y-89 0.023 (8.3) 0.023 (3.0)
Y-91 0.068 (31.9) 0.103 (14.0)
Zr-91 0.096 (13.5) 0.095 (9.1)
Zr-92 0.049 (14.2) 0.052 (10.8)
Zr-93 0.111 (19.1) 0.129 (10.8)
Zr-94 0.027 (10.7) 0.029 (13.6)
Zr-95 0.169 (11.2)
Zr-96 0.034 (10.8) 0.032 (3.0)
Nb-95 0.593 (13.0) 0.414 (13.5)
Mo-95 0.329 (26.7) 0.378 (11.4)
Mo-97 0.317 (26.4) 0.394 (11.6)
Mo-98 0.113 (8.2) 0.123 (6.4)

Mo-100 0.101 (11.1) 0.103 (5.8)
Tc-99 1.043 (22.8) 0.792 (4.8)

Ru-100 0.151 (9.4) 0.174 (16.0)
Ru-101 0.904 (23.5) 0.873 (6.5)
Ru-102 0.169 (14.7) 0.183 (10.0)
Ru-103 0.576 (36.4)
Ru-104 0.155 (17.1) 0.182 (4.7)
Ru-106 0.103 (16.4) 0.107 (17.6)
Rh-103 0.857 (24.2) 0.827 (4.7)
Pd-105 0.992 (25.6) 1.031 (7.8)
Pd-106 0.239 (22.1) 0.239 (13.5)
Pd-107 1.171 (8.4)
Pd-108 0.251 (19.1) 0.248 (11.3)
Ag-109 0.817 (22.1) 0.839 (9.1)
Cd-111 0.596 (27.2) 0.751 (13.9)

TENDL-2008 Low-fidelity Cov.

I-127 0.613 (23.6) 0.708 (7.1)
I-129 0.257 (29.0) 0.413 (12.7)

Xe-131 0.418 (15.9) 0.386 (6.0)
Xe-132 0.054 (28.9) 0.050 (15.0)
Xe-134 0.026 (30.9) 0.020 (15.8)
Cs-133 0.530 (19.1) 0.579 (7.8)
Cs-134 0.881 (20.4) 1.326 (12.8)
Cs-135 0.177 (14.7) 0.251 (13.7)
Cs-137 0.030 (12.8) 0.021 (14.5)
La-139 0.041 (9.8) 0.042 (8.9)
Ce-141 0.330 (11.4)
Ce-142 0.027 (21.6) 0.026 (12.1)
Ce-144 0.083 (38.4) 0.026 (12.9)
Pr-141 0.161 (8.4)
Nd-143 0.379 (13.4) 0.379 (12.5)
Nd-144 0.083 (17.0) 0.086 (9.4)
Nd-145 0.501 (21.2) 0.576 (10.5)
Nd-146 0.108 (21.4) 0.098 (5.7)
Nd-148 0.142 (14.6) 0.146 (6.5)
Nb-150 0.164 (15.0) 0.161 (5.4)
Pm-147 1.468 (27.8) 1.558 (8.7)
Sm-147 1.428 (24.5) 1.352 (9.7)
Sm-149 12.244 (6.1) 12.227 (2.6)
Sm-150 0.568 (27.4) 0.513 (8.7)
Sm-151 5.469 (28.1) 4.840 (11.6)
Sm-152 0.773 (11.7) 0.754 (4.4)
Eu-153 2.701 (21.8) 2.922 (12.9)
Eu-154 4.068 (16.6)
Gd-157 17.346 (2.9) 17.709 (0.6)

TENDL-2008 Low-fidelity Cov.

 

JAEA-Conf 2010-005

-48-



Table 3   Group-wise relative standard deviation of Ru-101 

Energy Upper
group energy TENDL-2008 Low-fidelity Cov.

1 10 (MeV) 0.66 0.44
2 6.07 0.79 0.25
3 3.68 0.72 0.17
4 2.23 0.67 0.15
5 1.35 0.61 0.13
6 820850 (eV) 0.47 0.08
7 387740 0.39 0.08
8 183160 0.38 0.08
9 86517 0.34 0.08

10 40868 0.31 0.09
11 19305 0.25 0.10
12 9118.8 0.21 0.08
13 4307.4 0.19 0.09
14 2034.7 0.17 0.09
15 961.12 0.05 0.09
16 454 0.07 0.09
17 214.45 0.02 0.09
18 101.3 0.03 0.09

Relative standard deviation

 
Table 4   Relative difference in lumped FP one-group capture cross section  

(reference: JENDL-3.2) 

One-group capture cross section (b) Relative difference
JENDL-3.2 0.43335 (Ref.)
JENDL-3.3 0.43453 0.003

TENDL-2008 0.42825 -0.012
ENDF/B-VII.0 0.43011 -0.007

JEFF-3.1 0.44444 0.026  

 

Fig. 1  Correlation matrix of Ru-101 of TENDL-2008 
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Fig. 2   Correlation matrix of Ru-101 of Low-Fi 
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Fig. 3  Relative standard deviation of lumped FP nuclear data 
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The ANITA spectral neutron flux at 0º was measured using a conventional recoil proton technique 
with a E  E telescope consisting of two fully depleted E silicon surface barrier detectors and a CsI(Tl) 
scintillator. The preliminary result shows good agreement with MCNPX simulation in both shape and 
magnitude.  
 

1. Introduction 

The ANITA (Atmospheric-like Neutrons from thIck TArget) facility [1] has been installed at The 
Svedberg Laboratory (TSL) in Uppsala, Sweden. The facility is intended mainly for accelerated testing of 
semiconductor devices for neutron-induced single event effects. The ANITA source produces neutron 
beams with  white  spectrum using proton-induced spallation reactions in a full-stop tungsten target. The 
neutron spectrum resembles that of neutrons in the Earth s atmosphere and at the terrestrial level. This has
the advantage to allow an easy deduction of the failure-in-time (FIT) rate for a component or a system 
tested with an atmospheric-like neutron source.  

Up to now, beam characterization measurements [1] have been performed for the neutron spectrum, 
the energy-integrated neutron flux, the LANSCE-equivalent flux, spatial profiles of the neutron beam, etc. 
However, no measurement of the spectral neutron flux has been made to enable a direct comparison with 
the simulation of the ANITA neutron field which was performed with the MCNPX code [1]. In the present 
work, we have measured the spectral neutron flux at 0º using a conventional recoil proton method of 
measuring elastic np-scattering with the Medley setup [2,3,4] and then have compared the experimental 
result with the MCNPX simulation. 
 

2. The ANITA facility 

A schematic layout of the ANITA facility is illustrated in Fig. 1. Details of the facility are 
described elsewhere [1], and only a short summary is presented below.  

The Gustaf Werner cyclotron is utilized for acceleration of the proton beam to the energy of 
approximately 180 MeV, and then the beam is guided to a full-stop tungsten target. The target is placed 
inside a massive bending magnet in a concrete cave. The neutron beam, generated by spallation reactions 
induced by incident protons in the target, is formed geometrically by a collimator aperture in a 1-m thick 
iron shielding wall. Collimator apertures of different sizes and shapes are available: e.g., cylindrical 
apertures in diameter in the 0   30 cm range, and a 1 cm x 1 cm square aperture.  

Neutron monitor devices based on ionization chambers (IC) and thin-film breakdown counters 
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(TFBC) are placed downstream the aperture. Also the proton beam current on the tungsten target is 
monitored.  

The user area extends from 250 cm to 15 m downstream the tungsten target. The 
energy-integrated neutron flux above 10 MeV amounts to 106 cm-2 s-1 for the standard ANITA neutron 
field, which is defined as the field at the Standard User Position (SUP) at the closest distance L= 250 cm for 
the standard incident proton beam current of 200 nA on the production target. 

 

 
Fig. 1  A schematic layout of the ANITA facility 

 

3. Experimental method 

The spectral flux of the ANITA neutron beam was measured using a conventional proton recoil 
method with the MEDLEY setup which consists of eight three-element E  E telescopes mounted inside a 
90-cm-diam evacuated scattering chamber. The details are described in Refs.[2-5]. The MEDLEY setup 
was connected with the exit of the neutron beam collimator via a vacuum pipe in an additional 50-cm thick 
iron shielding wall as shown in Fig. 2. The distance between the ANITA target and the center of the 
MEDLEY setup was 338.3 cm. The collimator configuration used is also depicted in Fig. 2.  

 
 

 
 

Fig. 2  A schematic drawing of the neutron beam line used in the measurement 
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The neutron beam irradiated a polyethylene (CH2) target placed at the center of the MEDLEY 

setup, and protons recoiled elastically in the direction of 20º were detected using the E E telescope 
depicted in Fig. 3. It consists of two fully depleted E silicon surface barrier detectors and a CsI(Tl) 
scintillator. The CH2 targets of the following different sizes were used: 0.2-mm-thick and 26-mm-diam., 
1-mm-thick and 25-mm-diam., 1-mm-thick and 35-mm-diam., and 5-mm-thick and 25-mm diam. In 
addition, runs with a 1-mm-thick and 22-mm-diam carbon target were carried out to subtract the 
contribution from (n,xp) reactions on C, and background runs with empty target were also performed.  

The energy of the proton beam incident on the tungsten target was 176.6 MeV. The average proton 
beam current was 7.6 nA during the experiment.  
 
 
  

 
 

 
Fig. 3  Construction details of the E E telescope. 

 

 

4. Data reduction procedure 

Data reduction procedure on an event-by-event basis was similar to the previous MEDLEY 
experiments [2-5]. At first, proton events were selected using the E-E particle identification. Energy 
calibration of all detectors was made in the same way as in Ref. [4]. Target-out and C(n,xp) background 
contributions were subtracted properly after normalization to the same neutron monitor counts and 
application of dead time corrections. A net recoil proton spectrum was derived after correction for 
incomplete detection efficiency of the CsI(Tl) scintillator. In Fig. 4, the resultant net proton spectrum is 
shown by open squares with the statistical error bar for the measurement with the 1-mm-thick and 
35-mm-diam CH2 target.  

The thickness of the target causes a non-negligible energy loss and absorption of recoil protons. As 
a result, the measured spectra are distorted, particularly in the low-energy range. To make the thick-target 
correction, we use the TCORR code developed in the data analysis of light ion production measurements 
with the MEDELY setup [6]. The corrected spectrum is shown by closed circles in Fig. 4. Large 
enhancement of the proton yield after the correction is seen at proton energies below 10 MeV. The 
correction becomes negligible as the proton energy increases. To check the validity of the TCORR 
correction, we have performed a simulation using the PHITS code [7] which is a general-purpose 
three-dimensional Monte Carlo radiation transport code. In the simulation, recoil protons are generated 
uniformly in the target by sampling based on the corrected proton spectrum, and an energy spectrum of 
protons escaping from the target is obtained. The result of the PHITS simulation is shown by the solid 
histogram in Fig. 3, and is found to coincide with the measured proton spectrum plotted by the open squares. 
This demonstrates the reliability of the thick target correction with the TCORR code. 

The threshold of proton detection is 1.2 MeV as shown in Fig. 4, The threshold is lower than the 
low-energy cutoff for particle identification, i.e., about 3 MeV for protons, because proton events stopped 
in the 50~60 m thick E1 detector can be included in the data analysis.   
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Fig. 4 Recoil proton spectra normalized to the counts of the IC neutron monitor. Open squares and closed 
circles denote measured recoil proton spectra without and with thick target correction, respectively. The solid 
histogram shows the result of energy loss simulation with the PHITS code.  
 
 
 

Finally, the ANITA neutron spectrum (En) per incident proton is determined using the following 
expression with the net recoil proton spectrum Snp(Ep) per incident proton after the thick target correction:  

 

 

p
H

pnp
n

N
d

d

ES
E

20

2 )(
]proton)MeV1/(cm)[( ,                   (1) 

 
where d H/d  is the differential np scattering cross section at 20 º laboratory angle [8],  is the solid 
angle, and Np is the number of hydrogen atoms in the CH2 target. The total number of incident protons is 
obtained by monitoring the beam current on the tungsten target. 
 
 

4. Results and discussion 

Figure 5 shows a preliminary ANITA neutron spectrum derived from the measurement with the 
1-mm-thick and 35-mm-diam CH2 target in comparison with the MCNPX simulation [1]. The magnitude of 
the experimental fluence is reduced to that at the standard user position (SUP) L=250 cm on the basis of the 
inverse square rule of the distance. Good agreement between the measurement and the simulation is 
obtained in shape and magnitude over the whole energy range.   

Energy-integrated neutron flux above 10 MeV for proton beam current of 200 nA at SUP has been 
estimated using the present experimental data. It amounts to 8.5 x 105 cm-2 s-1, which seems consistent with 
9.3 x 105 cm-2 s-1 given in Ref. [1]. 
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Fig. 5  Comparison between the measured spectral neutron fluence and the MCNPX simulation at the standard 
user position (SUP) in log-log scale (a) and linear-log scale (b). The experimental errors are only statistical ones.  

 

(a) 

(b)
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5. Conclusions 

 The ANITA spectral neutron flux at 0º was measured using a conventional recoil proton method 
with the MEDLEY setup. The preliminary result shows good agreement with the MCNPX calculation in 
magnitude as well as in shape. We plan to carry out further data analyses for measurements using the CH2

targets of different sizes. Also, the systematic errors should be estimated in the future. 
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We have measured double differential yields of protons and deuterons produced from silicon 
induced by 175 MeV quasi mono-energetic neutrons using the MEDLEY setup at the TSL neutron beam 
facility in Uppsala University. The measured data are used for benchmarking of a high-energy nuclear data 
file, JENDL/HE-2007, and intra-nuclear cascade (INC) model and quantum molecular dynamics (QMD) 
calculations. 

Recently, the importance of single event effects (SEEs) caused by cosmic-ray neutrons in logic and 
memory circuits have been increasing as one of the key reliability issues for advanced CMOS technology. 
When electronic memory circuits are exposed to neutron radiation, secondary ions can be produced by 
nuclear reactions on atomic nuclei in materials. The released charge can cause a flip of the memory 
information in a bit, which is called a single-event upset (SEU). To simulate accurately the SEEs including 
SEU, more reliable nuclear reaction models which can predict neutron induced light-ion production from 
silicon are strongly required. Since the validity of nuclear reaction models may be evaluated by comparison 
with measurements, a lot of experiment data over the wide incident energy range are needed for 
improvement of nuclear reaction models. However, there is no measurement for neutron induced light-ion 
production from silicon in the energy range of more than 100 MeV. 

At the The Svedberg Laboratory (TSL)[1] in Uppsala, Sweden, quasi mono-energetic neutrons up 
to 175 MeV are available. Previous experiments using the MEDLEY spectrometer setup at TSL have been 
conducted to measure neutron induced light-ion production cross sections for Fe, Pb, U [2], Si [3], O [4], 
and C [5] at 96 MeV and for C [6,7], Fe and Bi [8] at 175 MeV. In the present work, we have measured 
double-differential production yields of light ions (p, d, t, 3He, and ) from silicon bombarded by 175 MeV 
quasi mono-energetic neutrons. The experimental data are compared with the calculations using the PHITS 
code [9] with evaluated high-energy nuclear data and nuclear reaction models. The result of proton and 
deuteron production is reported in this paper. 

Details of the experimental set up have been reported in Refs.[1,6]. Quasi mono-energetic neutrons 
generated by using the 7Li(p,n)7Be reaction irradiated a silicon target 1mm thick and 25mm in diameter. 
Energy and angular distributions of neutron-induced light-ion production yields from silicon were 
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measured with the MEDLEY setup. The MEDLEY setup and construction details of each telescope are 
illustrated in Fig.1. The MEDLEY setup is composed of eight telescopes placed at angles from 20° to 160° 
in steps of 20°. Each telescope consists 
CsI(Tl) detector as the E detector. Light ions produced from the silicon target placed at the center of the 
MEDLEY were detected by the eight telescopes. Moreover, the incident neutron spectrum was measured 
using the same setup with both 5mm-thick polyethylene (CH2) target 25mm in diameter and 1mm-thick 
carbon target 22mm in diameter by means of a conventional proton recoil method. 

Fig. 1 MEDLEY setup: (a) arrangement of eight telescopes inside the MEDLEY chamber, (b) construction 
details of telescope. 

-E particle identification technique is basically same as in the 
previous measurements at 96 MeV[3,4,6]. Figure 2 shows examples of two-dimensional scatter plots of 
pulse height signals for 1- 2 and 2-E located at 20°. Each light ion is found to be clearly separated. 

Fig. 2 Two-dimensional scatter plots of particle identification for (a) 1- 2 and (b) 2-E located at 20°.
The solid lines are guided lines. 

Energy calibration of all detectors was made using th -E bands 

thickness and the energy loss calculated SRIM code[10]. For the energy calibration of the E detectors, the 
following approximate expression was applied to protons, deuterons, and tritons, which reflects a 
non-linear relationship between the light output and the energy deposition in the CsI(Tl) scintillator[11]: 

2)(bLcbLaE ,  (1) 
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where L is the light output, and a, b and c are the fitting parameters. The parameter c depends on the kind 
of charged particles. 

The efficiency correction due to the reaction losses in the CsI(Tl) scintillator was implemented 
using the same method as reported in Ref.[7].

The incident neutron spectrum was obtained from the data analysis of recoil protons from np 
scattering in the measurement of CH2 at 20°. By subtracting the contribution from C(n,xp) reaction using 
the measured data of C at 20°, we can derive the net recoil proton spectrum at 20°. Finally, it was converted 
into the source neutron spectrum by using efficiency correction and the np scattering cross section taken 
from NN-online[12]. Fig.3 (a) shows the result along with the source neutron spectrum calculated using an 
empirical formula[13]. Both the spectra are normalized by the number of the peak neutrons, and the 
calculated spectrum is smeared using a Gaussian function with the same experimental energy resolution. 
Fig.3 (b) shows the result of comparison with the past measurement[6]. The measured neutron spectrum 
shows good agreement with the past experimental data as well as the calculated one within the errors.  

Fig. 3 Measured neutron spectra: (a) comparison with the neutron spectra calculated using empirical 
formula and (b) comparison with the past experimental data.  

The measured double-differential production yields of protons and deuterons per incident neutron 
on the target were determined with using the following expression: 
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,                   (2) 

where j denotes the kind of particles (p and d), Nj( E, f(E) is 
the effective efficiency which includes the energy loss effect in the CsI(Tl) scintillator, and Sn is the total 

 was given under an assumption 
that the target is treated as a point source. It was confirmed that this assumption is valid by a comparison of 
the PHITS simulation between a point source and a plane source, in which the difference is only 1%.  

Figure 4 shows the measured (n,xp) spectra from 20° to 140° by closed circles. Figure 5 shows the 
measured (n,xd) spectra from 20° to 60° in steps of 20°. For protons and deuterons, the measured 
double-differential yields show a strong angular dependence at high emission energies above 30 MeV.  
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The measured double-differential yields are compared with the PHITS calculations using three 
nuclear reaction options: the evaluated nuclear data library (JENDL/HE2007[14]), the quantum molecular 
dynamics(QMD) [15], and the intra-nuclear cascade model(INC) [16]. Note that INC is used for only 
proton, because INC cannot predict the dynamical process of complex particle production. The source 
neutron spectrum calculated using the empirical formula is used as an input of the PHITS calculation. It 
should be noted that the energy loss of charged particles generated by nuclear reactions in the silicon target 
is taken into account explicitly in the PHITS calculation. 

Fig. 4  Comparison between measured (n,xp) spectra at 20°, 60°, 120° and 140° and calculation results of 
JENDL/HE2007, QMD and INC. 

Figure 4 shows the results of proton production yields. Three calculations show reasonably good 
agreement with the measured proton spectra at small angles except for 20°. The calculations with 
JENDL/HE2007 and QMD give fairly good descriptions of the spectra below 70 MeV at large angles. 
However, the INC calculations underestimate largely the measurement over the wide emission energy range 
at large angles.  

The results of deuteron production are shown at angles from 20° to 60° in Fig. 5. There are 
obvious differences between both the calculations with JENDL/HE2007 and QMD. The calculations with 
JENDL/HE2007 show relatively good agreement with the measured deuteron yields at small and large 
angles. However, the QMD calculations underestimate the experimental data remarkably over the wide 
emission energy range. 
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Fig. 5 Comparison between measured (n,xd) spectra from 20° to 60° in steps of 20° and calculation 
results of JENDL/HE2007 and QMD. 

 The double-differential production yields of protons and deuterons from silicon were measured 
for bombardment of 175 MeV quasi mono-energetic neutrons at the The Svedberg Laboratory (TSL). The 
measured yields were compared with the PHITS calculations to benchmark evaluated high-energy nuclear 
data and nuclear reaction models. As a result of the proton production, the PHITS calculations with 
JENDL/HE2007 and QMD reproduce the measured yields better than the INC calculations at all angles 
except for 20º. For deuterons, the calculations with JENDL/HE2007 are in reasonably good agreement with 
the measurement at small and large angles. However, the QMD calculations underestimate experimental 
data remarkably over the wide emission energy range.   

In the future, similar data analyses will be made for production yields of triton, 3He and 4He
measured in the present experiment. We also aim at improving theoretical reaction models, such as QMD, 
used in the PHITS code and nuclear data evaluation, paying particular attention to the dynamical process in 
the production of complex particles.  

We would like to thank the staff of the The Svedberg Laboratory for their assistance during the 
experiments. This work was supported in part by the STARC joint research program. 
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We develop a web-based interface which visualizes cross sections with their covariance compiled in 

the ENDF format in order to support evaluated covariance data users who do not have experience of 

NJOY calculation. A package of programs has been constructed without aid of any existing program 

libraries.

1. Introduction

One can estimate uncertainties in various reactor characteristics by using error propagation 

calculation on the basis of sensitivity coefficients and evaluated nuclear reaction cross section

covariances, which are now intensively evaluated for general-purpose data libraries and compiled in 

the ENDF format. However, the ENDF format for covariance data is too complicated for users who do 

not have experience of utility codes for the covariances in the ENDF format (e.g. ERRORJ). Therefore, 

we are developing a web-based interface which visualizes cross sections with their covariances in the 

resolved resonance region (MF=2 and 32) and above the region (MF=3 and 33) compiled in the ENDF 

formats in order to support evaluated covariance data users who do not have experience of NJOY 

calculation. For this purpose, we construct a package of programs to process and display covariance 

data compiled in the ENDF format without aid of any existing program libraries.

2. Formulation

In the resonance region, the cross section covariances are not compiled in the ENDF format [1].

Alternatively, the resonance parameter covariances are compiled in MF = 32. Therefore, 

one must calculate the cross section covariances in the resonance region as
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where denotes the cross section of the reaction type m (e.g. elastic, capture) and 

is the sensitivities to the resonance parameters P. In the above equation, we calculate the cross sections 

by using the resonance parameters P and the resonance formula compiled in MF = 2, and the

sensitivities are calculated as the perturbation to P: . In general, the 

covariances between the cross sections of different reaction types  and are defined, 

however, the current version of our system covers only the covariances for the same reaction type 

(m = l ). The cross sections and covariances above the resonance region or as the backgrounds of the 

resonances are compiled in MF = 3 and 33, respectively. If the backgrounds in the resonance region 

exist, the data in MF = 3 and 33 are added to the cross sections and covariances of the resonances, 

respectively. The current version of our system can process the data of NI-type subsection and 

NC-type subsection with the flag LTY = 0 in MF = 3 and 33. 

In calculating the group-wise cross sections, one integrates the cross sections over each 

energy region I defined by the group structure with the weighting function as

where 

And then, the group-wise covariances are calculated as the matrix for the energy regions I and J: 

In the resonance region, the above equation becomes 

where one must calculate the followings:

In the calculation of the group-wised quantities, we adopt 44 groups [2] as the energy group structure 

with the weighting function  described in Ref. [3].
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3. System and Applications

In our interface, a Fortran program reads data in the ENDF format and calculates cross sections, their 

standard deviations and covariances. And then, the obtained physical quantities are displayed on web 

browsers by connecting this Fortran program with a CGI script written in Perl. In addition, the 

function to display group-wise cross sections with their covariances is also attached to this interface.

Note that all modules used in this system are constructed by us and therefore there is no restriction due 

to licenses of other libraries.

In Fig.1, the initial screen of the interface is shown. All users may input library name (“Library”),

target nucleus (“Target”), reaction type (“Reaction”), neutron incident energy range (“E(min)[eV]” 

and “E(max)[eV]”), and quantity (“Physical Quantity”) in this screen. In this interface, one can select 

JENDL-3.3 [4], ENDF/B-VII.0 [5], or JEFF-3.1 [6] for “Library”, and total, elastic, fission, or capture 

for “Reaction”. “Accuracy” means the allowed uncertainty due to interpolation [%] and determines the 

intervals of mesh to draw the graphs and to calculate the integrations in the group-wise quantities 

in this case:

Users select moderate (5%) or high accurate (0.1%) precision in “Accuracy”, which will accept any 

accuracy values in future versions.

As the “Physical Quantity”, this interface can visualize the cross sections, the cross sections with 

their standard deviation, the group-wised cross sections and standard deviations, and the group-wised 

covariances. The standard deviation can be calculated by the covariance as . The 

diagonal elements of group-wised covariances are normalized to 1 (0 in the unevaluated regions) to 

form correlation matrices. After providing all information and submission the request by the “plot” 

button (or the “next” button in the case of the covariance), data are plotted on web browsers.  

In Figs. 2-5, the applications for the 156Gd(n,total) reaction are shown as examples. 

Fig.1. The initial screen in the interface.
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Fig.2. Output of the cross sections in the 156Gd(n,total) in the interface. 

Fig.3. Output of the group-wised cross sections with their standard deviation in 

the 156Gd(n,total) in the interface. 
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Fig.5. 3-dimesions output of the group-wised covariance in the 156Gd(n,total) in the interface.

Fig.4. 2-dimesions output of the group-wised covariance in the 156Gd(n,total) in the interface.
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4. Summary

We developed a web-based interface which visualizes cross sections with their covariances in the 

resolved resonance region (MF=2 and 32) and above the region (MF=3 and 33) compiled in the ENDF 

formats. We constructed a package of programs free to be used without use of any existing program 

libraries to support general users who have no experience of NJOY calculation.
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Energy spectrum of proton, neutron, composite particles (deuteron, triton, 3He, 4He）for p(175 MeV) + 

58Ni and p(62.9 MeV) + 208Pb reactions are analyzed by using the Bertini and ISOBAR models 

implemented in PHITS and the INC-FRG model. 

 

1. Introduction 
Spallation reactions are nuclear reactions playing an important role in a wide domain of applications 

ranging from neutron sources for condensed matter and material studies, transmutation of nuclear waste 

and rare isotope production to astrophysics, simulation of detector set-ups in nuclear and particle physics 

experiments, and radiation protection near accelerators or in space.  

The simulation tools developed for these domains use nuclear model codes to compute the production 

yields and characteristics of all the particles and nuclei generated in these reactions. The codes are 

generally Monte-Carlo implementations of Intra-Nuclear Cascade (INC) or Quantum Molecular Dynamics 

(QMD) models followed by de-excitation (principally evaporation/fission) models.  

The International Atomic Energy Agency (IAEA) and the Abdus Salam International Centre for 

Theoretical Physics (ICTP) have recently organized an expert meeting on model codes for spallation 

reactions. The experts have discussed in depth the physics bases and ingredients of the different models in 

order to understand their strengths and weaknesses. Since it is of great importance to validate on selected 

experimental data the abilities of the various codes to predict reliably the different quantities relevant for 

applications, it has been agreed to organize an international benchmark of the different models developed 

by different groups in the world [1]. The specifications of the benchmark, including the set of selected 

experimental data to be compared to models, have been fixed during the workshop. 

In this work, we analyze energy spectrum of proton, neutron, composite particles (deuteron, triton, 3He, 
4He）for p(175 MeV) + 58Ni [2] and p(62.9 MeV) + 208Pb [3] reactions using INC-FRG model and PHITS 

code. 
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2. Simulation models 
2.1  PHITS 

PHITS[4] calculations were done using implement theoretical models, Bertini and ISOBAR models.  
 
2.1.1 Bertini model [5] 

The nuclear reaction is treated classically as a sequence of a two body collision of free nucleons in a 

generated Fermi sea in which the Pauli-blocking is taken into account. The collision probability is 

calculated with the free or in-medium nucleon-nucleon (NN) cross sections. 
 
2.1.2 Isobar model [6,7] 

Isobar code is an extend version of VEGAS to supplement the isobar capture and the isobar-nucleon 

exchange and so on to the treatment of the isobar-nucleon interaction. VEGAS traces the evolution of the 

cascade process by a time interval base. VEGAS also treats the NN collision in a target in the same manner 

as the Bertini model. 

 

2.2  INC-FRG 
   The INC-FRG model is a nuclear reaction model [8] developed for describing cluster productions in 

the framework of the intranuclear cascade model [9]. The cluster production model of INC-FRG is 

composed of two models; the surface coalescence [10] and the knockout models. In INC-FRG, INC is 

combined with de-excitation (evaporation/fission) model. 
 
2.2.1 The surface coalescence model 

   Within the framework of the INC model, when a nucleon traverses the nuclear surface and is going to 

be emitted, it is tested whether it produces a preliminary cluster. The preliminary cluster production is 

judged whether the relative distance in phase space is close or not. The condition is given by 

0hpr ijij  

where h0 is the adjustable parameter reproduce experimental data. The candidate cluster is checked whether 

it can be raised to a realistic cluster from the isospin of the constituent nucleons. The order of priority is 
4He > (3He or triton) > deuteron. The kinetic energy of the emitted cluster is given by 

cA

i
cic BVtT 0  

where ti is the kinetic energy of constituent nucleons i, V0 denotes the depth of the square-shaped nuclear 

potential with 45 MeV. Bc is the binding energy of the cluster. 
 
2.2.2 The knockout model 

  Cluster productions by the knockout model are performed according to the following procedure. 

  When two particles collide with each other, we search for nucleons around the bombarded particle in 

r-space. If there are nucleons in the vicinity of the nucleon, which are under Fermi momentum, we consider 

the group of nucleons as a preliminary cluster. The condition is simply given by 

0rrij  

(1) 

(2) 

(3) 
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where r0 is the free parameter corresponding to the candidate cluster radius. The candidate cluster is 

checked whether it can be raised to a realistic cluster in the same method as the surface coalescence. In the 

knock out model, kinematics of the collision follows the N-AN elastic scattering. In order to avoid 

complexity of the calculation, the cluster is produced in the knockout process, we do not collide the cluster 

with other particles any more. 

 

3. Results 
PHITS calculations were done using implement theoretical models, Bertini and ISOBAR models. 

ISOBAR treated reflection and refraction, parameterized in-medium nucleon-nucleon (NN) cross sections 

and the threshold energy for (p,n) and (n,p) reactions. The de-excitation calculation following the cascade 

calculations was done with the GEM code implemented in PHITS. 

Figures 1-3 show double-differential proton, deuteron, triton, 3He, and  particle cross-sections for 

proton induced reactions on 58Ni at 175 MeV. Although both PHITS and INC-FRG calculations are much 

too peaked at very forward angles (16º) on proton production spectra (See Fig. 1), we found that they 

provide results in overall good agreement with the proton experimental data. As shown in Figs. 3 and 4, the 

INC-FRG model gives reasonable overall agreement for not only protons but composite particles (deuteron, 

triton, and 3He) except for  particles, especially at energies above 100 MeV. 

Figures 4-6 show energy differential neutron, proton, deuteron, 3He, and  particle cross-sections for 

proton induced reactions on 208Pb at 62.9 MeV. The Bertini model gives good agreement with experimental 

data in the case of neutron spectra. However it can be seen that the calculated proton, deuteron, 3He, and  

particles spectra disagree with the data. The significant underestimation of the composite particles is 

attributed to the lack of description of composite particle productions of the traditional intranuclear cascade 

model such as Bertini and ISOBAR. 

 

 

Fig. 1. Double differential proton (left panel) and deuteron (right panel) cross sections for proton induced 

reactions on 58Ni at 175 MeV. The dashed and solid histograms show the results of PHITS(Bertini) and 

INC-FRG, respectively. 
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Fig. 2. Same as Fig. 1 but for triton (left panel) and 3He (right panel) 

 

 

Fig. 3. Same as Fig. 1 but for  particle. 

 

 
Fig. 4. Energy differential neutron (left panel) and proton (right panel) cross-section for proton-induced 

reactions on 208Pb at 62.9 MeV. The solid and dashed lines show the results of PHITS(Bertini) and 

PHITS(ISOBAR), respectively. 
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Fig. 5. Same as Fig. 4 but for deuteron (left panel) and 3He (right panel). 

 

 

Fig. 6. Same as Fig. 4 but for  particles 

. 

 
Fig. 7. Energy differential neutron (left panel) and proton (right panel) cross-section for proton-induced 

reactions on 208Pb at 62.9 MeV. The lines show the results of INC-FRG. 
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Fig. 8. Same as Fig. 5 but for deuteron (left panel) and triton (right panel). 

 
Figures 7-8 show the results of INC-FRG (tsw (switching time from INC to de-excitation 

(evaporation/fission) model) = 15 fm/c, 20 fm/c, 30 fm/c, 70 fm/c, 100 fm/c). Although the INC-FRG 

model allows us to treat composite particles emissions during the cascade stage and allows us to change 

value of tsw in the simulation, unfortunately the INC-FRG calculations do not agree with experimental data. 

This indicates that nuclear reactions at lower incident energies may be more sensitive to the model 

parameters than those at higher incident energies. 

 

4. Conclusion 
We analyzed energy spectrum of proton, neutron, composite particles (deuteron, triton, 3He, 4He）for 

p(175 MeV) + 58Ni and p(62.9 MeV) + 208Pb reactions using the Bertini and ISOBAR model implemented 

in PHITS and the INC-FRG model. We found that it is necessary to improve the existing intranuclear 

cascade model so as to reproduce composite particle in spallation reactions with incident energy under 200 

MeV. 
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 Double differential cross section (DDX) data of fragment production for 72 (6 MeV/nucleon) and 

144 MeV (12 MeV/nucleon) 12C beam induced reaction on carbon were measured using a Bragg Curve 

Counter (BCC). The DDX data were obtained for fragments of He, Li, Be, B, C, N and O at 30 degree 

emission angle. Theoretical calculation using PHITS code with QMD+GEM model represents the DDX 

well except for components from reactions of direct process and  particle clustering process. 

 

1. Introduction 

 Applications of high energy ion beam have developed in last decades, especially tumor treatment 

using ion beam have been intensively studied since it has possibility to improve quality of life for patient 

after the treatment. High energy carbon beam is one of a candidate for the treatment since it has large tissue 

peak dose ratio in comparison with the other radiation. The program of the treatment for each patient is 

developed with consideration of biological effects on tumor and organ using high energy multi-particle 

transport code [1]. To obtain relevant estimation, the nuclear reaction model involved in the code should be 

maintained to reproduce secondary particles from the interaction of ion beam. For nuclear reaction of ion, 

Quantum Molecular Dynamics (QMD) model is one of popular models to describe the reaction in 

medium-high energy region, however applicability of the model for low energy should be confirmed 

experimentally since clustering effect would become to dominant instead of nucleon-nucleon interaction 

[2]. 

We have been conducting a series of experiment to measure double differential cross section of 

fragment productions from tens of MeV proton induced reactions[3,4,5]. For this experiment, we developed 

Bragg curve counter (BCC) with advantages of large solid angle, insensitivity for light charged particle, 

thin entrance window, and, particle identification without transmission part. The measureable energy range 

of the BCC is enhanced using a particle identification method using range-energy relationship [3] and an 

energy compensation analysis for punch-through fragment [4]. In this study, we measure fragment 

production DDXs from 12C + 12C reaction for 72 (6MeV/nucleon) and 144 MeV (12MeV/nucleon) incident 

energy, which provides reaction energy below and near nucleon binding energy of carbon on center of mass 

system, using the BCC. The experimental data were compared with results obtained from theoretical model 
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calculated by QMD+GEM model implemented in PHITS code[1]. 

 

2. Experimental 

 The series of the experiment were performed using the NIRS 930 cyclotron in National Institute 

of Radiological Science (NIRS). The detail of the system employing the BCC was described in references 

[3,4]. In this section, outline of this system is described. Figure 1 shows schematic view of the experimental 

setup. Full strip carbon (12C6+) beam (20 nA) enters to the scattering chamber. A thin graphite target foil, 

206 g/cm2, is mounted on the center of the chamber. The intensity of the beam is measured by the Faraday 

Cup placed downstream of the target. Beam profile of the carbon is adjusted to fit into 5 mm square region 

on target using beam transport devices of the cyclotron. 

The BCC is mounted on the 30-degree port of the scattering chamber. The BCC is a parallel plate 

ionization chamber with a grid, the structure of which is contained in a stainless steel cylindrical chamber. 

The distances between cathode and grid, and, grid and anode are 300 mm and 5 mm, respectively. High 

voltage is applied to the cathode and grid electrode to form electric field for electron drift. The field 

shaping rings maintain uniformity of the electric field. The cylindrical chamber is sealed using O-rings to 

keep low-pressure counting gas, 400 Torr Ar+10% CH4 gas, inside. The cathode side of the chamber has a 

hole covered with a thin entrance window (2.5 m thick Mylar) to introduce fragments from the target.  

The fragment entered to the chamber stops and produces electrons through ionization process due 

to energy deposition. The distribution of the electrons along its trajectory is proportional to energy loss of 

the fragment, i.e, Bragg curve. The electrons drift toward to the grid with keeping their distribution due to 

the electric field by the cathode, grid and anode. The grid potential is chosen to allow that all electrons 

reach to the anode with passing through the grid. Under this condition, time distribution of the anode signal 

 

Fig. 2: Picture of the experimental setup for DDX measurement with the BCC at 30-dgree. 

 

Field shaping rings

Sheild 
electrode

Chamber

Cathode electrode

Grid

Segmented anode

50-140-160 diam.

Ar+10%CH4 0.0267MPa(200Torr)

Changer 
view port

300

4

16
0 

di
a.

Register chain

Gas flow line

Gas flow lineThin entrance window

70MeV proton

Graphite Beam dump

Vacuum port

From cyclotron

Beam profile
view port

45 degree port

30 degree port

60 degree port
90 degree port

135 degree port

Rotate to the other port

Bragg Curve Counter

Sample changer

 
Fig. 1: Schematic drawing of experimental setup using the Bragg curve counter. 
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has inverse shape of the original distribution of electrons that equal to Bragg curve. Thus, the energy and 

atomic number of the fragment can be deduced from integral and peak height of the anode signal.  

Two dimensional plots of events at 30 degree from 72 and 144 MeV 12C induced reaction on 

carbon are shown in figs 2 and 3, respectively. The vertical and horizontal axes correspond to fragment Z 

and energy. The events in dotted circle A on the both figures have too low energy to indentify using Bragg 

curve vs energy plot. The part of the events can be indentified through range-energy plot[2]. The events in 

dotted circle B have too high energy to measure their energy. The missed energy can be compensated 

through off-line analysis [3]. Thus, the energy spectrum for each fragments up to hundred MeV can be 

obtained from these data. 

 

3. Results and discussions 

 For carbon production from 72 MeV carbon beam reaction (Fig.2), we can observe several peaks 

that correspond to ground and excitation levels of 12C nuclei. It indicates that these carbons are emitted 

through elastic and inelastic scattering process, such as 12C+12C  12C+12C0,1,2. The other peak can be 

observed for boron and nitrogen production. It indicates the boron would be produced through a two-body 

reaction, such as 12C+12C  x+1N+x-1B, which correspond to proton exchange reaction. In comparison 

between oxygen and nitrogen production, both maximum energy and production rate of oxygen are larger 

than these of nitrogen. Oxygen can be generated from combination of carbon and helium, such as 12C+12C 

 16O+ 8Be, which correspond to -particle exchanging reaction. The production rate of beryllium, which 

corresponds to carbon minus -particle, is low in comparison with oxygen since 8Be decays two -particles 

immediately[6]. Thus, the facts indicate that -particle exchange reaction has larger production rate than 

proton exchange reaction on 12C+12C reaction below binding energy region. This result intends importance 

 

Fig.3: Two dimensional plots of events at 30 degree 

from 12 MeV/nucleon 12C induced reaction on carbon 

 

Fig.2: Two dimensional plots of events at 30 degree 

from 6 MeV/nucleon 12C induced reaction on carbon 
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of -particle cluster effect for nuclear reaction on 12C nuclei .  

In contrast, 144 MeV result of figure 3 shows remarkable difference concerning the features 

observed in the 72 MeV result, i.e, peak structure of carbon, large production of oxygen and unbalance of 

oxygen and beryllium production, are completely disappear. The fact intend dramatically change of 

reaction mechanism on 12C+12C reaction up to the binding energy. 

 Figures 4 and 5 shows double differential cross section of He, Li, Be, B, C, N and O production 

at 30 degree from 72 and 144 MeV 12C induced reaction. The dots and lines describe experimental data and 

calculation results, respectively. The calculation results are obtained using PHITS code [1] with QMD + 

GEM models. From these plots, the calculations represent experimental data generally well. In detail 

comparison, underestimation of direct reaction component can be observed for 72 MeV results of C 

production. In particular, peaks of elastic and inelastic reaction cannot be reproduced since no adequate 

model is implemented. The underestimation for C production is mitigated for 144 MeV results. It is easy to 

understand if the direct component reduces with increasing incident energy. The calculation results also 

lack components from clustering effect that can be seen as oxygen emission of 72 MeV results, as expected. 

The component disappears completely with increasing incident energy, as shown in 144 MeV result.  

 

4. Conclusion 

 Double differential cross section for fragment production from 72 and 144 MeV 12C induced 

reaction on carbon were measured using BCC. The experimental results indicate significant contribution 

for reaction product from direct reaction and -particle clustering reaction for 72 MeV 12C induced reaction. 

The contribution of the components is mitigated with increasing incident energy to 144 MeV. QMD +GEM 

model reproduces fragment production generally well except for the components. The models having 

information of low lying excitation levels and clustering of nuclei would be required to describe fragment 

production in this energy range. 
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The prompt -rays emitted in the 74Ge(ncold, )75Ge reaction were studied with the cold neutron 

at the Japan Research Reactor (JRR-3M) of JAEA. Many new -ray transitions and new levels of 
75Ge were proposed. 

Neutron capture cross sections of radioactive nuclei, such as long-lived fission products 

(LLFP s) and minor actinides (MA s), are important for deign of nuclear transmutation systems 

based on fast breeder reactor or accelerator driven system. However, accuracy of the data is not 

sufficient at present, because of the experimental difficulties. It is not easy to prepare a sufficient 

amount of enriched target for radioactive nucleus. The measurement was accompanied by a

background arise from radioactivity of target.  

The experimental methods for the neutron capture cross sections are roughly categorized to 

neutron activation method and prompt -ray detection method. While the former allows one to 

obtain the reliable results even for the nuclei with small cross sections, it is limited to the case of 

the unstable daughter nuclei. On the contrary, the latter can be applied to all nuclei. Since, in the 

concept of the nuclear transmutation, the long-lived radioactive nuclei are changed to the stable 

(or short-lived) by utilizing the neutron capture reaction, the prompt -ray detection method is

effective to measure the cross sections.

In order to accurately determine neutron capture cross sections for nuclear transmutation study,

we have been developing experimental and analysis methods with the prompt -ray detection 

technique and the neutron time-of-flight method [1-7]. Since the neutron capture cross sections

are derived by summing all the intensities of primary or ground-state transition -rays [1,2], the

information of level structures and -ray transitions in the compound nuclei are required for the 

developed method.  

As a part of these developments with the target of the stable nucleus, we found a level scheme 
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in the 74Ge(n, )75Ge reaction. As shown in Fig. 1, the decay from/to excited state above 2 MeV is 

unknown in 75Ge, where the neutron separation energy is 6.5 MeV. The -ray transitions of 75Ge in 

the energy of 3-4 MeV have not been assigned to the decay scheme, although these transitions 

were previously reported [8].

For the determination of the neutron capture cross section of 74Ge with the prompt -ray 

detection method, the prompt -rays emitted from the 74Ge(ncold, )75Ge reaction were measured

with a 4  Ge spectrometer and the coincidence event data were analyzed to identify the level 

scheme in 75Ge. We report the results in this paper. 

The experiments were performed at the beam line (C2-3-2) of JRR-3M of JAEA. A target was 

irradiated by the cold neutron beam with the typical intensity of ~107 n/s/cm2. For the 74Ge target, 

the germanium oxide powder (GeO2) highly enriched in 74Ge to 99% was used. The GeO2 powder 

of 860 mg was packed in a 25 m-thick FEP film and mounted on a Teflon frame. The geometry 

was chosen that the cross-sectional area of the neutron beam covered the target, while it fell

within the inside of frame. 

The multiple prompt -rays emitted from the 74Ge(n, )75Ge reaction were measured by using a 

gamma-ray spectrometer, STELLA, which consists of eight clover-type Ge detectors and BGO 

Compton-suppressors [4,5]. The clover-type Ge detector surrounded with the BGO detector was 

placed at the position of 90° with respect to the beam axis (See [4,5] about the detail for the setup). 

The distance from the target to each clover-type Ge detector was about 5 cm.

The coincidence event data from these detectors were acquired with a data acquisition (DAQ) 

system based on the advanced digital processing technique [6,7]. The DAQ system mainly divided 

to 3 parts: main ADC modules, fast timing modules, and coincidence modules. The preamplifier 

signals for Ge and BGO detectors were pulse-shaped, discriminated, and digitized by the fast 

timing modules. In order to obtain the trigger signals, the digitized outputs were sent from the fast 

timing modules to the coincidence modules. When the digitized pattern matched the coincidence 

condition, the preamplifier signals for Ge detectors were processed to obtain the pulse heights by

the main ADC modules. 

The multiple prompt -rays emitted from the 14N(n, )15N reaction and the 50,53Cr(n, )51,54Cr

reaction were also measured for the energy calibration, where the melamine powder (498 mg,

natural) and the grain of metallic chromium (152 mg, natural) were used.   

Since a clover-type Ge detector was composed of four crystals, the pulse-heights were 

recorded every crystals. The pulse-heights were calibrated with the intense -rays peaks emitted 

from the 14N(n, )15N and 50,53Cr(n, )51,54Cr reactions. After the energy calibration, the pulse-heights 
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of four crystals in a clover-type Ge detector were assembled by each event. Since the four crystals 

in a clover-type Ge detector are very closely packed, Compton-scattered -ray is often absorbed 

by one of the other three crystals. Therefore, this procedure could improve photo-peak efficiency 

and the peak-to-total ratio. 

In addition to the above procedure, the energies of all -rays which coincidentally detected with 

the clover-type Ge detectors were summed to derive the total energy. The total energy (Etot)

should be nearly equal to the neutron separation energy of 75Ge (Sn=6505 keV), if all prompt 

-rays in a cascade from a given compound state were ideally detected. To discriminate the 

background, the event data adapted to this condition were used in the present analysis, where the 

gate region for Etot was from Sn-15 keV to Sn+15 keV.

The so-called single gamma energy spectrum  is shown in Fig. 2. All energy spectra for a

clover-type Ge detector were summed into the single gamma energy spectrum. Many unknown 

-ray transitions, in addition to the known one, were seen in the energy spectrum. The solid arrows 

in Fig. 2 indicate only the prominent unknown peaks. The dashed arrow indicates the position of 

the neutron separation energy.   

The combination for the coincident -rays was given by the following procedures. The pairs of 

-ray energies coincidentally detected with the clover-type Ge detectors were plotted on the 

2-dimentional spectrum (Fig. 3(a)). The portion of Fig. 3(a) is magnified and presented on Fig. 3(b),

where both axis stand for the -ray energies. The pair of the numbers indicates the coordinate (x, 

y) on Fig. 3(b). The spots located on the bold line (x+y=Sn) mean two-step cascade. The other 

spots (x+y<Sn) relate to three-step or more cascade. (For example, 6 pairs would be plotted on Fig. 

3 for the triple coincidence. Since Fig. 3 has a symmetrical distribution, the half region of the figure 

was analyzed.) The -  coincidence analysis was performed with the present data to identify the 

-ray transitions and the levels of 75Ge. 

As shown in Fig. 1, more than half of the consecutive transitions (secondarily or ground-state 

transitions) have not been researched, while 17 primary transitions are known. First, therefore, we 

analyzed two-step cascade with the known primary transitions as shown in Fig. 4(a). When a

known primary transition (A) with the energy EA and a unknown transition (B) with the energy 

EB(=Sn-EA) were observed at once, the transition B was assigned as the ground-state transition in 

the two-step cascade. Second, three-step cascade (A, C, and D in turn) was analyzed by using 3 

observed pairs (EA,EC), (EC,ED), and (ED,EA), where the -ray energies for the transition A, C, and 

D are EA, EC, and ED, respectively (Sn=EA+EB=EA+EC+ED). When the transition A and D were 

known as primary and ground-state transition, respectively, the unknown transition C was 

assigned as the secondarily transition in the three-step cascade. Finally, the combination of 

two-step cascade and three step cascades as shown in Fig. 4(b) were treated as the similar 
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manner for Fig. 4(a). The only difference between Fig. 4(a) and Fig. 4(b) is that the transition A is 

unknown. Although both transition of two-step cascade are unknown, these transitions were 

assigned base on the energy information of three-step cascade.  

As a result, the candidates of new -ray transitions (~100) and new levels (~20) were found in

the 74Ge(n, )75Ge reaction. The -ray transitions of 75Ge in the energy of 3-4 MeV have not been 

assigned to the level scheme, although these transitions were previously reported [8]. These 

transitions were almost assigned as the primary transitions in this analysis. The candidates of new 

levels were at the energy region from 2 to 3 MeV.

The multi prompt -rays emitted in the 74Ge(n, )75Ge reaction were measured with the STELLA 

at JRR-3. The level scheme of 75Ge was constructed with the measured energies of -rays. The

candidates of new -ray transitions and new levels in 75Ge were found in the 74Ge(n, )75Ge

reaction. The present results will be used to determine the neutron capture cross section of 74Ge. 
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Fig. 1: Level scheme in the excited states of 75Ge. 

Fig2: Single gamma energy spectrum. 

Fig. 3(a): 2-dimensional spectrum.    Fig. 3(b): Magnified view for the portion of Fig. 3(a).  
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 (a)   (b)

Fig.4: Identification of level and -ray transition.                                    

The solid and dashed arrows stand for the known and unknown -rays transitions, respectively.
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neutrons from the  oor, we also measured neutron yields with an iron shadow bar 30 cm thick located

in front of the NE213 scintillator. We adopted 0.2 mm thick Cu foil which are enough for a deuteron to
stop in the foils. The target was placed perpendicular to the deuteron beam in the stainless chamber cm

in diameter, but the target was rotated 45 in 90 measurement.

Fig. 1 Illustration of the Kyushu University Tan-
dem Accelerator. Fig. 2 Illustration of the experimental setup.

3 Analysis

3.1 Elimination of the gamma-ray events

The NE213 scintillation detector detects not only neutrons but also gamma-rays. To obtain neutron
energy spectra, the neutron events were separated from the gamma-ray events by the gate integration
method3) . Figure 3 stands for a schematic view of the gate integration method. Comparison between

charge spectrum with the fast-gate and that with the slow-gate enables to discriminate between neutron

events and gamma-ray ones. An example of the two-dimensional plot of the charge spectra with the fast
gate and the slow one obtained by the gate integration method is shown in Figure 4.

Fig. 3 Schematic view of the gate integration

method.

Fig. 4 Discrimination between neutrons and
gamma-rays.
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　　国国際際単単位位系系（（SSII））

乗数　 接頭語 記号 乗数　 接頭語 記号

1024 ヨ タ Ｙ 10-1 デ シ d
1021 ゼ タ Ｚ 10-2 セ ン チ c
1018 エ ク サ Ｅ 10-3 ミ リ m
1015 ペ タ Ｐ 10-6 マイクロ µ
1012 テ ラ Ｔ 10-9 ナ ノ n
109 ギ ガ Ｇ 10-12 ピ コ p
106 メ ガ Ｍ 10-15 フェムト f
103 キ ロ ｋ 10-18 ア ト a
102 ヘ ク ト ｈ 10-21 ゼ プ ト z
101 デ カ da 10-24 ヨ ク ト y

表５．SI 接頭語

名称 記号 SI 単位による値

分 min 1 min=60s
時 h 1h =60 min=3600 s
日 d 1 d=24 h=86 400 s
度 ° 1°=(π/180) rad
分 ’ 1’=(1/60)°=(π/10800) rad
秒 ” 1”=(1/60)’=(π/648000) rad

ヘクタール ha 1ha=1hm2=104m2

リットル L，l 1L=11=1dm3=103cm3=10-3m3

トン t 1t=103 kg

表６．SIに属さないが、SIと併用される単位

名称 記号 SI 単位で表される数値

電 子 ボ ル ト eV 1eV=1.602 176 53(14)×10-19J
ダ ル ト ン Da 1Da=1.660 538 86(28)×10-27kg
統一原子質量単位 u 1u=1 Da
天 文 単 位 ua 1ua=1.495 978 706 91(6)×1011m

表７．SIに属さないが、SIと併用される単位で、SI単位で
表される数値が実験的に得られるもの

名称 記号 SI 単位で表される数値

キ ュ リ ー Ci 1 Ci=3.7×1010Bq
レ ン ト ゲ ン R 1 R = 2.58×10-4C/kg
ラ ド rad 1 rad=1cGy=10-2Gy
レ ム rem 1 rem=1 cSv=10-2Sv
ガ ン マ γ 1γ=1 nT=10-9T
フ ェ ル ミ 1フェルミ=1 fm=10-15m
メートル系カラット 1メートル系カラット = 200 mg = 2×10-4kg
ト ル Torr 1 Torr = (101 325/760) Pa
標 準 大 気 圧 atm 1 atm = 101 325 Pa

1cal=4.1858J（｢15℃｣カロリー），4.1868J
（｢IT｣カロリー）4.184J（｢熱化学｣カロリー）

ミ ク ロ ン µ  1 µ =1µm=10-6m

表10．SIに属さないその他の単位の例

カ ロ リ ー cal

(a)SI接頭語は固有の名称と記号を持つ組立単位と組み合わせても使用できる。しかし接頭語を付した単位はもはや
　コヒーレントではない。
(b)ラジアンとステラジアンは数字の１に対する単位の特別な名称で、量についての情報をつたえるために使われる。

　実際には、使用する時には記号rad及びsrが用いられるが、習慣として組立単位としての記号である数字の１は明
　示されない。
(c)測光学ではステラジアンという名称と記号srを単位の表し方の中に、そのまま維持している。

(d)ヘルツは周期現象についてのみ、ベクレルは放射性核種の統計的過程についてのみ使用される。

(e)セルシウス度はケルビンの特別な名称で、セルシウス温度を表すために使用される。セルシウス度とケルビンの

　 単位の大きさは同一である。したがって、温度差や温度間隔を表す数値はどちらの単位で表しても同じである。

(f)放射性核種の放射能（activity referred to a radionuclide）は、しばしば誤った用語で”radioactivity”と記される。

(g)単位シーベルト（PV,2002,70,205）についてはCIPM勧告2（CI-2002）を参照。

（c）３元系のCGS単位系とSIでは直接比較できないため、等号「　　 」

　　 は対応関係を示すものである。

（a）量濃度（amount concentration）は臨床化学の分野では物質濃度

　　（substance concentration）ともよばれる。
（b）これらは無次元量あるいは次元１をもつ量であるが、そのこと
 　　を表す単位記号である数字の１は通常は表記しない。

名称 記号
SI 基本単位による

表し方

粘 度 パスカル秒 Pa s m-1 kg s-1

力 の モ ー メ ン ト ニュートンメートル N m m2 kg s-2

表 面 張 力 ニュートン毎メートル N/m kg s-2

角 速 度 ラジアン毎秒 rad/s m m-1 s-1=s-1

角 加 速 度 ラジアン毎秒毎秒 rad/s2 m m-1 s-2=s-2

熱 流 密 度 , 放 射 照 度 ワット毎平方メートル W/m2 kg s-3

熱 容 量 , エ ン ト ロ ピ ー ジュール毎ケルビン J/K m2 kg s-2 K-1

比熱容量，比エントロピー ジュール毎キログラム毎ケルビン J/(kg K) m2 s-2 K-1

比 エ ネ ル ギ ー ジュール毎キログラム J/kg m2 s-2

熱 伝 導 率 ワット毎メートル毎ケルビン W/(m K) m kg s-3 K-1

体 積 エ ネ ル ギ ー ジュール毎立方メートル J/m3 m-1 kg s-2

電 界 の 強 さ ボルト毎メートル V/m m kg s-3 A-1

電 荷 密 度 クーロン毎立方メートル C/m3 m-3 sA
表 面 電 荷 クーロン毎平方メートル C/m2 m-2 sA
電 束 密 度 ， 電 気 変 位 クーロン毎平方メートル C/m2 m-2 sA
誘 電 率 ファラド毎メートル F/m m-3 kg-1 s4 A2

透 磁 率 ヘンリー毎メートル H/m m kg s-2 A-2

モ ル エ ネ ル ギ ー ジュール毎モル J/mol m2 kg s-2 mol-1

モルエントロピー, モル熱容量ジュール毎モル毎ケルビン J/(mol K) m2 kg s-2 K-1 mol-1

照射線量（Ｘ線及びγ線） クーロン毎キログラム C/kg kg-1 sA
吸 収 線 量 率 グレイ毎秒 Gy/s m2 s-3

放 射 強 度 ワット毎ステラジアン W/sr m4 m-2 kg s-3=m2 kg s-3

放 射 輝 度 ワット毎平方メートル毎ステラジアン W/(m2 sr) m2 m-2 kg s-3=kg s-3

酵 素 活 性 濃 度 カタール毎立方メートル kat/m3 m-3 s-1 mol

表４．単位の中に固有の名称と記号を含むSI組立単位の例

組立量
SI 組立単位

名称 記号
面 積 平方メートル m2

体 積 立法メートル m3

速 さ ， 速 度 メートル毎秒 m/s
加 速 度 メートル毎秒毎秒 m/s2

波 数 毎メートル m-1

密 度 ， 質 量 密 度 キログラム毎立方メートル kg/m3

面 積 密 度 キログラム毎平方メートル kg/m2

比 体 積 立方メートル毎キログラム m3/kg
電 流 密 度 アンペア毎平方メートル A/m2

磁 界 の 強 さ アンペア毎メートル A/m
量 濃 度 (a) ， 濃 度 モル毎立方メートル mol/m3

質 量 濃 度 キログラム毎立法メートル kg/m3

輝 度 カンデラ毎平方メートル cd/m2

屈 折 率 (b) （数字の）　１ 1
比 透 磁 率 (b) （数字の）　１ 1

組立量
SI 基本単位

表２．基本単位を用いて表されるSI組立単位の例

名称 記号
他のSI単位による

表し方
SI基本単位による

表し方
平 面 角 ラジアン(ｂ) rad 1（ｂ） m/m
立 体 角 ステラジアン(ｂ) sr(c) 1（ｂ） m2/m2

周 波 数 ヘルツ（ｄ） Hz s-1

力 ニュートン N m kg s-2

圧 力 , 応 力 パスカル Pa N/m2 m-1 kg s-2

エ ネ ル ギ ー , 仕 事 , 熱 量 ジュール J N m m2 kg s-2

仕 事 率 ， 工 率 ， 放 射 束 ワット W J/s m2 kg s-3

電 荷 , 電 気 量 クーロン C s A
電 位 差 （ 電 圧 ） , 起 電 力 ボルト V W/A m2 kg s-3 A-1

静 電 容 量 ファラド F C/V m-2 kg-1 s4 A2

電 気 抵 抗 オーム Ω V/A m2 kg s-3 A-2

コ ン ダ ク タ ン ス ジーメンス S A/V m-2 kg-1 s3 A2

磁 束 ウエーバ Wb Vs m2 kg s-2 A-1

磁 束 密 度 テスラ T Wb/m2 kg s-2 A-1

イ ン ダ ク タ ン ス ヘンリー H Wb/A m2 kg s-2 A-2

セ ル シ ウ ス 温 度 セルシウス度(ｅ) ℃ K
光 束 ルーメン lm cd sr(c) cd
照 度 ルクス lx lm/m2 m-2 cd
放射性核種の放射能（ ｆ ） ベクレル（ｄ） Bq s-1

吸収線量, 比エネルギー分与,
カーマ

グレイ Gy J/kg m2 s-2

線量当量, 周辺線量当量, 方向

性線量当量, 個人線量当量
シーベルト（ｇ） Sv J/kg m2 s-2

酸 素 活 性 カタール kat s-1 mol

表３．固有の名称と記号で表されるSI組立単位
SI 組立単位

組立量

名称 記号 SI 単位で表される数値

バ ー ル bar １bar=0.1MPa=100kPa=105Pa
水銀柱ミリメートル mmHg 1mmHg=133.322Pa
オングストローム Å １Å=0.1nm=100pm=10-10m
海 里 Ｍ １M=1852m
バ ー ン b １b=100fm2=(10-12cm)2=10-28m2

ノ ッ ト kn １kn=(1852/3600)m/s
ネ ー パ Np
ベ ル Ｂ

デ ジ ベ ル dB       

表８．SIに属さないが、SIと併用されるその他の単位

SI単位との数値的な関係は、
　　　　対数量の定義に依存。

名称 記号

長 さ メ ー ト ル m
質 量 キログラム kg
時 間 秒 s
電 流 ア ン ペ ア A
熱力学温度 ケ ル ビ ン K
物 質 量 モ ル mol
光 度 カ ン デ ラ cd

基本量
SI 基本単位

表１．SI 基本単位

名称 記号 SI 単位で表される数値

エ ル グ erg 1 erg=10-7 J
ダ イ ン dyn 1 dyn=10-5N
ポ ア ズ P 1 P=1 dyn s cm-2=0.1Pa s
ス ト ー ク ス St 1 St =1cm2 s-1=10-4m2 s-1

ス チ ル ブ sb 1 sb =1cd cm-2=104cd m-2

フ ォ ト ph 1 ph=1cd sr cm-2 104lx
ガ ル Gal 1 Gal =1cm s-2=10-2ms-2

マ ク ス ウ ｪ ル Mx 1 Mx = 1G cm2=10-8Wb
ガ ウ ス G 1 G =1Mx cm-2 =10-4T
エルステッド（ ｃ ） Oe 1 Oe　  (103/4π)A m-1

表９．固有の名称をもつCGS組立単位

（第8版，2006年改訂）
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