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The 2013 Symposium on Nuclear Data was held at Research Institute of Nuclear Engineering,
University of Fukui, on November 14 and 15, 2013. The Nuclear Data Division of the Atomic Energy Society
of Japan and Research Institute of Nuclear Engineering, University of Fukui organize this symposium in
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nuclear data measurement and theory, and progress in studies of high-energy nuclear reactions. In the poster
session, papers were presented concerning experiments, evaluations, benchmark tests and applications. Two
tutorials for evaluation of nuclear decay data and fission physics were also presented. Talks as well as posters
presented at the symposium aroused lively discussions among 64 participants. This report consists of total 35

papers including 14 oral presentations and 21 poster presentations.
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1. Program of the 2013 Symposium on Nuclear Data

Date: November 14-15, 2013
Venue: Research Institute of Nuclear Engineering
University of Fukui, Tsuruga, Fukui, Japan
Host: The Nuclear Data Division of the Atomic Energy Society of Japan
& Research Institute of Nuclear Engineering, University of Fukui
Co-Host: Nuclear Science and Engineering Center of Japan Atomic Energy Agency

& the Chubu Branch of Atomic Energy Society of Japan.

November 14 (Thu), 2013 at primary lecture room

12:00 ~ 13:00 Registration

13:00 ~ 13:15 Opening Session N. Yamano (Fukui U.)
Opening Address S. Chiba (Tokyo Tech)

13:15~15:15

Session 1: Progress in Neutron Cross-section Measurement and Analysis [Chair: J. Hori (Kyoto U.))
1.1 Measurements of Neutron Capture Cross Sections for MAs [30] S. Nakamura (JAEA)

1.2 Neutron Cross Section Measurement for Long-Lived Fission Products [30] T. Katabuchi (Tokyo Tech)
1.3 Cross-sections and Uncertainty Estimation through the R-matrix Analysis [30] S. Kunieda (JAEA)
1.4 Cross-section Measurement in Pohang Neutron Experimental Facility [30] A. Makinaga (Hokkaido U.)
15:15~15:35 Conference Photo and Coffee Break [20]
15:35~17:20 Poster Presentations

17:30 ~20:00 Social Gathering (at primary lecture room)

November 15 (Fri), 2013 at primary lecture room

09:00 ~10:30
Session 2: Application of Nuclear Data [Chair: I. Murata (Osaka U.)]
2.1 Nuclear Data Application in Monju [30] T. Hazama (JAEA)

2.2 Development of a Neutronic Analysis Code using Data from Monju [30]W.F.G. van Rooijen (Fukui U.)
2.3 Research Progress on Accelerator-Driven System in Kyoto University Research Reactor Institute [30]

C.H. Pyeon (Kyoto U.)
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10:30 ~ 10:40 Coffee Break [10]

Tutorials [Chair: N. Yamano (Fukui U.)]
10:40 ~ 11:40 Tutorial 1: Evaluation of Nuclear Decay Data for Science and Engineering [60]
J. Katakura (Nagaoka U. of Tech.)

11:40 ~ 13:00 Lunch [80]

13:00 ~ 14:00 Tutorial 2: Introduction to Fission Physics: Back to Basics [60] T. Ohsawa (Kinki U.)

14:00 ~ 14:05 Coffee Break [5]

14:05 ~ 15:05
Session 3 Recent topics [Chair: S. Chiba (Tokyo Tech)]
3.1 Study of Deuteron-induced Reactions for Engineering Design of Accelerator-driven Neutron Sources
[20] Y. Watanabe (Kyusyu U.)
3.2 Application of CDCC Theory to Nuclear Data Evaluation for Nucleon-induced Reactions on *’Li
[20] H. Guo (Kyushu U.)
3.3 Cross Section Measurement for Photo Nuclear Reaction using Laser Compton-scattering y-ray [20]

F. Kitatani JAEA)

15:05 ~15:15 Coffee Break [10]

15:15~16:55
Session 4: Progress in Studies of High-energy Nuclear Reaction [Chair: Y. Watanabe (Kyushu U.]
4.1 Recent Progress in Experimental and Theoretical Studies of Proton-induced Fragment
Production Cross Section at Intermediate Energies [25] M. Hagiwara (KEK)
4.2 Overview of Particle and Heavy Ion Transport Code System PHITS [25] Y. Iwamoto (JAEA)
4.3 Recent Developments in Intranuclear Cascade Model at Kyushu University [25]
Y. Uozumi (Kyushu U.)
4.4 Measurement of Neutron Production Cross-sections from Heavy-ion Induced Reaction [25]

N. Shigyo (Kyusyu U.)

16:55~17:15 Closing Session
Poster Awards Nuclear Data Division, AES]
Closing Address N. Yamano (Fukui U.)
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Measurement of Neutron Capture Cross Section of **' Am using Nal(T1) Spectrometer at J-PARC
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Scattering Problems in Complex Scaling Method M. Odsuren (Hokkaido U.)
Recent Activity of Central Asian Nuclear Reaction Data Base and Asian Collaboration on Nuclear

Reaction Data Compilation M. Takibayeva (CANRDB)
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2. Measurements of
Neutron Capture Cross Sections for MAs

S.Nakamural), A.Kimural), K.Hirosel), M.Ohtal), S.Gokol), T.Fujiiz),
S.Fukutaniz), K.Furutakal), K.Y.Hara1’4), H.Haradal), J.Horiz), M.Igashira3),
T.Kamiyama‘”, T.Katabuchi3), T.Kinl), K.Kino4), F.Kitatanil), Y.Kiyanagi‘m,

M.Koizumil), M.Mizumoto3), M.Oshimam, K.Takamiyaz) andY.Toh"

1) Japan Atomic Energy Agency, 2-4 Shirane, Shirakata, Tokai-mura, Naka-gun, Ibaraki 319-1195
2) Research Reactor Institute, Kyoto University, 2-1010 Asashiro Nishi, Kumatori-cho, Sennan-gun,
Osaka 590-0494
3) Research Laboratory for Nuclear Reactors, Tokyo Institute of Technology, O-okayama, Meguro,
Tokyo 152-8550, Japan
4) Faculty of Engineering, Hokkaido University, Kita 13, Nishi 8, Kita-ku, Sapporo, 060-8628,
Japan
1 Present address: Nagoya University, Furo-cho, Chikusa-ku, Nagoya, 464-8601, Japan
1 Present address: Japan Chemical Analysis Center, 295-3 Sannou-cho, Inage-ku, Chiba-city,
Chiba263-0002, Japan

E-mail: shoji.nakamura@jaea.go.jp

To evaluate the feasibility of development of nuclear transmutation technology and advanced
nuclear system, precise nuclear data of neutron capture cross sections for long-lived fission products
(LLFPs) and minor actinides (MAs) are indispensable. In this paper, our research activities,
particularly for cross-section measurements of minor actinides by the activation and the TOF
methods, will be presented together with the details of experiments and the obtained data.

1. Introduction

The social acceptability of nuclear power reactors is related to the waste management of long-lived
fission products (FPs) and minor actinides (MAs) existing in spent nuclear fuels. The FPs (ex., *'Cs,
"Sr, PTe, 1, 'pd, **Zr, and so on) and MAs (ex., 237Np, 1 Am, **Am, and **Cm isotopes) are
important in the nuclear waste management, because the presence of these nuclides induces long-term
radiotoxicity because of their extremely long half-lives. The transmutation is one of the solutions to
reduce the radiotoxicity of nuclear wastes. To evaluate the feasibility of development of nuclear
transmutation technology, precise nuclear data of neutron capture cross-sections for LLFPs and minor
actinides MAs are indispensable. However, there are discrepancies among the reported data for the
thermal-neutron capture cross-sections for those nuclides. The discrepancies reach to 10-20%.
Therefore, our concern was focused to re-measure the cross-sections of those FPs and MAs.

This paper presents joint research activities by JAEA and Universities for the measurements of the
neutron capture cross sections of MAs by a neutron time-of-flight (TOF) method at J-PARC.

2. Present Status of MA Data

Although the accurate data of neutron capture cross sections are necessary to evaluate reaction rates
and burn-up study, there are discrepancies among the reported data for the thermal neutron capture
cross sections for MAs. As an example for MA, Figure 1 shows the trend of the thermal neutron
capture cross section for **’Np and the evaluated nuclear data from JENDL-4.0[1]. The discrepancies
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reached to 10% or so. The discrepancies between experimental and evaluated data are still remained.
This is why our concern was focused to re-measure the neutron capture cross sections of MAs.
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Fig. 1 a) The trend of the thermal neutron capture cross section of >*’Np from 1950s,
b) JENDL-4.0 [1] evaluated nuclear data of *'Np

3. J-PARC/MLEF/BL04, “ANNRI”

A new experimental apparatus called “Accurate Neutron Nucleus Reaction measurement
Instrument (ANNRI)” has been constructed on the Beam Line No.4 (BL04) of the MLF in the J-PARC.
The ANNRI has two detector systems. One is a large Ge detectors array, which consists of two
cluster-Ge detectors, eight coaxial-shaped Ge detectors and BGO Compton suppression detectors, and
another is a large Nal(Tl) spectrometer as shown in Figure 2. The ANNRI has an advantage for the
neutron cross-section measurements because the MLF facility can provide the highest pulsed neutron
intensity in the world when the 1-MW operation would be achieved [2]. The pulsed neutron beam
intensities are listed in Table 1.

. - o X—
Ge Spectrometer Nal(Tl) Spectrometer

Fig. 2 a) A new experimental apparatus called “Accurate Neutron Nucleus Reaction measurement
Instrument (ANNRI)” b) The cross sectional view of ANNRI is shown in upper side, the
spectrometer in left side, and the Nal(T1) spectrometer in right side.
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Table 1  Pulsed neutron beam intensities in 1-MW and 120-kW operations
at J-PARC/MLF/ANNRI
energy-integrated

. % IMW (Future) 120 kW
ntensities

1.5-25 meV 4.3x10" n/s/cm’ 4.5%x10° n/s/cm’
0.9-1.1 keV 6.3X10° n/s/cm’ 6.6x10° n/s/cm’

In addition of the highest pulsed neutron intensity, ANRRI has another advantage by introducing
High speed data acquisition system [3]. ANNRI is applicable both for Radio Isotope samples with
half-lives shorter than 90 years and for small amount of samples.

Our Ge spectrometer has 2 cluster Ge detectors, 8 coaxial-Ge detectors, and Compton suppressing
BGO detectors. Its energy resolutions for 1.33-MeV y-ray s are 5.8 keV in on-beam and 2.4 keV in
off- beam conditions. Its peak efficiency for 1.33-MeV y-ray is 3.64£0.11%][4]. To reduce neutron
scattering by air, the air in the beam duct is replaced with Helium gas.

The Nal(Tl) spectrometer at ANNRI consists of two Nal(Tl) scintillators each of which is
surrounded by an annular shaped plastic scintillator. This spectrometer has been used for experiments
of the fast neutron capture reaction. The cylindrical Nal(T1) scintillators, 13” mm in diameter and 8”
mm in length, and 8” in diameter and 8” in length, are located at the angles of 90° and 125° with
respect to the neutron-beam line, respectively. These spectrometers are shielded from background
y rays and scattered neutrons by using the lead layers, cadmium, borated polyethylene and lithium
(°Li) hydride.

An analog-to-digital converter (ADC) module (Fast ComTec 7072 Dual ADC) was used for the
pulse-height measurements. The signals from the Nal(T1) scintillator were amplified, and then input to
a multi-stop time-to-digital converter (TDC) module. The resolution of TDC was 1 psec/channel.
Signals from TDC and ADC were handled with a data acquisition system (Fast ComTech MPA-3).

4. Some Highlight Data

The neutron capture cross sections of **' Am, ****** Cm and *’Np have been measured relative to
the '°B(n, aty) standard cross section by the Time-Of-Flight method. Some of highlight results obtained
in our research activities are presented as follows.

4.1 > Am neutron capture cross section

A sample of **'Am (952 MBq in activity, 7.5 mg in weight and 10 mm in diameter) in chemical
form of AmO, covered with an Al case was used for the measurement. The **' Am(n,y)**Am cross
sections have been measured using the Ge spectrometer installed in ANNRI. Figure 3 shows the
neutron capture cross section of **'Am for neutron energies ranging from 0.01 to 10 eV [5]. The
absolute value of the experimental cross section was normalized to the thermal-neutron capture cross
section of JENDL-4.0 in the energy range between 20.3 meV and 30.3 meV; the averaged cross
section in this energy range of the JENDL-4.0[1] is 688.3 [b]. The Westcott neutron capture factor [6]
i1s obtained as 1.02+0.01, which is consistent with that of JENDL-4.0 but about 3 % smaller than
Mughabghab’s evaluation.
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Fig. 3 *"'Am(n,y)***Am cross section obtained using the ANNRI

244 .
4.2 ““'Cm neutron capture cross section

Curium-244 (half-life: 18.1 years) is among the most important MAs, and contributes nearly 50% of
the total actinide decay-heat in spent nuclear fuels after three years of cooling. However, there is
only one of experimental data for the neutron capture cross section of ***Cm [7] in the resonance
region, and its uncertainties of the data are larger than the required ones from 4.1 to 25.7 %.
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Fig. 4 Neutron-capture cross section of ***Cm in comparison with that by
Moore and broadened values from JENDL-4.0.

The ***Cm sample was 0.6 mg of curium oxide. Its isotopic enrichment was 90.1 mole%, and its
activity was 1.8 GBq due to ***Cm. The neutron capture cross section of ***Cm was measured in the
neutron energy ranging from 1 eV to 300 eV with the Ge spectrometer in the ANNRI at J-PARC/MLF
as shown in Figure 4. The ***Cm resonance at around 7.7 and 16.8 eV was observed in the neutron
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capture reaction for the first time [8]. The uncertainty of the obtained cross section was 5.8 % at the
top of the first resonance of **Cm.

4.3 237Np neutron capture cross section

The cross section of the **’Np(n,y) reaction has been measured in an energy range from 10 meV to
1 keV [9,10]. The Nal(TIl) spectrometer installed in ANNRI was used for the measurement. The
relative cross section was obtained using the neutron spectrum measured by the '’B(n,ory) reaction.
The absolute value of the cross section was deduced by normalizing the relative cross section to the
evaluated value in JENDL-4.0[1] at the first resonance. Figure 5 shows the result of the neutron
capture cross section of *’Np in the neutron energy ranging from 10 meV to 12 eV. The result is
compared to the previously reported data by Weston [11] and Esch [12]. As seen in Fig.5, the results
obtained at ANNRI are good agreement with the data reported by Weston. The data by Esch are
discrepant with this.
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Fig. 5 The result of the ’Np(n,y) cross sections obtained
by the ANNRI Nal(TI) spectrometer compared with those by
Weston and Esch et al.
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5. Summary

This paper described the JAEA’s research activities for the measurements of the neutron capture
cross sections for MAs by the neutron time-of-flight (TOF) method.

The operation of a new experimental apparatus called “Accurate Neutron-Nucleus Reaction
measurement Instrument (ANNRI)” in the MLF at J-PARC has been started for neutron capture cross
section measurements of MAs and LLFPs.  As a part of our measurement activities for MAs, some of
highlight results were shown for **' Am, ***Cm and **"Np.
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Nuclear data on long-live fission products (LLFP) are important for developing nuclear
transmutation systems. This short review summarizes the current experimental data of the
neutron capture cross sections of LLFPs and briefly reports the recent progress on neutron

capture cross section measurements in J-PARC.

1. Introduction

Management of high level radioactive waste from nuclear power plants is a serious
issue in nuclear energy production. Long-lived fission products (LLFP) and minor actinides
(MA) in nuclear waste remain for long time. Deep geological disposal and long-term
management are required. Partition and nuclear transmutation have been suggested as an
option for reducing the potential toxicity of high level nuclear waste and downsizing the
disposal site. In the suggested transmutation system, LLFP and MA nuclides are transmuted
into shorter lived or stable nuclides through the neutron capture reaction or the
neutron-induced fission. To design a nuclear transmutation system, reliable nuclear data of
LLFP and MA are necessary. This short review briefly summarizes the existing experimental
data of LLFP, mainly focusing on the neutron capture cross sections, and then reports the
recent progress of neutron capture cross section measurement at the Japan Proton Accelerator
Research Complex (J-PARC).

2. Experimental data of LLFPs

There are seven LLFP nuclides, whose life times are longer than 100,000 years. These
LLFPs are summarized in Table 1. The half-life, the cumulative fission yield, the annual limit
on intake (ALI) and the hazard index are also shown. ’Tc, '*I and '*°Cs have high hazard

indexes.

7107
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Table 1. Long-lived fission products. ALI: annual limit of intake.

Nuclide Ty [year] Fission yield [%] ALI [%] Hazard index
"Se 0.295 M 453 X 107 21-160 0.04-0.3
S7r 153 M 6.39 54110 0.35-0.71
PTe 0211 M 6.11 140 1.9
7pq 6.50 M 0.14 1000 — 1300 (1.5-1.9) x 10™
1269 0.100 M 549 X 102 10 0.5
121 157 M 157 M 0.2-0.67 0.63 2.1
B5Cs 230M 230M 260 1

Sample availability and preparation are important keys to achieving reliable
measurements. Pure *’Tc samples are unavailable because of existence of no stable isotopes.
However other LLFP samples normally include a substantial amount of isotopic impurities
unless isotope separation is performed. To derive the cross sections, background subtraction
for coexisting isotopes is required. In addition to stable isotopes, radioactive isotopes
sometimes cause problems. For '*°Cs, strong radioactivities of chemically unseparated
isotopes **Cs and "*’Cs limit the sample amount of '*°Cs and the quality of measurement. In
addition, for "’Se, '“Pd and '*°Sn, their nuclear properties make sample preparation very
difficult. They are pure -decay nuclides that emit no y-rays. Simple y-ray detection technique
cannot be used to monitor chemical separation process of these nuclides from other fission
products and quantify the final sample amount. For these sample preparation difficulties,
measurements for LLFPs are generally carried out under poorer experimental conditions due
to a less amount of sample and larger background from radioactivities and impurities than
measurements for stable nuclides using a highly isotopically enriched sample.

Recent technological developments are improving the quality of measurement for
LLFPs. Spallation neutron sources provide high intensity pulsed neutron beams, allowing for
measurements with less amount samples. Three spallation neutron source facilities,
CERN/n_TOF [1], LANSCE [2] and J-PARC [3], are currently used for nuclear data
measurements. In addition to the intense neutron beams, large detector arrays are utilized in
these new experimental facilities. The large detector arrays achieved high detection
efficiencies and elaborate data analysis.

Table 2 summarizes the number of existing experimental data categorized in thermal
neutron capture cross section, resolved resonance parameters and keV-neutron capture cross
section. The resonance parameter measurements are categorized into three experimental

types: transmission, capture, and both transmission and capture. Except for *Tc and '*’I,

,ll,
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measurements for LLFPs have not been carried out extensively. Several experiments updated
the LLFP cross section data in the past ten years. Noguere et al. performed high-resolution
transmission and capture time-of-flight experiments using a pulsed neutron source at the Geel
electron linear accelerator facility [30]. They determined the resolved resonance parameters of
individual resonances up to 10 keV. Belgya et al. measured the thermal neutron capture cross
section of '*°I using a chopped cold neutron beam from the Budapest Research Reactor [26].
Patronis et al. measured the averaged neutron capture cross section of >°Cs at 30 keV and
500 keV using a 'Li(p,n)'Be neutron source at the Karlsruhe Van de Graaff accelerator [37].
The '*°Cs sample was made by implanting magnetically separated '*°Cs ions into a graphite
disk. Tagiliente et al. measured the neutron capture reaction of **Zr up to 8 keV at the CERN

n_TOF facility [42]. Resonance analysis was applied for observed 64 resonances.

Table 2. Number of experimental data of LLFPs. The numbers in the parentheses are the

reference numbers.

Thermal Resolved resonance parameters keV-neutron
capture Transmission Capture Trans. & Cap. capture
PTc 8 (4-11) 3 (12-14) 5(15-19) 0 5(16-17,
19-21)
1291 5 (22-26) 1(27) 2 (28-29) 1 (30) 3 (28-30)
5Cs 3 (31-33) 2 (34-35) 0 0 2 (36-37)
S7r 2 (38-39) 1 (40) 2 (41-42) 0 0
107pq 1 (43) 0 1 (44-45) 1 (46) 1 (46)
126Sn 1 (47) 0 0 0 0
PSe 0 0 0 0 0

3. Measurements at J-PARC/ANNRI

The Accurate Neutron-Nucleus Reaction Measurement Instrument (ANNRI) was built
for nuclear data measurements using a neutron beam from the spallation neutron source in
J-PARC [48,49]. Two types of y-ray detectors were installed in ANNRI. In the upstream
experimental area, a large Ge detector array was placed. The Ge detector array consists of two
cluster Ge detectors and eight coaxial-type Ge detectors. BGO detectors for anti-Compton
suppression were also implemented. This is the first time to use a large Ge detector array in
neutron capture experiments with a spallation neutron source. High energy resolution of Ge
detectors allows for detailed study on the neutron capture reaction. In the downstream
experimental area, Nal(Tl) detectors were placed. Although Nal(Tl) detectors have a poor
energy resolution comparing with Ge detectors, Nal(Tl) detectors have faster time response.

It enables to measure capture cross sections in higher energy region than Ge detectors.

,12,
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Moreover, independent measurements using the different types of detectors reduce systematic
uncertainties.

Neutron capture cross section measurements for LLFPs are ongoing with ANNRI.
Recent progress was reported in Refs. 50-52. These experiments demonstrated that the Ge
detector array is a considerably powerful tool to remove impurity background and study the
transition pattern of the neutron capture state. Nakamura et al. measured the neutron capture
reaction of '“’Pd with the Ge detector array. They found previously misassigned resonances
from prompt y-ray energies. For '“’Pd, measurements with the Nal(TI) detector were also
performed and data analysis is ongoing. Kino et al. studied the prompt y-ray spectra of **Tc
with the Ge detector array [52]. It is found that the transition pattern at the first resonance was
similar to that of the thermal capture but they were very different at higher energy resonances.

Measurements and data analysis of *°Zr and '*’I with ANNRI are also ongoing.

4. Summary

Experimental data of the neutron capture cross sections of LLFPs were briefly
reviewed. Except for **Tc and '*°I, measurements for LLFPs were not performed extensively.
Reliable experimental data of LLFPs are necessary to improve the nuclear data.
Measurements and data analysis of the capture cross sections of LLFPs with the spallation
neutron source in J-PARC are ongoing. Some of the recent progress has been already
published. Further results of the J-PARC measurements will improve the nuclear data of
LLFPs.
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4. Cross-sections and Uncertainty Estimation
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An R-matrix analysis is demonstrated for 170 system to estimate 60 neutron
cross-sections with uncertainty in the resolved resonance range, where we try to
effectively impose physical constraints to behaviors of the parameters and hence the
cross-sections. Preliminary results suggest our present approach may reduce
uncertainty caused by the differences among experimental and evaluated data.

1. Introduction

The R-matrix theory is straightforward to the quantum mechanics. Since the
collision matrix derived from the R-matrix theory is the unitary, it brings physical
constraints to behavior of the parameters and hence the cross-sections to be calculated.
By imposing such a constraint effectively in the analysis, we may understand the causes
of differences which still remain among the experimental and evaluated cross-sections.
We are developing A MUIti-channel R-matrix code AMUR which is based on the
Wigner-Eisenbud’s formalism [1]. Although the photon channel is not included yet in
the current version, it can be applied to the analysis for the light nuclei since the
radiative capture cross-section is small as negligible. In this study, we have two
purposes as follows.

One objective is to show the evidence of the physical constraint from the
R-matrix theory. It is important to thoroughly understand the nature in the theory since
we introduce some experimental parameters in the R-matrix fit to correct the measured
values as described in the main text. It is also essential to present the accountability of
uncertainty/covariance data to be obtained from the analysis. The second one is to
present practical use of the physical constraint in the cross-section analysis. We
demonstrate an R-matrix analysis for 170 system to estimate the neutron cross-section
of 160 with uncertainty/covariance in the resolved resonance energy range. The reasons
we focus on this isotope are as follows.

B The oxygen is one of the important materials in the nuclear applications, e.g.,
neutronics for the criticality safety, shielding design, and so on. The isotope is also a
typical light nucleus to which our R-matrix code should be applied as the neutron
capture cross-section is in the order of micro-barn.

B There are discrepancies among experimental data which make the present
evaluations still uncertain. For typical example, those problems have been found
for total cross-sections in lower energy range and 160(n,a)'3C reaction
cross-sections. Those are recognized in the world as listed in the CIELO
(Collaborative International Evaluated Library Organization) pilot project [2].

B The uncertainty/covariance of the evaluated cross-section is required to estimate
the margin of integral calculations. It is also important for the quality assurance of
nuclear data themselves. However, so-called “low-fidelity” data are given in the
present libraries for most of the light nuclei. For 160 evaluations, they are inferred
only from experimental information.
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The paper briefly describes our preliminary results, and complements the other
reports elsewhere [3,4].

2. Physical Constraint from the R-matrix theory

The collision matrix calculated from the R-matrix theory is the unitary. This
ensures not only the flux conservation but also holds the explicit channel-channel
correlation. Figure 1 illustrates the correlation matrices for 160 neutron total
cross-sections and 160(n,a)13C which we obtained in our preliminary analysis. We can
see strong medium-range correlations among the different neutron energies. This is
substantially because of the interference effect among the large resonances with the
same spin-parity. That suggests the theory may complement a missing or an insufficient
knowledge in experimental data. One also notices the traces of the unitarity limit where
the correlation matrix elements sharply drop into nearly zero. The positions correspond
with the peak energy of each resonance. That means the value of cross-section is
constrained strongly at around peak positions. In other word, the cross-sections are
nearly independent of the theoretical parameters very near the peak energies. As
physical constraints certainly exist, we are making use of such intrinsic nature of the
theory in our analysis to estimate more reasonable cross-sections with covariance.
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Fig. 1: Correlation matrices for 160 total and 160(n,a)13C cross-sections preliminary
obtained in this study

3. Differences among Experimental Data

There are differences among measurements more or less. As long as we
strongly rely on experimental data in the evaluation with less theoretical knowledge,
such experimental differences make the evaluated cross-section uncertain.

In neutron total cross-section for 160, “3% difference” is observed below E,~100
keV down to the thermal energy region where the measured values of Ohkubo [5] and
Johnson et al. [6] are larger than the other experimental numbers [7-10]. Both
ENDF/B-VII.1 [11] and JENDL-4.0 [12] follow the data of Ohkubo, however, Ohkubo
himself has already pointed out that there would be plausible water contamination in
the Al2O3 sample since it was in powder. Johnson et al. has also given similar comment
in the literature. Therefore, the both evaluations are, most likely larger by ~3% than
the true value, although there is not enough evidence at this stage.

Typical differences are also seen in measured 60(n,a)!3C and/or the inverse
reaction cross-sections where the recent experimental data are ~30% lower than the old
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measurements systematically. Indeed, ENDF/B-VI.x was evaluated based on the old
data measured by Bair and Haas [13], but values were just normalized so as to follow
the recent data of Harissopulos et al. [14] when switching to the ENDF/B-VIL.0. The
situation is essentially same in the JENDL evaluations. Such an approach just relies on
measurements, but we believe both the experimental and theoretical knowledge should
be reflected in the evaluation.

4. Analysis for 170 Compound System

In this work, the maximum neutron energy is set to 5.2 MeV to study a simple
case. The threshold energy of the 160(n,0,)!3C reaction is about 2.4 MeV, and the other
reactions are still closed below 5.2 MeV. Therefore, we consider two partitions in this
R-matrix analysis! n+160gs and a+!3Cgs. For the spin-parity assignments of the
compound nucleus 170, we followed those given in the latest version of Nuclear Data
Sheets except for a few minor levels. We considered levels of J™ = 1/2+, 3/2*, 5/2+ and 7/2*
which can be excited by the incoming partial waves of 1=0 to 4. The R-matrix
parameters to be searched for are the channel radii, reduced width amplitudes and the
energy eigenvalues for compound nucleus 170. The contributions from the negative and
distant levels are also treated as parameters, except for J* = 5/2+ and 7/2* in which the
distant effect is found to be small as negligible.
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Fig. 2: Some of the fitted results for neutron 160 total cross-sections

We analyze six sets of measured total cross-sections [5,6,15-18] and a recent
measurements of 13C(n,a)160 reaction cross-sections [14]. Since there are systematic
differences among the measurements more or less, we introduced a renormalization
factor to each measurement. The factor is one of the parameter to be searched for in the
fitting procedure. Since the water contamination is likely remained in the data of
Ohkubo and Johnson et al., the effective (scaled) hydrogen cross-sections are added to
the theoretical calculations. The hydrogen cross-sections were taken from
ENDEF/B-VII.1, and the normalization value is treated as a parameter to be searched for
in the fitting procedure. The fitting itself is quite successful as illustrated in Fig. 2 and 3
as examples. The R-matrix parameters are searched for together with experimental
parameters with the least-square method based on the Bayes’ theorem, where the
calculations are broadened with experimental resolutions. The total x*/N value obtained
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is ~3.0, which means the spin-parity numbers given in ENDSF are consistent with
experimental cross-sections we analyzed. In this paper, we present only the results of
the experimental parameters in the next section because of the limitation of paper
length.

3C(o,n)te0 {

Harissopulos+ (2005)

G (barn)

Alpha-particle Energy (MeV)

Fig. 3: Fitted results for 13C(a,n)160 cross-sections

5. Values of Experimental Parameters obtained

The renormalization parameter obtained for each total -cross-section
measurement is in-between 0.967 and 1.032 with uncertainty of less than 0.35%. Such
near unity values suggest that the calculations and all the total cross-section
measurements we used are consistent with the theory. It is noticeable that the
uncertainties obtained are very small as less than 0.35%, which shows how strong the
physical constraint from R-matrix theory is in the fitting procedure.

The situation is found to be different for 13C(o,n)60 reaction where the
renormalization value obtained is 1.52+1.1% for the recent measurements. That is,
present renormalization values (hence the cross-sections) are consistent with old
measurement of Bair and Haas, despite we analyzed only the recent measurements.
Since the theory always holds the flux conservation, such large normalization values
are guided so as to be consistent with the total cross-sections. That may suggest there is
an inconsistency between a number of experimental total cross-sections and the recent
measurements of 13C(a,n)160 reaction cross-sections.
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Fig. 4: Estimated total cross-sections with experimental data
in lower energy range
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The normalization values to the hydrogen cross-section are found to be
0.0099+8.4% and 0.0167+6.0% for experimental data of Ohkubo and Johnson et al.,
respectively. The corresponding effective hydrogen cross-sections are 205+17 mb and
346+21 mb at thermal energy, respectively. Figure 4 shows calculated total cross-section
together with experimental data in lower energy range. The present R-matrix
calculation, without the contribution of hydrogen, is found to be consistent with most of
the other experimental numbers. Those results suggest the present evaluation should
be reduced by ~3% in the lower energy region.

6. Preliminary Results of Cross-sections with Uncertainty

The covariance of cross-sections is preliminary obtained by propagating those
for the theoretical parameters only. Figure 5 illustrates the present results of total
cross-sections with uncertainty. Again, we can still see traces of unitary limit at some
peak positions where the uncertainty value is strongly reduced. The uncertainty values
we obtained are about 0.5% on average. This is smaller than those given in the
experimental data, which is a consequence of physical constraint from R-matrix. For
160(n,0)13C reaction cross-sections, we obtained uncertainty value of about 2.5% on
average in spite of a large difference between the old and recent measurements.
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Fig. 5: Estimated total cross-sections with uncertainty

7. Summary and Outlooks

An R-matrix analysis was demonstrated for 170 system to estimate the neutron
cross-sections of 160 with uncertainty in the resolved resonance range. Introducing the
experimental parameters, we effectively impose the physical constraints to the analysis.
Preliminary results suggested the present approach may solve/reduce uncertainty
caused by the differences among experimental and evaluated data. The cross-sections
and covariance/uncertainty we obtained mirror both the experimental and theoretical
knowledge.

To obtain a complete set of cross-sections data, we are analyzing/calculating
angle-differential cross-sections with covariance. Also, upper energy limit will be
extended by considering in-elastic scattering channels. Once we complete a case study
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for 170 system, the similar approach will be applied to the analysis for the other systems.
For calculation of radiative capture cross-sections, we are planning to incorporate the
Reich-Moore approximation [19] as a first step.
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5. Cross-section Measurement in Pohang Neutron Experimental Facility
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The Pohang Neutron Facility (PNF) was proposed in 1997 and constructed at the Pohang Accelerator
Laboratory in 1998. A 100-MeV electron linac is located in the tunnel beside the 3 GeV Pohang Light Source
(PLS) facility. The 100-MeV electron linac consists of RF-gun or by triode thermionic gun, an alpha magnet, four
quadrupole magnets, two SLAC type accelerating sections, a quadrupole triplet, and a beam analyzing magnet.
Neutron transmission, neutron capture and photon induced activation experiments can be performed by using the
100-MeV electron linear accelerator. In this report, recent measurement of the neutron total cross
sections and photon induced activation experiments are introduced.

1. Introduction
Nuclear data are fundamental knowledge for the nuclear application such as nuclear transmutation technique,

nuclear medicine, and nuclear astrophysics. Since 1997 [1-3], the Pohang Neutron Facility (PNF) begun to
provide a pulsed neutron beam based on a 100-MeV electron linear accelerator. Its main purpose is to obtain the
total neutron cross sections, neutron activation cross sections. PNF also provides bremsstrahlung photon
beam for the photo activation experiments with the electron energy range from 45 to 100 MeV.
Examples are shown below [4, 5].

e Neutron total cross sections: “Nb, ™Mo

e  Neutron capture cross section: '“Ho

e  Neutron activation cross sections: '“Ho, "’ Au, “In

e  Photon activation experiments: ™Sb, ™Pb, ™Cd, **Mn, "’ Au, *Nb, **Bi, *’Th, Z*U, ¥Y
In section 2 and 3, we introduce the recent results of the neutron transmission experiment on natSn
and photon activation experiment on 197Au.

2. Neutron Time of Flight Experiment at Pohang Accelerator Laboratory
The electron linac was operated with a repetition rate of 10 Hz, a pulse width of 1.0 ps and the electron energy

of 60 MeV. The peak current in the beam current monitor located at the end of the second accelerator section was
above 50 mA. Neutrons are produced via photo nuclear reaction of "' Ta by using the bremsstrahlung photon with
an electron beam. A water cooled Ta radiator system for the photo neutron source consists of ten Ta plates with a

diameter of 4.9 cm and an effective thickness of 7.4 cm. There was a 0.15-cm water gap between Ta plates to cool
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the Ta plates effectively. Neutron yield per kW of beam power was estimated as 2.0x10" n/sec on the Ta target
[6-11].

A samples is located at the middle of the neutron guide tube which is placed perpendicularly to the electron
beam. Neutrons were collimated by using shields made of H;BOs, Pb and Fe in the guide tube. A neutron detector
was placed at the end of the guide tube. Set of notch filters, which consists of Co, In, and Cd plates with thickness
of 0.5 mm, 0.2 mm, and 0.5 mm, was used for the back ground determination, and also for the energy calibration.
Samples in the transmission experiment were automatically changed in every 5 minutes by using a sample
changer. A °Li-ZnS(Ag) scintillation counter BC702 supplied by Bicron (Newbury, Ohio) with a diameter of 127
mm and a thickness of 15.9 mm mounted on an EMI-93090 photomultiplier was used as a detector for the neutron
TOF spectrum measurement. The detection efficiency of the neutron detector was g.g=1-exp{-No(0.0253/E,)"*}
with =945 barn of the °Li(n, ct)’H reaction. Figure 1 shows recent our results of the n-TOF experiment for a
natural Sn sample which have already been reported in [12].
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Figure 1. An example of n-"TOF experiment for natSn. Left and Right: A CoInCd notch filter for
energy calibration. Lower panel: n-TOF spectrum for n2tSn [12].
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3. Photonuclear reaction experiment at Pohang Accelerator Laboratory

The electron linac was also used to produce bremsstrahlung x-ray in the energy range between
45-100MeV. While photonuclear reaction are well-studied around the energy of 25 MeV where the
giant dipole resonance (GDR) is concerned, a small number of nuclear data for the inter-mediate
energy regions are only available, and also have large uncertainties. In the Pohang, photon activation
experiments have been actively performed to obtain the information of cross sections for (y, n), (y, 2n),
(y, 3n), (y, 4n) and so on [4, 5]. Figure 2 shows an example of a photo activation experiment on 197Au.
Bremsstrahlung was produced by bombardment of 65 MeV electrons to W target in 0.1 mm in
thickness. A Gold-197 samples was positioned at 18 cm downstream from the W target. As a flux
monitor, 27Al (y, 2pn) 24Na reaction was used. The electron current during the irradiation was ~35 mA
and reputation rate was 15 Hz. After the 30 min irradiation, an activated 197Au sample was measured
by a HPGe detector. The energy and the efficiency calibration were performed by using 52Eu y-ray
standard source. The activated '”’Au sample emits the y-rays due to the '”’Au (v, n) "*Au, "’Au (y, 3n) *Au,
TAu (y, 4n) "*Au and "’Au (y, 5n) "*Au reactions, and that were clearly observed in its y-ray spectrum.
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Figure 2. Typical y-ray spectrum obtained from irradiated 197Au samples together with 27Al flux
monitor. Bremsstrahlung energy was 65 MeV.
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4. Summary
Neutron transmission experiments on natural Sn and Ni were performed at the Pohang Neutron Facility

installed with a 100-MeV electron linac in Korea. The neutrons were produced via photo nuclear reaction of Ta
and cooled in the water moderator, which lead to an energy range from 0.1 eV to 100 eV. Transmitted neutrons
were detected with the °Li-ZnS (Ag) scintillator BC702 by using the time of flight method. We also introduced
recent result of the photo activation experiment on '“’Au by using the bremsstrahlung photon beam. Detailed

analysis is needed in the near future.
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Abstract

Various nuclear data have been applied to the reactor physics test analyses in Monju. Good
accuracy is confirmed with JENDL-3.3 for the analysis of reactor physics tests performed in
1994-1995. On the other hand, a clear discrepancy is observed for the reactivity loss caused by
the 241Pu decay from 1994 to 2010. The discrepancy is resolved with JEDNL-4.0, where the
revision of the 241Pu fission cross section and 241Am capture cross section contributes.

Use of covariance data is promising application in the future design calculation. Based on the
reactor physics test analyses, the reliability of the covariance data is investigated and
covariance data that needs improvement are extracted. It is suggested that data on the
average cosine of the scattering angle of 28Na need to be improved.

1. Introduction

Monju is the Japanese prototype fast breeder reactor with an electric power of 280MWe
(Figure 1). The core fuel region is divided into two Pu-enrichment zones with the Pu fissile
enrichment around 15wt% and 20wt% for the inner and outer cores, respectively. The core
fuel region is surrounded by blanket and neutron shielding regions in the radial and axial
directions.

Sodium-cooled Fast
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DEEIET o P Reactor, loop-type
U GOEOROSO= V! Thermal output 714 MW
0208956 5 Electrical output 280 MW
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(;)Neutrcn Shield 324 @Backup Control Rod (BCR) 6
Figure 1 Core specifications of Monju
The history of the nuclear data application in Monju started in the design (licensing)

calculation applied in 1980, where nuclear data ENDF/B-II and III were employed. In 1994,
reactor physics tests started and the initial criticality was achieved. The core parameters
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were predicted with JENDL-2 together with the E/C biasing based on the mockup critical
experiments as those obtained in ZEBRA critical assembly. The discrepancy in the keff value
for the initial full loading core was -0.1%Ak/k with the biasing and -0.7%Ak/k without the
biasing. Since then various nuclear data have been applied to the analysis of reactor physics
tests in Monju. In the present paper, the nuclear data application in the reactor physics test
analysis is summarized and a request to nuclear data is discussed.

2. Application in the reactor physics test
2.1. Calculation method

The calculation is based on the detailed deterministic calculation scheme developed
through the analysis of critical assemblies for fast reactors [1]. In general, the calculation
accuracy is determined by that of the calculation methodology and that of the nuclear data
libraries. The former accuracy has been confirmed to be sufficiently smaller than the latter
through comparison with continuous energy Monte Carlo calculations [2]. At present, the
calculation accuracy is mainly dominated by that of nuclear data.

2.2. Reactor physics tests in 1994-1995

The reactor physics test in Monju started in 1994 and a variety of core parameters had
been measured until the sodium leakage accident occurred in December 1995. After the tests,
the validity of the calculation system has been investigated for major physical parameters,
such as criticality, control rod worth, isothermal temperature coefficient, fixed absorber
reactivity worth, fuel sub-assembly reactivity worth, coolant reactivity worth, power
coefficient, burnup coefficient, and reaction rate distribution. JENDL nuclear data is mainly
employed in the investigation, starting from JENDL-3.2 (1996) to JENDL/AC-2008 (2008)
according as the update of JENDL. The accuracy with JENDL-3.3 (2002) was confirmed
within the experimental uncertainties (10) in most of the parameters [2,3]. In particular, the
excellent result is obtained in the criticality (keff) with the accuracy less than 0.1%Ak/k.

Most of the reactor physics data employed was evaluated in the early days of the tests
and some corrections applied to the measured value can be more accurately and precisely
evaluated by introducing the calculation system available today. In addition, correlation
information among data was not evaluated in the existing data. We will re-evaluate all the
data in the high level recommended in the international data evaluation project as IRPhEP
[4] for more reliable and detailed validation of nuclear data.

2.3. Reactor physics tests in 2010

In 2010, Monju restarted after 14-year’s interruption. The prediction of the criticality
was performed as in Figure 2 with JENDL-3.3 and the E/C biasing based on the tests carried
out in 1994. In addition, various nuclear data (JENDL/AC-2008, ENDF/B-VIL.O, and
JEFF-3.1) were referred to assure the prediction accuracy for a large reactivity loss due to the
241Pu decay and resulting 241Am accumulation in which a large uncertainty was expected in
JENDL-3.3. The covariance data in JENDL-3.3 was employed to evaluate uncertainty of the
predicted value.
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EPrediction uncertainty (10)

+0.4 E(mainly from covariance data)
+03 F-----tmmmme oo T v
Pu241 decay accuracy correction .
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Figure 2

+00 — ' -
Calculation (JENDL:3.3) Prediction of excess reactivity in 2010 [5]
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The excess reactivity was predicted as 0.45%Ak/k for the measured value of 0.58%Ak/k. The
discrepancy is comparable to the experimental uncertainty of 0.13%Ak/k.

However, when we focus on the calculation accuracy of the cores measured in 1994 and
2010, an obvious discrepancy appears [6]. Figure 3 compares the change in the C-E values on
the keff at critical state, that is, the C-E value for the core in 1994 minus that for the core in
2010. Four nuclear data files are applied in the calculation and the result by JENDL-3.3
shows the obvious discrepancy of 0.15%Ak.
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Figure 3 Change in calculation accuracy for criticality from Core1994 to Core2010 [6]

Figure 4 analyses the difference among the four nuclear data by sensitivity analysis.
The change of the C-E value from that by JENDL-3.3 is illustrated by nuclide and reaction.
The change mainly appears in 241Pu and 241Am, whose compositions were the major
differences between the cores. It is interesting that the results of JENDL-4.0 and JEFF-3.1,
both showing perfect agreement in Figure 3, come from different contributions. The
contribution of 24lAm capture is almost common but the remaining major contribution is
made by 241Pu fission in JENDL-4.0 whereas by 241Am v (number of fission neutrons) in
JEFF-3.1.
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Figure 4 Comparison among nuclear data on the change in calculation accuracy [6]

The other reactor physics parameters, control rod worth and isothermal temperature
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reactivity do not show clear differences among nuclear data. We will continue the validation of
nuclear data with the accumulation of Monju experimental data in the future.

3. Application of covariance data
3.1. Expected accuracy with JENDL-4.0 and Monju reactor physics tests

Based on the analysis results of Monju reactor physics tests, we can estimate the
calculation accuracy achievable in the future licensing calculation. We can expect satisfactory
accuracy especially for the criticality and control rod worth as follows.

(Criticality)
Analysis result: C/E 1.002, AE +0.14%(10)
Expected accuracy inferred from the above: £0.3% or smaller by E/C biasing
Current licensing calculation: +0.6% (total 1%)
Target accuracy (10): 0.3% (suggested in OECD/NEA)
0.1% (at 200°C for reactor physics test)

(Control rod worth)
Analysis result: C/E 1.00, AE +2%(10)
Expected accuracy inferred from the above: +2%
Current licensing calculation: 6% (total 10%)
Target accuracy (10): 3% (suggested in JAEA)
2% (for the prediction of criticality)

3.2. Uncertainty by covariance data

The target accuracies in the above parameters would be achievable thanks to the
presence of accurate measurement data. On the contrary, there are parameters that are
difficult to evaluate in the same way due to lack of good measured data in terms of
measurement accuracy and representability of actual phenomena assumed in the design
calculation. The sodium void reactivity is a typical one and a large design margin of 30% is
considered in the existing design calculation, whereas the target accuracy (1o): 7% is
suggested in OECD/NEA.

In this case, use of covariance data (uncertainty data of nuclear data) is promising. We
can estimate the uncertainty of the design calculation by combining that associated with
nuclear data and that with calculation methods. Such attempt started in the late 1980s and
more and more covariance data have been evaluated and added to the evaluated nuclear data
file. Now JENDL-4.0 covers the data for most of nuclides and reactions of interest in the
design calculation.

The quality assurance is the next issue to be tackled for the covariance data to be
practically applied in the licensing calculation. Reliability of the covariance data is
investigated for large fast reactors by K. Sugino [7]. The study compares design accuracies
estimated by C/E dispersion and by covariance data. Equality is confirmed in general except
too large uncertainty in the criticality (0.3% by C/E dispersion: 0.9% by covariance data).

Figure 5 shows the uncertainty evaluated with the covariance data of JENDL-4.0upl
for the criticality data of Monju. The result is similar to the preceding study as the total
uncertainty 0.75% (lo) larger than the expected accuracy of 0.3%. Relatively large
contributions come from those of 238U capture and inelastic, and 239Pu fission. Their values
originally come from the nuclear data uncertainty (diagonal component) of about 3%, 10%,
and 1%, respectively. It seems that the current uncertainties would be in the small level
practically achievable in the nuclear data measurement.
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Figure 5 Nuclear data induced uncertainty for criticality measured in 1994 and in 2010

The reliability was investigated in another aspect by comparing the uncertainty with

the dispersion among nuclear data. Figure 6 compares the results for the criticality data of
Core2010. The dispersion is defined here by the change in the criticality brought by the
change of nuclear data from JENDL-4.0 to ENDF/B-VII.O or JEFF-3.1.
The uncertainties are smaller than the dispersion for 23Na (inelastic and p; average cosine of
the scattering angle), 239Pu fission, and 240Pu (capture and fission). On the contrary, the
uncertainties are larger for 238U (capture and inelastic), 239Pu (capture, y; fission spectrum)
and 24!Am capture.

In general, the dispersion and the uncertainty do not have to be consistent since the
covariance data is also the result of nuclear data evaluation, which is independent of the
other nuclear data. In addition, there is a possibility the three nuclear data may be biased in
the same way. Nevertheless, the comparison gives a hint to extract covariance data that needs
improvement. In particular, the smaller uncertainty needs to be checked very carefully since
it may lead to erroneous modifications of cross sections when the cross section adjustment
technique is applied. Among the data with the smaller uncertainty, p data of 23Na is the
biggest concern since the analysis of BFS experiment indicates that the value of
ENDF/B-VII.O seems reasonable [8].
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Figure 6 Nuclear data induced uncertainty vs. Dispersion among nuclear data
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4. Conclusions

The nuclear data application in the Monju reactor physics tests was summarized. The
calculation accuracy for the tests is in the satisfactory level in general. Valuable knowledge on
24IAm nuclear data is obtained. We will continue the validation of nuclear data through
re-evaluation of the existing data and through the accumulation of reactor physics data in the
future.

Use of covariance data is promising application to estimate the calculation accuracy of
a wide variety of reactor physics parameters. Based on the reactor physics test analyses, the
reliability of the covariance data was investigated and covariance data that needs
improvement were extracted. It is suggested that p data of 23Na need to be improved.
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Abstract

In recent years three major sets of modern evaluated nuclear data have become available:
JENDL-4.0, JEFF-3.1.2 and ENDF/B-VII.1. The authors were involved with a research project to
establish analysis method for a future commercial-scale LMFBR. This project focused on JENDL-4.0
and conventional Japanese codes. As a cross check, we decided to also apply the fast reactor code
ERANOS. This necessitated to produce nuclear data (cross sections, etc) for the ERANOS code
system, discussed in this paper. We developed a nuclear data processing system to produce cross
sections, probability tables, delayed neutron data, and covariance data from the evaluated nuclear data
files for ERANOS. A benchmark calculation on the MZA/MZB benchmark showed very satisfying
results. Subsequently, we analyzed the prototype LMFBR Monju with ERANOS and our own sets of
nuclear data. The results are very satisfactory. The results from ERANOS indicate that the target
accuracies for nuclear data have not been met, although the three sets of evaluated nuclear data all
performed very well in our analysis. In the future, the covariance on nuclear data should be reduced to
meet the target accuracies on criticality and feedback coefficients.

Key Words: Nuclear data processing, Monju, Reactor physics analysis,

uncertainty analysis

1 Introduction

In the so-called “Monju Tokushin” project, the Uni-
versity of Fukui was involved with the development
of advanced analysis software for a commercial-
size Fast Breeder Reactor [1]. In this project,
JENDL-4.0 was selected as the reference nuclear
data, and the analysis software is based on the “tra-
ditional” Japanese codes, such as SLAROM-UF. To
provide a check, analysis with different software
and data is desired.

It was chosen to use the well-established fast re-
actor code system ERANOS 2.0 [2]. However, the
publicly available version of ERANOS 2.0 (NEA
Data Bank) is delivered with a set of nuclear data
based on JEF-2.2. For a proper comparison to

*Corresponding author, rooijen @u-fukui.ac.jp

the results obtained in Monju Tokushin, a set of
cross sections based on JENDL-4.0'[3] is required.
Since there exists no publicly available cross section
processing tool for ERANOS, the necessary soft-
ware was developed. Once the processing software
is available, it is relatively easy to also prepare cross
sections based on other sets of evaluated nuclear
data. This paper will discuss the generation of cross
section libraries for ERANOS 2.0, using JENDL-
4.0, JEFF-3.1.2 [4], and ENDF/B-VII.1 [5]. The
preparation and application of uncertainty data and
delayed neutron production data are also discussed.

The accuracy of this system was tested with two
relevant calculations: the MZA/MZB benchmarks
of the MOZART program (measured in ZEBRA,

"Throughout this paper, JENDL-4.0 is used with updates
up to September 2013, also known as JENDL-4.0u
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UK, in the 1970s, [6]), and the Monju start-up
tests of 1994 and 2010 [7, 8]. For Monju, reac-
tor physics parameters of 1994 and 2010 have been
published in open literature: all-rods-out reactivity,
and Isothermal Temperature Coefficient. The core
composition in 2010 is not fully published but suf-
ficient data can be obtained by combining informa-
tion from several public reports. For the MOZART
benchmarks and also for Monju, very good agree-
ment was found with our combination of ERANOS
and modern evaluated nuclear data.

2 Cross section processing soft-
ware

Processing of nuclear data for ERANOS requires
several processing tools, and there are several steps
to take. A complete processing system was imple-
mented in Python, focusing on consistency and uni-
formity, parallelization, as well as targeting a mini-
mum of “outside input”, i.e. necessary data for the
processing is taken as much as possible from the
ENDF files directly. Several utility codes to extract
information from ENDF files were written.

ECCO uses two or more energy group structures
in one calculation. We applied the two conven-
tional ECCO group structures (1968 groups and 33
groups). This feature of ECCO makes it necessary
to produce two cross section libraries. In the follow-
ing, isotopes which are included in the 1968-group
library are referred to as major isotopes; isotopes
which are present in the 33-group library only are
referred to as minor isotopes. The production of an
ECCO library takes several steps. A Python script
was written to automate all of these steps. Where
possible, parallel calculations are used, for exam-
ple, the sequence NJOY - CALENDF - MERGE
- GECCO concerns individual isotopes and can
be done in parallel. A more detailed overview of
the cross section processing for ERANOS is given
in [7].

2.1 Covariance data

The covariance data is processed with the ERRORR
module in NJOY for those isotopes for which co-
variance data is available. Only covariance data
from MF31, MF32 and MF33 is processed. ER-
ANOS cannot handle the ERRORR data directly,

therefore a utility program was created to refor-
mat the ERRORR library into the AMERE format.
AMERE data is created for individual isotopes in 33
groups. Subsequently a unified AMERE file is cre-
ated. The situation for the presence of covariance
data is as follows:

e JENDL-4.0 with updates. This evaluation
contains covariance data for 33 relevant iso-
topes.

e JEFF-3.1.2. This evaluation does not con-
tain covariance data for the important isotopes.
Therefore it was decided to use the BOLNA
covariance data (15 energy groups, see [9]).

e ENDF-B-VII.1. This evaluation cotains co-
variance data for 94 relevant isotopes.

2.2 Delayed neutron data

Delayed neutron data is read from the evaluated nu-
clear data files when available. The delayed neutron
data is then processed to fit the 33 energy groups
used in ERANOS.

3 Results for MZA/MZB

Our objective is to use ERANOS in combination
with JENDL-4.0 for the analysis of Monju. To
check our newly made libraries, it was decided to
perform a benchmark calculation: the MZA and
MZB cores, which were built in the ZEBRA-facility
in the UK in the 1970s as part of the MOZART
program of experiments in support of the design
of Monju. An extensive discussion of the bench-
mark calculations and the results can be found in
elsewhere [7]. Here we want to present only the
results for the reactivity of the MZA and MZB/3
cores. The results are given in Figure 1, which give
the excess reactivity of the core (i.e. “all rods out”
reactivity).

In the figures, there are 2 sets of results: one is
labeled “RZ-model” and the other is labeled “XYZ-
model”. The RZ-model is analyzed with 2D SN
calculations; this model allows uncertainty analy-
sis in ERANOS. The XYZ-model is analyzed in 3D
with a nodal code. This model does not allow un-
certainty analysis, however, the use of a nodal cal-
culation implies there is no error due to spatial dis-
cretization.
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Figure 1: Left: Excess reactivity of the MZA core. Right: excess reactivity of the MZB core. Calculated
with ERANOS and the ECCO libraries prepared in the present work. Symbols: /\ = RZ CALENDF-
preferred XS, A = RZ NJOY-only XS, O = XYZ CALENDF-preferred XS, ® = XYZ NJOY-only XS, m

= benchmark result.

In all cases, there are results for 5 sets of eval-
uated nuclear data; and for each set of evaluated
nuclear data, there is a solid (colored) symbol and
a white outline symbol. These symbols mean the
following: as discussed before, ECCO requires
both NJOY and CALENDF to prepare nuclear data.
There are cases where NJOY and CALENDF do
not agree about the cross section. In such a case,
the user has to make a decision whether the NJOY
cross section is taken as “correct”, or the CAL-
ENDF cross section is “correct”. The solid sym-
bols represent calculations where the NJOY cross
section is preferred. This allows an immediate com-
parison with the results described in the MZA/MZB
benchmark materials. In the benchmark documents
results are obtained with the MCNP code, using
evaluated nuclear data from JEFF-3.1 and JENDL-
3.3. MCNP relies entirely on NJOY for cross sec-
tion processing. Results from the benchmark doc-
umentation are illustrated as solid circles. Clearly,
our results are very near the benchmark results if we
use “NJOY-only” cross sections. On the other hand,
the outline symbols are results using “CALENDF-
preferred” cross sections. It is clear that in general
the NJOY-cross sections have a better performance.
As aresult, for the Monju analysis it was decided to
prefer the NJOY-cross sections in all cases where it
is required to make a decision.

4 Results for Monju

The prototype fast reactor was first started in 1994;
in the period 1994 - 1995 the reactor was operated
at 40% power for about 100 days. In this period,
several reactor physical parameters were measured.
In 2010 the reactor was restarted, and operated at
zero power for approximately three months. Again,
several reactor physical parameters were measured.
The measurement results are described in publicly
available documentation, see for example [10]. The
2010-core contains 5 different types of fuel. The
loading pattern of the 2010-core is given in Fig-
ure 2.

Figure 2: Monju core loading map in 2010. ® =
inner fuel 1, @ = inner fuel 2, © = inner fuel 3, ® =
outer fuel 1, @ = outer fuel 2, © = backup control
rod, © = coarse control rod, ® = fine control rod, ®
= blanket, @ = reflector.

Results are given in Figure 3. One set of results is
determined with 2D RZ-calculations, using an SN
transport code, which allows uncertainty analysis;
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the Hex-Z results are obtained with a nodal calcu-
lation without uncertainty analysis. In this case,
solid symbols represent results for the 1994-core,
whereas outline symbols are for the 2010-core. For
the 1994-core the experimental uncertainty is not
always known.

The excess reactivity is well predicted with ERA-
NOS and the cross sections prepared in the present
work. JENDL-4.0 gives the best performance as far
the absolute reactivity is concerned with the small-
est uncertainty interval (approximately 800 pcm).

In the measurement of the Isothermal Tempera-
ture Coeflicient (ITC), the temperature of the en-
tire core is increased slowly (isothermal situation),
and the reactivity change due to the temperature
change is recorded. This measurement contains
the effect of Doppler broadening, as well as the
effects of thermal expansion of the fuel and core
components. In ERANOS, the ITC is calculated,
as well as the Doppler coefficient. Our results in-
dicate that the Doppler effect accounts for about
60% of the total temperature effect. Between 1994
and 2010 the ITC and Doppler coefficient decrease.
The uncertainty on the Doppler coefficient was de-
termined with Equivalent Generalized Perturbation
Theory (EGPT). In 1994, the uncertainties are 2.6%
for JENDL-4.0, 3.5% for JEFF-3.1.2, and 3.6% for
ENDF/B-VII.1; in 2010, these numbers are 2.8%,
3.0% and 3.4% respectively.

The control rod worth is given in Figure 3. In
[10] are given control rod worth curves for each
control rod in Monju; however, our 2w/3
symmetric model can only handle control rod
insertion with 3 rods simultaneously. Therefore we
have chosen to only analyse the control rod worth
of the central control rod. As shown in Figure 4, the
three data sets per-form quite well, with maximum
errors of about 3%(note: without any correction
factors). The calcu-lation was done with the nodal
code, therefore no uncertainty calculation can be
done. Two things need to be pointed out: first, the
control rod curves in [10] are only available as
figures, therefore the “measured data” line is read
by the naked eye from the published figures, and
second, the calculation for 400 mm has a large
error. This is the deepest in-sertion point where the
reactor remains critical. The error may be due to
poor reading from the published graph. It should be
noted that the control rods are completely
neglected in all other calculations pre-
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Figure 3: Control rod worth curve of the central
control rod in Monju in 2010.

sented thusfar. The (energy-dependent) curvature
of the flux, caused by the partially inserted control
rod, may require more detailed settings in the nodal
core calculation for optimal accuracy.

S Comparison with uncertainty
targets for fast reactor design

All results given in this paper are “raw” results from
ERANOS, in other words, no correction factors
have been applied anywhere. As such, the perfor-
mance of ERANOS in combination with JENDL-
4.0 is certainly satisfactory. It is interesting to com-
pare the obtained uncertainties with the so-called
target uncertainties for LMFBR design, for instance
such as they are given in [12]. For convenience, we
have reproduced some of the target accuracies in Ta-
ble 1.

Looking at the table, it seems that even with the
newest JENDL-4.0 the target accuracy of 300 pcm
(0.3%) cannot be achieved; our calculations show a
fairly constant 800 pcm (0.8%) uncertainty due to
nuclear data in JENDL-4.0. That number does not
include modeling uncertainty. As far as control rod
worth is concerned, the central control rod has an
error of about 2% in JENDL-4.0, which is within
the target accuracy (“CR worth (element)”). How-
ever, the present work does not take into account the
other control rods, so it is difficult to draw solid con-
clusions. As far as the Doppler-effect is concerned,
target accuracies are achieved, but for the void effect
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Figure 4: Left: All rods out reactivity; ® 1994 RZ; A 2010 RZ; ® 1994 Hex-Z; © 2010 Hex-Z. Reference
values: 3000 pcmin 1994 [11] and 6404130 pcm in 2010 [10]. Right Temperature coefficients in Monju.
Measured ITC values from [10]. The calculations compare well to measurements. ® Doppler 1994; A
Doppler 2010; <« ITC 1994; I> ITC 2010; m Doppler 1994; & Doppler 2010; @ ITC 1994; v ITC 2010;
J4 = JENDL-4.0, F2 = JEFF-3.1.2, E7 = ENDF/B-VII.1. Dashed lines: confidence interval of measured

value.

(not given in this paper because of a lack of mea-
surement data) the result is not so promising, with
initial calculations giving 15% to 20% uncertainty
due to cross sections.

Table 1: Uncertainty targets (%) for FBRs, taken
from [12]. All numbers presented in this table,
including those labeled “current uncertainty”, are
taken directly from the original publication. The
original table mentions “reactivity coeff.” without
further qualification.

Parameter Current
Uncer. [%] Target
Data Model Uncer. [%]
ket 1.5 0.5 0.3
CR worth 5 6 5
(element) 5 6 5
CR worth 5 4 2
(total) 5 4 2
Ap burnup 07 05 0.3
Reactivity coeff. 7 15 7
(total)
Reactivity coeff. 20 20 10
(component)

6 Conclusion

This paper concerns the creation of a nuclear data
processing system for the ERANOS fast reactor
analysis code system. Specifically, our nuclear data
processing system prepares data for the cell code
ECCO (cross sections and probability tables), de-
layed neutron data, as well as covariance data for
uncertainty analysis. The software is consists ba-
sically of a set of Python-routines and several util-
ity codes written in FORTRAN that automate the
processing steps, which involve NJOY, CALENDF,
MERGE, GECCO, and ERANOS itself. To our
knowledge, we are the only facility outside of CEA
capable of producing nuclear data for ERANOS en-
compassing all aspects of cross sections, probabil-
ity tables, delayed neutron data and covariance data.

In the present work, we presented results based
on JENDL-4.0, JENDL-3.3, JEFF-3.1.2, JEFF-3.1
and ENDF/B-VIL.1. To ascertain the adequacy
of our cross section libraries, we analyzed the
MZA/MZB benchmarks. A good performance for
the MZA/MZB benchmark was found, provided
that the correct calculation options are used when
preparing the cross sections. Application of the
combination of ERANOS and our cross sections to
the prototype FBR Monju shows a very good result:
reactor physical parameters are satisfactorily repro-
duced, both for the 1994 core and the 2010 core in
Monju. Notably, our work does not rely on any cor-
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rection factors.

A comparison to target accuracies for LMFBR
design shows that improvement is still needed as
far as the nuclear data is concerned. For critical-
ity, the uncertainty due to cross sections is still on
the order of 1%, whereas the target is 0.3%. For
the Doppler-effect, results indicate a good agree-
ment between measurement and calculations, and
it seems that the accuracy is sufficient, but for the
void effect and control rod worth improvements are
still desired.
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Abstract

The experimental studies on the accelerator-driven system (ADS) are being conducted for nuclear
transmutation analyses with the combined use of the Kyoto University Critical Assembly (KUCA; A-core:
solid-moderated and -reflected core) and the fixed-field alternating gradient (FFAG) accelerator, in the
Kyoto University Research Reactor Institute. The ADS experiments with 100 MeV protons obtained from
the FFAG accelerator had been carried out to investigate the neutronic characteristics of ADS, and the static
and kinetic parameters were accurately analyzed through both the measurements and the numerical
simulations (MCNPX; ENDF/B-VILO; JENDL/HE-2007; JENDL-4.0; JENDL/D-99) and of reactor
physics parameters, including the reaction rates, the neutron spectrum, the neutron multiplication (M), the
subcritical multiplication factor (k;), the neutron decay constants () and the subcriticality (p). In addition
to the uranium-loaded core, the spallation neutrons generated by 100 MeV protons from the FFAG
accelerator had been also injected into the thorium-loaded core to conduct the feasibility studies on the
thorium-loaded ADS through the experimental analyses of the static conditions and kinetic behaviors.

An upcoming ADS at KUCA could be composed of highly-enriched uranium fueled and Pb-Bi
zoned core, in consideration of an actual ADS designed by the Japan Atomic Energy Agency. The
neutronic characteristics of Pb-Bi in ADS are considered importantly analyzed experimentally from the
viewpoint of reactor physics: neutron yield and neutron spectrum by the solid Pb-Bi target; uncertainties of
Pb-Bi cross sections in the core. At KUCA, as preliminary study on the solid Pb-Bi characteristics, the
critical mass and the sample worth experiments relating Pb-Bi could be conducted to investigate the
uncertainties of Pb-Bi cross sections with the use of solid Pb-Bi plates, in addition to solid Pb and Bi plates.
Furthermore, irradiation experiments of the minor actinides (*’Np and **' Am) could be conducted in hard
spectrum core at KUCA to examine the feasibility of conversion analyses of nuclear transmutation.

1. Introduction

The experimental studies on the accelerator-driven system (ADS) are being conducted for nuclear
transmutation analyses with the combined use of the Kyoto University Critical Assembly (KUCA; A-core:
solid-moderated and -reflected core) and the fixed-field alternating gradient (FFAG) [1]-[2] accelerator, in
the Kyoto University Research Reactor Institute. The ADS experiments [3]-[8] with 100 MeV protons
obtained from the FFAG accelerator had been carried out to investigate the neutronic characteristics of ADS,
and the static and kinetic parameters were accurately analyzed through both the measurements and the
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Monte Carlo simulations of reactor physics parameters, including the reaction rates, the neutron spectrum,
the neutron multiplication, the neutron decay constants and the subcriticality. In addition to the
uranium-loaded core, the spallation neutrons generated by 100 MeV protons from the FFAG accelerator had
been also injected into the thorium-loaded core [9]-[10] to conduct the feasibility studies on the
thorium-loaded ADS through the experimental analyses of the static conditions and kinetic behaviors.

An upcoming ADS at KUCA could be composed of highly-enriched uranium (HEU) fueled and
lead-bismuth (Pb-Bi) zoned core, in consideration of an actual ADS designed by the Japan Atomic Energy
Agency. The neutronic characteristics of Pb-Bi are considered importantly analyzed experimentally from
the viewpoint of reactor physics: neutron yield and neutron spectrum by the Pb-Bi target; uncertainties of
Pb-Bi cross sections in the core. Furthermore, at KUCA, as preliminary study on the Pb-Bi characteristics,
the critical mass and the sample worth experiments relating Pb-Bi could be conducted to investigate the
uncertainties of Pb-Bi cross sections with the use of solid Pb-Bi plates, in addition to solid Pb and Bi plates.
Furthermore, irradiation experiments of the minor actinides (*’Np and **' Am) could be conducted in hard
spectrum core at KUCA to examine the feasibility of conversion analyses (*’Np capture and **' Am fission)
of nuclear transmutation. The objective of this study was to review a series of previous ADS experiments
with 100 MeV protons carried out at KUCA, and perspectives on upcoming ADS experiments with the use
of HEU and Pb-Bi zoned core. The experimental and numerical settings are shown in Sec. 2.  The results
of experiment and numerical simulations by Monte Carlo calculation code coupling with nuclear data
libraries are presented in Sec. 3 and the conclusions are summarized in Sec. 4.

2. Experimental Settings and Numerical Simulations
2.1. Experimental Settings

At KUCA, A and B are polyethylene-moderated and -reflected cores, and C is a light
water-moderated and -reflected one. The three cores are operated at a low mW power in the normal
operating state, whereas the maximum power is 100 W. The ADS experiments were carried out in the
A-core with the combined use of HEU fuel and polyethylene reflector rods. In the A-core, the fuel
assembly is composed of 36 unit cells and upper and lower polyethylene blocks about 540 and 590 mm
long, respectively, in an aluminum (Al) sheath 54x54x1520 mm. The target is located outside the core and
is not easily moved to the center of the core, because control and safety rods are fixed in the core as the
control driving system at KUCA.

In the ADS experiments at the A core, the neutron flux information was acquired from '’In(z, y)"'*"In
reactions using the indium (In) wire (1 mm diameter and 800 mm length), under the assumption that, in
thermal region, the cross sections of *U(n, f) are proportional to those of “In(n, y)"'®"In. The In wire
was set along the vertical direction at the axial center position. Another In foil (10x10x1 mm) was
attached at the location of the target to obtain the spallation neutron information through '“In(n, n’)""*"In
reactions (threshold energy of 0.3 MeV neutrons). The '“In(n, y)""*"In reaction rates normalized by
"n(n, n”)"*™In ones were estimated in the experiments, and interpreted as the actual values of reaction
rates in consideration of the effect of external neutron source. The main characteristics of proton beams
were shown as follows: 100 MeV energy, 10 pA intensity, 30 Hz repetition rate, 60 ns pulsed width and
1.0x10° 1/s neutron yield. The irradiation time of the In wire was about three hours. The subcriticality
level 0.77 %Ak/k (770 pcm) of the core was obtained by the full insertion of three control rods and the full
withdraw of three safety rods.

For optimizing the effect of moving the target from its original location outside the core, additional
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experiments were carried out in the same core. The effect of moving the target was investigated through
analyses of neutron multiplication, as in the previous study at KUCA. In the experiments, the '“In(n,
1)""°"n reaction rates were measured in the core region, and neutron multiplication was deduced by the
reaction rate distribution, when the tungsten (W) target was moved from the original location to another one
close to the core center. The subcriticality level was 0.75 %Ak/k (750 pcm), and the protons were injected
into a subcritical system under the following parameters: 100 MeV energy; 30 pA beam intensity; 30 Hz
repetition rate; 200 ns pulsed width; 1.0x 107 1/5 neutron yield.

Another experiment was carried out separately at the original target location and the core target one.
And the combination of materials W and beryllium (Be) was selected as plural targets for the aim for
accomplishment of the neutron spectrum in high-energy region and the neutron yield of high-energy
neutrons in the core. The combined use of the heavy- (W, Pb and Bi) and the light-nuclide (Be and
lithium) was considered useful for accomplishment of the research objectives relating the neutron spectrum
and the neutron yield. Here the plural targets with the combined use of heavy- and light-nuclide were
called “two-layer target” in this study.

In the thorium-loaded ADS with 100 MeV protons, the fuel rod was composed of a thorium (Th)
metal plate and a polyethylene (PE), graphite (Gr) or Be moderator arranged. Other components were
selected from HEU and natural uranium (NU; 27x27x1/8”) plates. The cores comprised Th-PE, Th-Gr,
Th-Be, Th-HEU-PE and NU-PE. The thorium-loaded ADS experiments were conducted especially to
investigate the relative influence of different thermal neutron profiles on capture reactions of ***Th and **U:

the reaction of **U was taken as reference data for evaluating the validity of ***

Th capture cross sections.
The proton beam parameters were 100 MeV energy, 0.3 nA intensity, 20 Hz pulsed frequency, 100 ns pulsed
width and 40 mm diameter spot size at the W target (50 mm diameter and 9 mm thick). The level of the
neutron yield generated at the target was over 1.0x10” 1/s by the injection of 100 MeV protons onto

the W target. The reaction rates for thermal neutrons were acquired from the '

In wire (1.5 mm diameter,
and 600 mm length). The '"In wire was placed vertically at the axial center position. The '"“In foil
(10x10x1 mm) was set at the location of the W target with 100 MeV protons. The irradiation time of the

115 :
In wire was about four hours.

2.2. Numerical Simulations

The numerical calculations were performed by the Monte Carlo transport code, MCNPX [11]
together with ENDF/B-VL.8 [12] or ENDF/B-VILO [13] for transport, and JENDL/D-99 [14] for reaction
rates and JENDL/HE-2007 [15]-[16] for high-energy protons. Here, in MCNPX, the calculated reaction
rate was obtained from evaluation of volume tallies of activation foils. Since the effects of their reactivity
are not negligible, they were included in the simulated geometry and transport calculations. The precision
of numerical subcriticality in the eigenvalue calculations was attained within the relative difference of
3% between the experiment and the calculation. The fixed-source calculations were performed by a
total of 1.0x 10® histories, which led to a statistical error of less than 5% in the reaction rates.

3. ADS Experiments with 100 MeV Protons
3.1. Results and Discussion

To obtain the information on the detector position dependence of the prompt neutron decay
measurement, the neutron detectors were set at three positions: near the tungsten target; around the core.
The prompt and delayed neutron behaviors (Fig. 2 in Ref. [3]) were experimentally confirmed by
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observing the time evolution of neutron density in ADS: an exponential decay behavior and a slowly
decreasing one, respectively. These behaviors clearly indicated the fact that the neutron
multiplication was caused by an external-source: the sustainable nuclear chain reactions were induced
in the subcritical core by the spallation neutrons through the interaction of the W target and the
protons from the FFAG accelerator. In these kinetic experiments, the subcriticality was deduced
from the prompt neutron decay constant by the extrapolated area ratio method. The difference of
measured results of 0.74 %Ak/k and 0.61 %Ak/k, respectively, from the experimental evaluation of
0.77 %Ak/k, which was deduced from the combination of both the control rod worth by the rod drop
method and its calibration curve by the positive period method, was within about 20%.

The difference in the experimental results, by changing the location of the W target to another one: in
front of the original target; between the target and the core; in front of the fuel region. From the
experimental results (Fig. 6 in Ref. [5]), the reaction rate distribution was observed to be high in the SV and
fuel regions, when the tungsten target was set at medium location between the original and core locations.
Neutron multiplication M and subcritical multiplication factor k, were experimentally and numerically
analyzed (Table 4 in Ref. [5]). The neutron multiplication was considered to involve a large discrepancy
caused by the evaluation of the C/E values of fission and source terms; inversely, the subcritical
multiplication factor was considered fairly good in the evaluation of C/E values. The constant values of
the measured and the calculated &, demonstrated that the source term was not contributed largely to that of £,
since the external source was located outside the core. While the accuracy of the neutron multiplication
was attributable to the experimental variation of the In reaction rates, the actual effect of setting the W target
at the medium location was found to be more significant than setting the target in the original location.

From the numerical results (Fig. 11 in Ref. [7]), the neutron spectrum was observed high in
high-energy region with the combined use of W and Be. In the design of two-layer target, the proton
beams could be actually penetrated into Be target, and inversely stopped inside W target, and the
dimensions of two-layer target were determined to be in W (50 mm diameter and 9 mm thick) and Be (50
mm diameter and 6 mm thick).

In the thorium-loaded ADS experiments, the '"*In(#, y)''®"In reaction rates in the NU-PE core were

higher than in other cores, demonstrating that the reaction rates of ***

232
f

U in the NU-PE core were larger
than those of ““Th in the thorium cores with the use of 100 MeV protons. This tendency was caused
by the fact that, in the thermal neutron regions, the neutron spectrum of the NU-PE core was softer
than that of the Th-PE core, although, in the thermal neutron regions, the capture cross sections of >**U
were smaller than those of **Th. Additionally, the effect of the neutron spectrum on the reaction
rates was observed with 100 MeV protons by comparing the measured results of reaction rates.

Subcriticality in dollar units was deduced by the extrapolated area ratio method with the use of
prompt and delayed neutron components, and experimentally evaluated according to the kind of external
neutron source. These results revealed subcriticality dependence on the kind of external neutron source,
although the value of subcriticality was theoretically unchanged, regardless of the external neutron source.
Nonetheless, special attention was paid to the conversion coefficient (3, effective delayed neutron fraction)
of subcriticality in dollar units into one in pcm units, and 3,;was estimated with the use of the diffusion base
in 3-dimentional and 107-energy-group. Consequently, the experimental results showed that the
subcriticality in pcm units for 14 MeV neutrons was different from that for 100 MeV protons; remarkably,
the discrepancy was also observed between the experiments and calculations.
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3.2 Upcoming and Perspectives of ADS Experiments

An upcoming ADS at KUCA could be composed of the HEU fueled and Pb-Bi zoned core, in
consideration of the actual ADS. The neutronic characteristics of Pb-Bi are considered importantly
analyzed experimentally from in the viewpoint of reactor physics: neutron yield and neutron spectrum by
the solid Pb-Bi target; uncertainties of Pb-Bi cross sections in the core. At KUCA, as preliminary study on
the solid Pb-Bi characteristics, the critical mass and the sample worth experiments relating Pb-Bi could be
conducted to investigate the uncertainties of Pb-Bi cross sections with the use of Pb-Bi solid plates, in
addition to the solid Pb and Bi plates. Furthermore, irradiation experiments of the minor actinides (**'Np
and ** Am) could be conducted in hard spectrum core at KUCA to examine the feasibility of conversion
analyses of nuclear transmutation.

4. Conclusion

At KUCA, the ADS experiments with 100 MeV protons were carried out with the combined use of
the KUCA A-core and the FFAG accelerator.  To resolve the drawback of the location of the target outside
the core, the concept of moving the target and two-layer target composed of W and Be were introduced in
the ADS experiments. The effects of moving the target location and introducing the two-layer target were
found apparently well on the neutron multiplication deduced by the 'In(z, ¥)''®"In reaction rates.

Thorium-loaded ADS study was conducted as observed by the prompt neutron behavior and the
reaction rates through the kinetic and static experiments, respectively. Further, mockup experiments of
thorium-loaded ADS were successfully carried out in the subcritical states with the use of external neutron
source (14 MeV neutrons and 100 MeV protons), respectively.

In the future, the upcoming ADS experiments with 100 MeV protons could be carried out at the HEU
fueled and Pb-Bi zoned core of KUCA to investigate the neutronic characteristics of solid Pb-Bi material
used in the core and at the target. Furthermore, irradiation experiments of *’Np and **'Am could be
conducted in hard spectrum core at KUCA to examine the feasibility of conversion analyses of nuclear
transmutation.
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A comprehensive research project is outlined on deuteron nuclear data consisting of
measurement, theoretical model analysis, cross section evaluation, and application to
radioisotope production for medical use. The goal is to develop a state-of-the-art deuteron
nuclear data library up to 200 MeV which will be necessary for engineering design of future
(d,xn) neutron sources. The current status and future plan are described.

1. Introduction

In recent years, research and development of intensive accelerator-driven neutron sources
has led to renewed interest in the study of deuteron-induced reactions. In Fig.1, experimental
thick target neutron yields at 0 degree are compared between (p,xn) and (d,xn) reactions on
Be [1-3]. The comparison shows some superior features of (d,xn) neutron sources: more
intensive neutron yields than (p,xn) neutron sources and broad peak structure around half the
incident energy which becomes prominent with increase in incident energy. In addition, the
(d,xn) reaction has strongly forward-peaked angular distribution that is one of favorable
characteristics from the point of view of shielding.

By taking advantage of these characteristics, the accelerator neutron sources using
deuteron-induced reactions on 7Li, 9Be, 12C, etc., are proposed for various neutron beam
applications such as production of radioisotopes (RIs) for medical use [4], boron neutron
capture therapy (BNCT) [5], irradiation testing of fusion reactor materials [6], and production
of high intensity RI beams of neutron-rich nuclei [7]. The engineering design of such (d,xn)
neutron sources requires nuclear-physics based knowledge about not only the interaction of
deuterons with target materials but also various nuclear reactions due to deuteron beam loss in
beam collimators and dumps in the transport system. Thus, comprehensive nuclear data of
deuteron-induced reactions over the wide ranges of incident energy and target mass number
are indispensable for accurate estimation of neutron yields and induced radioactivity.
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Fig.1 Thick target neutron yields from (p,xn) and (d,xn) reactions on *Be at 14.8 MeV and 40 MeV. The
experimental data are taken from Refs. [1-3].
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An evaluated nuclear data library called TENDL-2013[8] is now available for deuteron-
induced reactions up to 200 MeV. Recently, the data have been stored in FENDL-3[9] for
fusion technology. However, TENDL-2013 was created by the theoretical model code
TALYS [10], and has not yet been well-validated for available experimental data.

According to the current status of (d,xn) measurements [11], there are no available
experimental data of double differential (d,xn) cross sections above 20 MeV except for the
Li(d,xn) data at 25 and 40 MeV. Thick target neutron yield (TTNY) data do exist for deuteron
energies up to 53.8 MeV. On the other hand, a variety of measured (d,xp) spectra are
currently available over the wide range of target mass number for incident energies below 100
MeV.

Taking into consideration these circumstances, we have launched a comprehensive and
systematic research project on deuteron nuclear data consisting of measurement, theoretical
model analysis, evaluation, and application. Our goal is to develop a state-of-the-art deuteron
nuclear data library up to 200 MeV necessary for the engineering design of (d,xn) neutron
sources. The current status and future plan are presented in the following sections.

2. Theoretical model analyses and code development

We have been studying a model calculation method that is capable of describing inclusive
nucleon emission quantitatively [12-16]. Figure 2 illustrates a schematic view of (d,xn)
reaction mechanisms and the corresponding theoretical models used in our calculation
approach. The model calculation uses the continuum discretized coupled channels (CDCC)
method for elastic breakup process, the Glauber model for nucleon stripping process to
continuum, a zero-range DWBA approach for nucleon stripping process to bound states in
the residual nuclei, and the exciton plus Hauser-Feshbach model for pre-equilibrium and
evaporation processes. Our proposed method has been applied to the 'Li(d,xn) reaction at 40
MeV [12] for the first time, and then to the inclusive (d,xp) reactions which were measured
systematically for 9Be, 12C, 27Al, 58Ni, 93Nb, lnga, 208Pb, and >*®U at 100 MeV [14]. It should
be noted that a phenomenological moving source model for the pre-equilibrium and
evaporation processes was used and the stripping process to bound states in the residual nuclei
was neglected in Refs. [12-14]. These earlier studies have encouraged us to develop an
integrated code system for nuclear data evaluation of deuteron-induced reactions. As a result,
the integrated code system [15,16] has been developed by combining additional codes:
CCONE [17] for pre-equilibrium and evaporation processes and DWUCK4 [18] for the
stripping process to bound states.
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Fig.2 Schematic illustration of (d,xn) reaction mechanisms and the corresponding theoretical models

Typical results of the (d,xp) reactions at 56 and 100 MeV on *’Al are shown in Fig.3. The
calculation reproduces fairly well both the shape and magnitude of the experimental (d,xp)
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spectra including the peak structure observed in the high emission energy range, which is
formed by the stripping process to bound states. The stripping process to continuum described
by the Gauber model is a predominant (d,xp) mechanism leading to the broad peak observed
at half the incident energy.

For the engineering design of deuteron accelerator neutron sources, it is also important to
estimate production of radioactive nuclei. Production cross sections of **Al (T}, = 2.24 min)
via 2’Al(d,p) **Al are calculated and compared with experimental data in Fig.4 [16]. All of the
neutron stripping reactions to 35 final excited states up to 5.135MeV are taken into account
for production of **Al. The sum of the statistical decay component and the contribution from
stripping to bound states reproduce the experimental data fairly well in the low incident
energy range. This result indicates that it is important to consider the stripping reaction to
bound states appropriately in accurate estimation of induced radioactivity.
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Fig.3 Calculated and experimental DDXs for “"Al (d,xp) fslg-“ Production cross sections of
reactions at 56 and 100 MeV. The experimental data are Al The experimental data are taken
taken from Refs. [19,20]. from Ref.[21].

3. Nuclear data measurement at Kyushu University Tandem accelerator Laboratory

So far, we have performed systematic measurements of double-differential thick target
neutron yields (DDTTNYs) from thick targets irradiated by deuterons at the Kyushu
University Tandem accelerator Laboratory (KUTL) [22-25]: carbon, aluminum, titanium,
cupper and niobium for bombardment energies of 5 and 9 MeV. Details of the experimental
set up and procedure have been reported in Refs. [22,23].

A deuteron beam accelerated to 5 or 9 MeV was delivered to a compact vacuum target
chamber in the target room. The chamber was insulated from other experimental apparatus to
acquire the whole beam charge induced on a target. The target thickness was chosen so that
incident deuterons are stopped completely in the target. The target chamber 260 mm in
diameter equipped a target frame which enabled to mount up to four target foils at the center
of the chamber. An NE213 liquid organic scintillator 50.4 mm thick and 50.4 mm in diameter
coupled optically with a Hamamatsu H6410 photomultiplier was used as a neutron detector.
The detector was placed in the distances from 1.6 to 2.4 m from the center of the target.
Neutron yields from the target were measured at nine angles of 0°, 15°, 30°, 45°, 75°, 90°,
120° and 140° by changing the detector position. In order to estimate the contribution of
background neutrons scattered from the floor and walls in the experimental room, a
background measurement with an iron shadow bar 150 mm x 150 mm x 300 mm thick placed
between the target and the neutron detector was performed for each direction.

The neutron energy spectra were obtained by means of an unfolding method using
FORIST code [26] with the response function of the NE213 scintillator calculated by
SCINFUL-QMD code [27]. The experimental result was compared with the calculation based
on intra-nuclear cascade of Liege (INCL) model in PHITS code [28].
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The experimental DDTTNY data for aluminum at 9 MeV are shown with the INCL
calculation in Fig.5 as an example of all the measured results. The INCL calculation
reproduces the experimental data well at emission energies below 7 MeV over the whole
angular range, while there are some discrepancies between them at higher emission energies,
especially, for hump structure observed around the high-energy end. Figure 6 presents angular
distributions of neutron yields integrated over emission energy above 2 MeV. Forward-
peaked angular distribution is observed for each target, and the trend becomes prominent as
the target atomic number decreases. The INCL calculation fails to reproduce the experimental
angular distribution; there is a tendency having overestimation at forward angles and
underestimation at backward angles, except for carbon where the INCL calculation
underestimates the measured result over the whole angular range even at the smallest angle.
Since the intra-cascade model generally works well at high incident energies, the application
of the INCL model to 9 MeV incidence might be beyond the scope of the model. Further
study to examine the application will be needed for higher incident energies than the present
measurements.

In the future, we plan to carry out further measurements for targets with larger atomic and
mass number than niobium in order to study the systematics of neutron yields for deuteron
bombardment at energies below 10 MeV. Moreover, these measured data will be useful for
benchmark testing of the prototype deuteron nuclear data that will be developed using the
above-mentioned theoretical model code system.
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laboratory angles with INCL calculation. Nb at 9 MeV with INCL calculation.

4. Application to radioisotope production for medical use

Recently, a new system has been proposed for the generation of radioisotopes with
accelerator neutrons by deuterons (GRAND) [4], aiming mainly at production of *’Mo used
for nuclear medicine diagnosis. In the GRAND project, the C(d,xn) reaction is a candidate
reaction as a neutron source. We pay attention to the generation of **Cu (T;,= 12.7 h) with
accelerator neutrons by deuterons from the needs for a longer half-life PET radionuclide to
diagnose the dynamics of a medicine in living body (cf. '®F: Ty, = 1.8 h) [29]. The
radioisotope **Cu is a promising radionuclide suitable for labeling many radiopharmaceuticals
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for PET imaging because it decays by positron emission with a maximum energy of
0.653MeV.

To generate **Cu, the **Zn(n,p)**Cu reaction with neutrons below 10 MeV will be effective
as shown in Fig.7, because it is expected that by-products via the other reactions is suppressed.
As mentioned in the preceding section, the neutron yield from thick carbon bombarded by 9-
MeV deuterons has been measured. Its energy spectrum at 0 degree is presented in Fig.8. The
generation of intense neutrons below 10 MeV is possible, and the 64Zn(n,p)64Cu reaction has a
large cross section in the energy range as can be seen in Fig.7.

More recently, we have performed a test experiment to produce **Cu from a natural Zn
target using mono-energetic neutron source based on the D(d,n) reaction for validation of the
evaluated production cross sections at KUTL. The data analysis is now in progress. In
addition, we will organize a new experiment to generate “*Cu from a natural Zn target using a
prototype neutron source with the C(d,xn) reaction at KUTL, in order to optimize the incident
deuteron energy and the design of Zn target.
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Fig.7 Neutron cross sections for ° Zn taken from

JENDL-4 [30].

5. Summary and future outlook

The outlines are sketched of our new research project on comprehensive and systematic
study of deuteron nuclear data for engineering design of accelerator-driven neutron sources. It
consists of nuclear data measurements including thick target neutron yields, theoretical model
analyses and code development, cross section evaluation and benchmark test, and application
to production of radioisotopes for medical use. Toward our goal to develop a state-of-the-art
nuclear data library up to 200 MeV, the following actions will be taken in the future:

- Continued measurements of neutron production and activation cross sections

- Validation of the above-mentioned code system using a variety of differential data.

- Cross section evaluation and creation of a prototype nuclear data library for specific
nuclei such Li, Be, C and so on.

- Benchmark testing of Monte Carlo transport codes (e.g., PHITS) with newly-evaluated
nuclear data library using experimental thick target neutron yields.

- Application of our proposed deuteron transport calculation method to the design of
radioisotope production for medical use.

With regard to the measurements, a new systematic measurement of neutron production
from deuteron-induced reactions is planned for incident energies of 100-200 MeV using the
neutron TOF facility at RCNP. In the first campaign planned in 2014, double differential
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cross sections and thick target yields at 100 MeV will be measured at forward angles for some
targets such as beryllium, carbon, and aluminum.
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Nucleon-induced reactions on ®’Li are analyzed systematically over a wide range of incident energies
up to 150 MeV by using three-body continuum discretized coupled channels method (CDCC) capable of
treating the breakup of ®'Li. The diagonal and coupling potentials in the CDCC equation are obtained by
folding the complex JLM effective nucleon-nucleon interaction with transition densities. The
normalization factors of the complex effective interaction are determined so as to reproduce experimental
data on neutron total and proton reaction cross sections. Triton emission from 'Li breakup channel and
p(n)+'Li—t+’Li*(’He*) channel is also analyzed by the sequential decay (SD) model and final state
interaction model, respectively. The triton emission spectra from 'Li breakup channel obtained from
CDCC and SD model are basically consistent. In most cases, the calculated results are in good agreement
with experimental data except for the double differential nucleon and triton production cross sections at
relatively low emission energies.

1. Introduction

In fusion technology, lithium is an important element relevant to not only a trititum breeding material in
D-T fusion reactors but also a candidate for target material in the intense neutron source of International
Fusion Materials Irradiation Facility [1]. The accurate nuclear data of nucleon induced reactions on *'Li
are therefore currently required for incident energies up to 150 MeV [2]. Since °Li and 'Li can easily break
up, namely, Li— d + a and 'Li — t + a, breakup reactions influence all the other reaction channels.
Therefore, systematic understanding of the breakup reaction mechanism is of great significance for the
nuclear data evaluation of nucleon-induced reactions on *'Li.

2. Theoretical model

Neutron total cross sections, proton reaction cross sections, nucleon scattering spectra and triton
emission spectra from the breakup process of "Li are analyzed with three-body CDCC [3-4]. In CDCC, °Li
and Li are considered as a d+a and a t+a cluster, respectively. The breakup continuum states of ®’Li are
truncated and discretized to finite number of discrete states by the pseudostate method [5] with the internal
interactions as Gaussian forms, sequentially the breakup effect is analyzed by coupled channel method
considering the discretized states. The diagonal and coupling potentials between nucleon and ®’Li are
obtained by folding complex JLM effective nucleon-nucleon interaction [6] with the transition densities
between the corresponding bound and discretized states. The normalization factors of JLM interaction are
determined so as to reproduce the experimental data of neutron total and proton reaction cross sections.
The detailed description of the formulation of CDCC and normalization factors of JLM nucleon-nucleon
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interaction used is given in Ref. [7]. The triton production double differential cross section (DDX) from
the breakup process of "Li is obtained using the S matrix from CDCC. The formula [3] is expressed as

T jz“‘” IT,[ p(E e, . (1)

where p is the phase space factor, p;;_y is the reduced mass of nucleon and ’Li, hF, is the incident
momentum, 7 is the transition matrix obtained from the S matrix calculated by CDCC,

; (272'7’2)3 1 ~ a 1(5/k+0'1A)
T, = 2 N2 HIY () @Y, (P)]y e S (k). ()
Pttty KPE, i
Here 6 and o are the nuclear and Coulomb scattering phase shifts between t and a, 7P is the momentum
of the center of mass of t+o cluster with respect to the nucleon, 7 k is the relative momentum between t
and o.
The SD model [8] is also used to calculate the triton production DDX from the breakup process of 'Li.
The formula is expressed as

J* -
d*c o’
(dE dQ j - ZEI L(Ey = E )L, (Ey; > E)A(ny,)dE,;, 3)

where O'iJ” is the breakup cross section from the i-th discretized state of Li which is obtained with CDCC.

L, denotes the probability that an incident nucleon with energy Ey produces a particle 'Li with energy £ .
L, denotes the probability that an intermediate 'Li with energy Ey; produces a triton with energy E,. The
triton emission is assumed to be isotropic, then L; and L, can be obtained using the conservation of

momentum and energy [8]. A(7,,) stands for the probability of the cosine of the angle between the

direction of incident nucleon and emitted triton being 77,, .

The incident energies of the existing experimental data of triton production DDX are below 20 MeV
where there are other reaction processes, n(p)+ Li—t+ He*(’Li*), contributing to triton emission. In order
to compare the calculated results with experimental data, the triton emission from these reaction processes
is also calculated by the final state interaction (FSI) model [9]. Here, *He* and °Li* are considered as o-n
and o-p systems, respectively. The formula is expressed as

2 2 2
(_dd o J =N, sin? g LG o) 4)
EdQ, ) (kyo)

where Nr is an adjustable parameter which is determined by fitting to experimental data, F| and G, are the
first-order spherical Bessel functions for the a-n system and the Coulomb wave functions for the a-p
system, k denotes the wave number of p(n) in a-p(n) system, p is the phase space factor, and f, denotes the
o-p(n) phase shift .

3. Results and discussion

Neutron total cross sections, proton reaction cross sections and nucleon elastic and inelastic scattering
differential cross sections are calculated with CDCC and reported in Ref. [7]. In most cases, they are in
good agreement with experimental data. Figs. 1 and 2 show comparisons of calculated results and
experimental data [10—13] of the reaction cross section and elastic scattering differential cross section for
p+'Li reaction, respectively. Since the measured proton reaction cross sections for 'Li [10] are not
sufficient, we scale the experimental data [11] from p+’Be reaction as supplement, which are shown by
the solid circles in Fig. 1. The scaling method is described in Ref. [7]. Generally good agreement with the
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experimental data is obtained for both of the calculated results.
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Fig. 1 Comparison of the calculated result (solid line) of reaction cross section for p+'Li reaction with
experimental data [10,11]. The circles and squares denote the experimental data for p+'Li reaction and the
scaled experimental data transformed from p+ Be reaction, respectively.
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Fig. 2 Comparison of the calculated angular distributions (solid lines) of proton elastic scattering from 'Li
with experimental data [12]. The data are shifted downward by factors of 10°, 10", 107, and so on.

The proton (neutron) production DDXs for p(n)+°Li reactions are also calculated with CDCC. The
calculated results reproduce experimental data well except for relatively low emission energy. Fig. 3
shows the calculated result of neutron production DDX for n+°Li reaction at an incident energy of 14.1
MeV compared with experimental data [13]. The contributions corresponding to unbound 'S, 'D, *D and
’D states of °Li are denoted by dash-dot-dotted, dashed, short dashed and dash-dotted lines, respectively.
Three peaks of the calculated results represent the elastic, inelastic to the 3" resonance and 2" resonance
components, respectively, from high emission energy end. The calculated result is in good agreement with
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the experimental data at relatively high emission energies, while it underestimates the experimental data in
the low emission energy region. The reason for the discrepancy is that some other reaction channels, e.g.,
four-body breakup channel °Li(n,nnp)a [4], contribute to this energy region, which cannot be calculated
with the present three-body CDCC.
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Fig. 3 The neutron production DDX (solid lines) calculated by CDCC compared with experimental data
[13] for n+°Li reaction in the laboratory system. The dash-dot-dotted, dashed, short dashed and dash-
dotted lines denote the contributions corresponding to unbound 'S, 'D, D and D states of °Li,
respectively.

10"

The preliminary results of proton (neutron) production DDXs for p(n)+'Li reactions are obtained with
CDCC, FSI and SD models. The calculated results reproduce experimental data well for relatively high
emission energy. Fig. 4 shows the comparison of the calculated result and experimental data [12] of
proton production DDX for p+'Li reaction at an incident energy of 14 MeV. It should be noted that
several elastic and inelastic peaks due to contamination elements in target, such as 'H, "C, "0, are
observed in the experimental data. The contributions corresponding to unbound *?P, "*P, 7’F and *°F
states of 'Li in CDCC result are denoted by dash-dot-dotted, dashed, short dashed and dash-dotted lines,
respectively. The total CDCC result is denoted by thin solid lines. The CDCC calculation gives good
agreement with the experimental data in the relatively high emission energy region, while it
underestimates the experimental data at low energies. The proton emission from 'Li(p,t)’Li*—p+a
channel is calculated with FSI and SD models and shown by dotted lines. The summation of this
component and CDCC result denoted by thick solid lines improves the CDCC result considerably in the
low emission energy region, but it still underestimates the experimental data at small angles, because there
may be other reaction processes contributing to this energy region, such as (p,2p) reaction, which cannot
be calculated with these theoretical models. It is also shown that the calculated result overestimates the
experimental data for medium emission energy. One of the reasons is that the contribution corresponding
to unbound P state of 'Li is overestimated.
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Fig. 4 The proton production DDX (thick solid lines) calculated by CDCC, SD and FSI models compared
with experimental data [12] for p+'Li reaction in laboratory system. The dash-dot-dotted, dashed, short
dashed and dash-dotted lines denote the contributions corresponding to unbound **P, "*P, 7*F and *°F
states of Li in CDCC results, respectively. The total CDCC result is denoted by the thin solid lines. The
dotted lines represent the proton emission from 'Li(p,t)’Li*—p-+a channel calculated by FSI and SD
models.
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Fig. 5 The calculated triton production DDX (thick solid lines) compared with experimental data [12] for
p+'Li reaction in the laboratory system. The thin solid and dash-dot-dotted lines denote the component
from breakup process of 'Li calculated with CDCC and SD model, respectively, while the dash lines
denote the contribution from p+'Li—t+"Li* reaction calculated with FSI model.

The preliminary results of triton production DDXs from breakup of 'Li* are obtained by using CDCC
and SD model, respectively. The result of the triton production DDX from the breakup channel for p+'Li
reaction at 14 MeV calculated by CDCC and SD model are shown by the thin solid and dash-dot-dotted
lines respectively in Fig. 5. The two results are similar to each other, however, the one calculated by
CDCC is time-consuming, which is less acceptable for nuclear data evaluation. Therefore the SD model
can be used in nuclear data evaluation instead of CDCC. The calculated results overestimate the

,55,



JAEA-Conf 2014-002

experimental data [12] at low emission energies, while they underestimate distinctly the experimental data
at relatively high emission energies. It is expected that the large discrepancy at high emission energies is
due to another reaction channel, p+'Li—t+’Li*. The contribution of this reaction is predicted by the FSI
model, and shown by dotted lines in Fig. 5. It can be seen that the triton emission from this reaction
channel contributes mainly to high emission energy region. The total triton production DDX obtained by
summing the SD and FSI results shown by the thick solid lines can reproduce the experimental data fairly
well at high energies, but overestimate the experimental data for low emission energy region. The reason
for the overestimation is that the contribution from the unbound P state of "Li is overestimated.

4. Summary and conclusion

Neutron total cross sections, proton reaction cross sections, nucleon elastic and inelastic scattering
differential cross sections, proton (neutron) production DDXs for p(n)+*’Li reactions and triton
production DDXs for p(n)+'Li reactions are calculated with CDCC, SD and FSI models. The theoretical
results are compared with the existing data. For the cross sections and differential cross sections, the
calculated results are in good agreement with the experimental data. For the nucleon production DDXGs,
the calculated results can reproduce the experimental data well at relatively high emission energies, while
they underestimate the experimental data at low emission energies. The reason for the discrepancy is that
some other reaction channels contribute to this energy region. The calculated triton production DDXs can
also reproduce the experimental data well at high emission energies, while they overestimate the
experimental data for relatively low emission energy region. One of the reasons for this discrepancy is
because the contribution from the unbound P state of 'Li is overestimated.
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Accurate measurement method of photonuclear cross sections has been developed by
utilizing Laser Compton-Scattering y-ray (LCS y-ray) source supplied at the National
Institute of Advanced Industrial Science and Technology (AIST). In this paper,
developed methodology is described and some obtained results are shown on the

photonuclear cross section of Se isotopes.

I. Introduction

Many studies of photonuclear reactions have been made from 1960s to 1980s. The
giant dipole resonance (GDR) in the energy region of 10 to 30 MeV? has been of central
interest in these studies. In recent years, photonuclear reactions have gotten attention
to obtain neutron capture cross sections for radioactive nucleus using the inverse reaction
method; (n, y) cross sections are deduced from (n, y) cross sections with help of statistical
model calculations?%. For this method, accurate photonuclear cross sections near the
neutron separation energy are essentially important.

In order to measure photonuclear cross sections with high precision, we have developed
a methodology measuring photonuclear cross sections using a Laser Compton-Scattering
yray (LCS yray) and a high-resolution and high-energy photon spectrometer (HHS)?.
In past, a positron pair annihilation y source had been used for photonuclear cross section
measurements. Since the y source has a huge background due to Bremsstrahlung, there
are typically large systematic uncertainties of about £ 5 % at 15 MeV?. The LCS y-ray is

a quasi-monochromatic and energy tunable y source, and free from background due to
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Bremsstrahlung. Therefore, a precise measurement is expected to be achieved by
utilizing the LCS y-rays. Actually, the photonuclear cross sections have been measured
for some nuclei, such as Pd, Se, Sn, Mo by a collaboration between Konan University, the
National Institute of Advanced Industrial Science and Technology (AIST)®, and Japan
Atomic Energy Agency (JAEA). In this paper, the developed methodology is described
focusing on recently developed data reduction method and some obtained results are

shown on the photonuclear cross section of Se isotopes.

II. Experiment
1. Experiment equipment

The experiment was performed in the Tsukuba Electron Ring for Acceleration and
Storage (TERAS) at the AIST ¢. LCS y-rays were produced in TERAS through head-on
collisions of laser photons with relativistic electrons. The energy distribution of the
LCS y-rays was measured using a HHS?®. Neutrons from (y,n) reactions were detected
using a 4n-type neutron detector, consisting of 20 3He proportional counters (Eurisys
Measures 94NH45) arranged in three rings (the 1st , 2nd and 34 rings), inside a
polyethylene moderator. The irradiated flux of the LLCS y-rays was monitored by a large
volume Nal(TD) detector set after the

. . Pb Collimator
neutron detector (20 cm in diameter HHS

o Storagering | 2mmé — s I

3 : TERAS O;npe
and 30 cm in thickness). The _ [ -
- < S ——] I

. . . > < i femreeen - —
experimental setup i1s shown in Lens __/ Miror ——
£:3000mm 4n-type neutron
: Laser-Electron Pb Block detector
Flgure 1 . colliding point 5cm

Mirror
Nd:YVOu«laser

2. Sample Aana 1 532nm, 20kHz

Se samples were produced from Fig.1 The experimental setup
metal Se powder, isotopically
enriched to 99.67 % for 6Se, 99.39 % for 8Se and 99.90 % for 8°Se. The powder was

formed into pellets using a hot-press with a diameter of 8 mm.

3. Measurement
Details of the measurement and analysis are described in Ref.7), and are therefore only
briefly described here. Items measured to decide the cross sections were the energy

distribution of LCS y-rays, the flux of LCS y-rays irradiating the sample and the number
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of neutrons due to (y,n) reactions. The

energy distribution of LCSry-rays was

measured using the HHS. The energy Eé
distribution was deduced by unfolding the ‘E
pulse-height spectrum using the response %
functions of the HHS, as calculated by %

&)

Monte Carlo simulation code EGS4. The
details on the simulations were described

in Ref.9) and 8). Figure 2 shows the
LCS y-ray spectrum measured by the HHS
and the energy distribution deduced by the
unfolding procedure.

The flux of LCS y-rays irradiating a sample
was measured using the large volume
Nal(T1) detector set after the neutron
detector. The pile-up spectrum was obtained
by irradiating a sample while measuring
neutrons. To deduce the number of incident
photons from the pile-up spectrum, a
pulse-height spectrum representing single
LCS 7yray events was required. The
pulse-height spectrum of single LCS y-ray
events was obtained by reducing the LCS
y-ray intensity for each neutron measurement.
Figure 3 shows the spectrum of single LCS
y-ray events and the pile-up spectra measured
by the large volume Nal(Tl). The flux of the
LCS y-rays was calculated using the reported

method?10 from these spectra.
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Fig.2 LCS +yray spectrum (solid line)
measured with the HHS and the

corresponding energy distribution of LCS
yrays deduced by unfolding procedure
(dashed line)
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Fig.3 Multi-photon pulse-height spectrum of
the LCS y-rays measured with the Nal(T1)
detector (dots), the background spectrum
(open circles), and the background corrected
y-ray pulse-height spectrum (open triangles)
and single LCS y-ray pulse-height spectrum
measured by the NalI(T1) detector

The number of neutrons due to the (y,n) reactions was measured using a scalar counter.

Neutron counts below the discrimination level were corrected, the averaged correction

factors for each ring being 1.09 for the 15t ring and 1.11 for the 2nd and 3*d rings.

Measurements were carried out as follows. The energy distribution of LCS y-rays was
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measured using the HHS (the first HHS measurement). The pulse-height spectrum of a
single LCS y-ray with reduced intensity was measured using the Nal(Tl). Neutrons
from 76788Se(y,n) reactions were measured using the neutron detector and the
pulse-height spectrum of the pile-up LCS y-ray using the Nal(Tl). Then, the energy

distribution of LCS y-rays was measured using the HHS (the second HHS measurement).

III. Results
The cross sections were first calculated using the monochromatic approximation ag(E).
The representative energy E, of LCS y-rays with a quasi-monochromatic energy

distribution was defined by

E Max E Max
Eq=[{ " EN(E,)E, / J§ N (8, o

where E, is the energy of the LCS y-rays, N, (E,) is the energy distribution of the LCS
yrays, Eyq, is the maximum energy of the LCS y-rays, and S, is the (yn) reaction
threshold energy.
In the case of the monochromatic approximation, the cross section o,(E,) was deduced
by
(N, /9)
NNy fo 1p ©)

>

GS(EO) =

where N, is the number of detected neutrons, € is the neutron total detection efficiency,
Ny is the number of incident LCS y-rays, f, = e - (1 —e™#)/ut is the correction factor
for y-ray attenuation by a thick sample (where u is the photon attenuation coefficient of
the sample material and t is the sample thickness), and f;, is the fraction of the y flux
above the neutron separation energy. Next, the cross section o,(E,) was corrected by
applying an accurate energy distribution of LCS y-rays to the calculation ref.7).

The correction of the monochromatic approximation cross section was carried out as
follows. A trial function was assumed, and this was used to fit the cross section. The yield
of neutrons emitted from a sample, NS, was calculated from the trial function and the
energy distribution of LCS y-rays, accurately measured using the HHS. NS and
NE = N} /e (Nf : the number of neutrons counted experimentally) were then compared.
The cross section was renormalized to satisfy the condition NF/NS = 1. The steps were

repeated until the point of convergence.
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Figures 4, 5 and 6 show the cross sections of
6Se, 8Se and 80Se. Closed triangles show the
cross sections measured by Goryachev and
Zalesny V. The previous data of 6Se and "8Se in
ref.11) had a problem that the cross section
values under neutron separation energies are
apparently positive. In order to examine this
problem, the upper energy limit and energy
distribution of the input LCS y-rays was
carefully determined. In our measurements,
the non-zero cross sections below under neutron

separation energy was not observed.

V. Conclusion

The 76.7888Se(y,n) cross sections were

measured using LCS y-rays for the energy range from each near neutron separation

energy to the threshold energy of the (y, 2n) reactions. The deduced uncertainties of the

76Se cross sections ranged from 5.9 % to 19.2 %, those of the 8Se cross sections from 5.8 %
to 9.4 %, and those of the 8°Se cross sections from 6.6 % to 13.0 %. The experimental

techniques for precise measurements were developed in this work. The obtained

systematic data will be used to improve the accuracy of the calculation of the ™Se (n, y)

cross section, which is difficult to be measured by direct method because of difficulty of

the sample preparation. The inverse reaction method using LCS y-rays will be a useful
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took to deduce neutron capture cross sections for nuclei for which a direct measurement
method is difficult to be applied.
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Energy and angular double-differential cross sections (DDXs) for nucleon-induced reactions
at incident energies from tens of MeV to GeV resulting to the emission of light mass fragments (LMFs)
heavier than a-particles are of particular importance in the microscopic analysis of radiation effects such
as soft errors of micro-electronic devices, material damage and human dose. The radiation effects and
damage should be carefully considered in the design of high-energy accelerator applications such as
accelerator-based neutron sources, proton radiotherapy and so on. In this paper, recent progress in the
experimental and theoretical studies corresponding the DDXs for the LMF production are briefly
summarized, especially focusing on the Liége intra-nuclear cascade model (INCL4.6) which gave most
encouraging results for prediction of the DDXs for composite particle emissions when coupled with an
appropriate evaporation model such as the generalized evaporation model (GEM) which describes
heavier nuclei emissions up to Mg in the evaporation process. To improve further the prediction accuracy
for the production of LMFs, we revised the INCL4.6 based on the recent experimental data
systematically obtained in a wide range of targets and reactions. Besides, we incorporated the statistical
multi-fragmentation model (SMM) into GEM to reproduce high multiplicity reactions. The typical

calculation results are presented with comparison with the relevant experimental data.

1. Introduction

In the last few decades, there have been a strong development of applications involving nuclear
reactions at incident energies from tens of MeV to GeV, such as accelerator-based neutron sources for
scientific research and industrial development [1], accelerator-driven system (ADS) for transmutation
of nuclear waste [2], particle radiotherapy [3], microscopic analysis of irradiation effect resulting to soft
errors and damage of micro-electronic devices [4], DNA breakage and embrittlement of materials,
design of high-energy accelerators and set-ups of nuclear physics experiments [5], shielding and
protection against radiation near accelerators and in space missions and so on. These activity require
reliable and experimentally-validated nuclear reaction data on the energy and angular distribution of

secondary products not only for neutrons, protons and a-particles but also fragments heavier than o-
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particles as one of key parameters in the detailed analyses of these studies. On the other hand, the
existing evaluated data libraries are limited at the incident energies typically below 150 MeV and at
reaction channels corresponding to the emissions of particles lighter than o-particles [6]. Actually, the
number of reactions channels becomes too large to allow the generation of data sets for all the reactions
opened at intermediate energies from tens of MeV to GeV. Besides, the dynamical correlations between
secondary products, which are important in the microscopic analysis of irradiation effects, are not
contained in the existing evaluated nuclear data libraries. It is therefore more convenient to compute the
cross-sections and characteristics of the secondary products for high-energy nuclear reactions producing
high-multiplicity events by a Monte-Carlo event generator such as an intra-nuclear cascade model
coupled with an evaporation model. The nuclear reaction models equipped with an event generator can
be directly implemented into general-purpose high-energy particle transport codes, such as PHITS [7],
to use in the simulation analyses with the practical geometry.

A significant effort has been recently undertaken in several places to collect systematic
experimental data of proton-induced reactions including DDXs for the emission of light mass fragments
(LMFs). It has been therefore possible to make an extensive comparison between the experimental data
and calculations by the relevant physics models for assessment of their prediction capability. In this
paper, typical studies on experiments and physics models associated with DDXs for the LMF production
induced by protons are briefly summarized. To improve the data quality of the DDXs for the LMF
production, we revised the latest version of the Li¢ge intra-nuclear cascade (INCL4.6) [8], which gave
most encouraging results in the previous IAEA benchmark test of spallation models, using the recent
experimental DDX data on proton-induced reactions for various targets at intermediate incident energies
for wide range of the emitted particles including neutrons, light charged particles (LCPs) lighter than o.-
particles and LMFs. Moreover we incorporated the statistical multi-fragmentation model (SMM) [9]
into the generalized evaporation model (GEM) [10] to improve the prediction accuracy of the DDXs for
LMFs produced by high-energy reactions above 1 GeV/u.

2. Present status of DDXs on proton-induced reactions producing fragments

Experimental data on DDXs for the emission of LMFs in proton- and neutron-induced reactions
have been scarce so far, due to the high stopping power of fragments and the low production yields.
Recently, systematic experiments has been undertaken in several places to measure DDXs of the several
targets for the LMF production induced by protons at incident energies from tens of MeV to GeV,
although there have been a considerable number of experimental data obtained by activation method
which provides no information on energy and angular distributions. Our group has been conducted series
of experiments for the DDX measurement focusing on the fragment production. Under this program, we
developed a Bragg curve counter (BCC) with improving acceptable energy range to measure various
LMFs with the detection threshold less than 0.5 MeV/u [11-13]. The DDXs of C, N, O, Al, Si, Ti, and
Cu targets for LMF production were obtained using protons of 40 to 300 MeV incident energies at 30
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to 120 degree emission angles [ 14, 15]. The PISA collaboration measured the DDXs of Al, Ni, Au targets
for LMF production using protons of incident energies of 175 MeV, 1.2,1.9,2.5 GeV at 15 to 100 degree
emission angles by the similar BCC technique. [16-19] Green et al. measured the DDXs of a Ag target
for various LMF production using protons of 190, 210, 300 and 480 MeV incident energies by a counter-
telescope and time-of-flight technique [20]. Machner et al. measured the DDXs of Al, Ni, Co, Au targets
for LMF production using 200 MeV protons by a counter-telescope technique [21]. Most of these data
are available in the EXFOR database [22] and useful as benchmark data not only for assessment of
existing physics models and phenomenological systematics but also for their improvements.

A significant progress in the physics models on LMF production was made by Boudard et al. by
introducing a kind of many-body effects into a framework of the intra-nuclear cascade model which is
generally based on the two-body interaction between nucleons in the nuclear potential to account for the
emission of composite particles in the cascade process, which is accomplished by means of a semi-
empirical phase-space dynamical coalescence model implemented in the Li¢ge intra-nuclear cascade
model (INCL) [23]. When a leading nucleon reaches the surface of the nucleus, it is assumed to bind
with nucleons close by in phase space and form a candidate cluster. More precisely, the phase-space

proximity criterion is
L P S hy (@) i=2,3,....... A, (1)

where r;/.;; and p; .7 are the Jacobian coordinates of the i-#2 nucleon with respect to the subgroup
constituted of the first i-/ nucleons, A(i) is a parameter and 4 is the maximum cluster mass considered.
The model has been shown to accurately predict DDXs for the production of LCPs from a variety of
targets at energies ranging from few tens of MeV to a few GeV [23].

Another important progress was achieved by Furihata et al. by improving the Dostrovsky’s
evaporation model, which originally described the emission of LCPs lighter than a-particles [24], to
account the emission of fragments heavier than a-particle in evaporation process. The generalized
evaporation model (GEM), which can treat the emission of composite particles up to Mg, considerably
improve the prediction accuracy of cross section for LMF production induced by protons at intermediate
incident energies in the previous studies [10, 15]. On the other hand, the original GEM model did not
account for a multi-fragmentation process which is a dominant process on LMF production in the high-
energy reaction above 1 GeV/u [9]. To reproduce high multiplicity events in the high-energy reaction
above 1 GeV/u, the statistical multi-fragmentation model (SMM) [9] have been proposed and
successfully improved prediction accuracy of the cross sections in multi-fragmentation reactions

induced by the relativistic heavy ions [25].
3. Improvements of INCL

The Liége intra-nuclear cascade model (INCL), which have been continuously developed by CEA-

Saclay (France) and the University of Li¢ge (Belgium), gave most encouraging results in the previous
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IAEA benchmark test of spallation models [26] and it is widely recognized as one of the most predictive
existing intra-nuclear cascade models. The last version of INCL (INCL4.6) was implemented in major
high-energy particles transport codes such as PHITS [7], MCNPX [27], GEANT4 [28]. One of the most
distinct feature in INCLA4.6 is extension of the applicable range of the composite particle emission by a
semi-empirical phase-space dynamical coalescence model up to carbon (originally up to a-particle).
However the models have not experimentally validated well for LMF production due to the scarcity of
the experimental data at that time when the model was developed. So we assessed prediction capability
of the INCL4.6 coupled with GEM plus multi-fragment process of SMM (GEM/SMM) using the recent
experimental DDX data on proton-induced reactions for various targets at intermediate incident energies
from 50 MeV to 2.5 GeV for wide range of the emitted particles including neutrons, LCPs and LMFs
up to Mg. As the results, it was observed that the calculated spectra of composite particles at intermediate
energies (hundreds of MeV) are systematically too hard. Therefore the coalescence model implemented
in INCL4.6 was partially revised in the phase-space proximity criterion to ameliorate the DDXs for
composite particle emission by introducing the following constraint for the acceptable momentum of

nucleons in the center-of-mass frame of the running cluster in addition to Eq. (1).

Digiy < My, with hy =240 MeV/e 2)

In other words, we exclude nucleons with a large momentum in the center-of-mass frame of the running
cluster. This effect is illustrated in Fig.1 by the DDXs for the production of °Li produced in the 200-
MeV p+Au reaction. The slope of the spectra above 100 MeV is improved. The examples shown here
are typical of the effect of this momentum cut in the proton-induced reactions at incident energies of
hundreds of MeV. At incident energies of tens of MeV, the momentum cut are essentially unaffected.
Figure 2 illustrate the DDX for the production of carbon produced in the 1.9 GeV p+Au reaction as the
typical effect of multi-fragmentation process of SMM added into GEM. The modification successfully

improved prediction accuracy of the cross sections in which multi-fragmentation process is dominant.
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improved INCL4.6 + GEM/SMM
(blue lines) [See the color image on the

electric version of the proceedings].

improved INCL4.6 + GEM/SMM
(blue lines) [See the color image on the

electric version of the proceedings].

4. Summary

We have reviewed the recent progress in the experimental and theoretical studies
corresponding the DDXs for the LMF production. The coalescence model implemented in INCL4.6 was
partially revised in the phase-space proximity criterion by introducing the constraint for the acceptable
momentum of nucleons in the center-of-mass frame of the running cluster less than 240 MeV/c to
ameliorate the DDXs of various targets for composite particle emission in proton-induced reactions at
intermediate incident energies. Besides, we incorporated the statistical multi-fragmentation model
(SMM) into the generalized evaporation model (GEM) to reproduce high multiplicity reactions. The

typical calculation results are illustrated with comparison with the relevant experimental data.
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13. Overview of Particle and Heavy Ion Transport Code System PHITS
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A general purpose Monte Carlo Particle and Heavy lon Transport code System, PHITS, is being
developed through the collaboration of several institutes in Japan and Europe. PHITS can deal with the
transport of nearly all particles, including neutrons, protons, heavy ions, photons, and electrons, over wide
energy ranges using various nuclear reaction models and data libraries. It is written in Fortran language and
can be executed on almost all computers. More than 1,000 researchers have been registered as PHITS users,
and they apply the code to various research and development fields such as nuclear technology, accelerator
design, medical physics, and cosmic-ray research. This paper briefly summarizes the physics models
implemented in PHITS, and introduces the event generator mode useful for specific applications and

requests to the nuclear data community.

1. Introduction

Particle and Heavy lon Transport code System, PHITS [1], is one of the most successful Monte
Carlo particle transport simulation codes that are widely used in all over the world. It can deal with the
transport of nearly all particles, including neutrons, protons, heavy ions, photons, and electrons, over wide
energy ranges using various nuclear reaction models and data libraries.

PHITS is written in Fortran language, and is originally derived from the NMTC/JAM code. [2]
The source files of PHITS can be compiled using Intel Fortran 11.1 (or later versions) or GFortran 4.71 (or
later versions). The platforms on which PHITS can be executed are Windows, Mac, Linux, and Unix.
Distributed and shared memory parallelization techniques are available using MPI protocols and OpenMP
directives, respectively. Hybrid parallelization using both MPI and OpenMP is also feasible [3]. The
geometrical configuration of the PHITS simulation must be set with either general geometry (GG) or
combinatorial geometry (CG). Various quantities, such as heat deposition, track length, and production
yields, can be deduced from the PHITS simulation using implemented “tally” estimator functions.
Estimation of the time evolution of radioactivity has become feasible after the realization of version 2.52

owing to the incorporation of an activation calculation program DCHAIN-SP [4] into the PHITS package.
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This paper briefly summarizes the physics models implemented in PHITS, and introduces some

important functions useful for specific applications.

2. Brief Summary of Physics Models

Figure 1 summarizes the physics models recommended for use in PHITS for simulating nuclear
and atomic collisions. The intra-nuclear cascade models JAM [5] and INCL4.6 [6] and the quantum
molecular dynamics model JQMD [7] are generally employed for simulating the dynamic stage of nuclear
reactions induced by hadrons and nucleus, respectively. On the other hand, the evaporation and fission
model GEM [8] are adopted for simulating their static stage. The statistical multi-fragmentation model
SMM [9,10] can be optionally activated before the simulation of GEM. The energy losses of charged
particles, except for electrons, are calculated using the SPAR [11] or ATIMA [12] codes with the
continuous slowing down approximation. The generation of knocked-out electrons, so-called 6-rays, around
the trajectory of a charged particle can be explicitly considered. Nuclear and atomic data libraries are
generally used for simulating low-energy neutron-induced nuclear reactions and photo- and electro-atomic
interactions, respectively. Photo-nuclear reactions can be treated only below 150 MeV, since photo-pion

production cannot be considered in the current version of JQMD.

Neutron Other hadrons Nucleus Muon Electron
(proton, pion etc.) /Positron
200 GeV 100 GeV/n 100 GeV
S Intra-nuclear cascgde (JAM) e MeeetlEr Atomic Data
T 3.5 Gey * Evaporation (GEM) Dynamics Library
JENDL-4.0
1 Intra-nuclear cascade (INCL4.6) | d (JQEAD) 100 MeV (/EPDL97)
= + t : Atomic Data
o
o Evaporation (GEM) °He =R Librar el
2| 20Mev (GEM) ¢
[Im| o (EEDL / Photo-Nuclear
| | Nuclear Data oy dolhleidn ITS3.0/  |(JQMD+GEM)
Library lonization EPDL97)
Z | (JENDL-4.0) 1 keV SPAR or ATIMA 1 keV 1 keV
~ | 105ev

Figure 1: Physics models recommended for use in PHITS for simulating nuclear and atomic collisions

The highest energies of particles recommended to be simulated using PHITS are 200 GeV for
hadrons, 100 GeV/n for nucleus, 100 MeV for electrons and positrons, and 100 GeV for photons. Note that
PHITS can deal with the transport of particles above these energies, but the accuracy of simulations for
such high-energy particles has not been verified. On the other hand, the lowest particle energy that can be
simulated using PHITS is 1 keV, except for neutrons, because the continuous slowing down approximation
cannot be applied to the transport simulation of charged particles below this energy. Thus, the minimum
spatial resolution reliably achieved by PHITS simulations is approximately 10 g/em?, e.g. 1 um in liquid
water. For neutrons, PHITS can handle transport down to 107 eV using the neutron data library. More

detailed information on the physics models implemented in PHITS is given in our previous reports [1].
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3. Event Generator Mode

The important functions of PHITS are (i) an event generator mode for low-energy neutron interaction,
[13] (ii) a function for calculating the displacement per atom (DPA), [14,15] (iii) beam transport functions,
[16-18] and (vi) a microdosimetric tally function [19]. The detail of an event generator mode is described in
this section.

There are two types of Monte Carlo methods for simulating nuclear reactions, viz. “event generators”
and “non-event generators.” The former conserves the energy and momentum before and after a reaction
called the “event”, whereas the latter does not. Most nuclear reaction models, such as the intra-nuclear
cascade model, are “event generators”, but Monte Carlo simulations using nuclear data libraries are
generally “non-event generators”, because only inclusive cross-section data are contained in the libraries.
For example, the sum of the energies of two neutrons emitted from an (n,2n’) reaction is occasionally
greater than the incident energy, because the energies of outgoing particles are independently sampled using
the inclusive cross section. Thus, only the mean values can be deduced from “non-event generator”
simulations. However, it is occasionally necessary to estimate the distribution around the mean value, such
as for the response function of detectors and the soft-error rates of semiconductor devices.

Based on these considerations, we implemented a unique “event generator mode” in PHITS for
simulating low-energy neutron-induced reactions using nuclear data libraries. A special evaporation model
[13] was developed for this purpose to maintain conservation of energy and momentum in an event. Any
observables, such as the energy and momentum of residual nuclides, can be deduced using this mode.
Owing to this mode, PHITS has been used for the estimation of soft-error rates of semi-conductor devices,
[20,21] and for the calculation of the dose equivalents in human bodies irradiated by various particles in

order to determine radiological protection needs [22-24] and medical physics issues [25].

100r - T T T T T 7
—— Non-event-generator mode
5 (Kerma approximation)

10°F || — Event-generator mode 1

Event/source
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Figure 2: Calculated frequency distributions of deposition energies in a cylindrical silicon chip with a

height and diameter of 3 um, irradiated by 19 MeV neutrons. The simulations were performed using PHITS

both with and without the use of the event generator mode.
Figure 2 shows the calculated frequency distributions of deposition energies in a cylindrical

silicon chip having a height and diameter of 3 pm irradiated by 19 MeV neutrons. The simulations were

performed by PHITS both with and without the use of the event generator mode. A shape peak is clearly
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observed in the distribution obtained from the non-event generation simulation, which employs the Kerma
approximation in the calculation of deposition energy. This result indicates that every neutron passing
through this small silicon chip deposits a certain amount of its energy in the same manner as charged
particles. This fact is obviously in contradiction to reality, because the Kerma approximation can be used
only for calculating the mean deposition energy. On the other hand, the distribution obtained using the
event generator mode is widespread, and neutrons occasionally deposit energies of more than 1 MeV in
such a small silicon chip. The soft error of semi-conductor devices occurs only when such high energies are
deposited in their sensitive region, and thus, the event generator mode is indispensable in the estimation of
their soft error rates. It should be mentioned that the transport of residual nuclei is also necessary to be

considered in the estimation, since they can move out from the sensitive region of the devices.

4. Requests to the nuclear data community

To extend a maximum energy of the event generator mode up to 150 MeV, we are developing a new
event generator mode. For development of the new model, we need channel-specific evaluated double
differential cross sections for various incident particles such as neutron, proton, deuteron and alpha. To
reduce size of ACE-format JENDL-HE files, nuclear data in the energy range above 150 MeV are not
needed because the intra nuclear cascade models in PHITS can simulate many body phenomena.

We also request evaluated nuclear data in ACE format for lighter systems such as p-Li and p-Be for the
design of neutron sources at accelerator facilities because the nuclear reaction models in PHITS cannot

simulate these reactions, correctly.

5. Summary

The important features of PHITS are that (1) it can analyze the motion of nearly all particles over wide
energy ranges, (2) it can be executed on almost all computers, (3) it implements sophisticated nuclear
reaction models and nuclear data libraries, and (4) it has some special functions useful for specific
applications. Owing to these features, PHITS has been used by more than 1,000 users in various research
fields, such as nuclear technology, accelerator design, medical physics, and cosmic-ray research.

However, several tasks necessary for the further development of PHITS remain to be undertaken. The
incorporation of the EGS5 code [26] and photo-pion production mechanisms are currently in progress for
improving the accuracy of electron-, positron-, and photon-transport simulations, particularly for higher
energies. Improvements in the nuclear reaction models for lighter systems such as p-Li reactions are also
necessary. For this purpose, the development of a new nuclear reaction model has been initiated by
combining an intra-nuclear cascade model and a distorted-wave Born approximation calculation [27]. This

model will be incorporated in a future version of PHITS.
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The Intranuclear Cascade with Emission of Light Fragment (INC-ELF) code has been developed at
Kyushu University and implemented in the Particle and Heavy Ion Transport code System, PHITS. In this
report, we describe recent developments in INC model. The applicable range of incident energies is
lowered for (p, p’x) reactions down to about 30 MeV with inclusion of trajectory deflection, collective
excitation and transmission coefficient. The exclusive (p, d) reaction is considered by introducing a strength
function. For pion-induced reactions, a microscopic treatment of the pion absorption by deuteron inside
nucleus is described in a consistent way with that of deuteron knockout in (p, dx) reactions. The calculation
results of the proposed model show good agreements with experimental data of (p, p’x), (p, dx), (1", px),

(', px) and (1", dx) reactions.

1. Introduction

The intranuclear cascade (INC) model is a powerful method for predicting the double-differential
cross section (DDX) of nucleon-nucleus spallation reactions. The intranuclear cascade with Emission of
Light Fragment (INC-ELF) code [1] has been developed at Kyushu University and implemented in the
Particle and Heavy lon Transport code System (PHITS). The INC-ELF code explicitly includes nucleon
correlations within the framework of the INC model to describe light fragment emissions from nuclear
spallation reactions. Further efforts were devoted for the INC model to improve its accuracy and to widen
its applicable range of reactions.

One of the developments is to lower the applicable range of incident energies. The applicable energy
range of INC was believed to be above a few hundred MeV of bombarding energies. To expand the
applicable energy range of INC to the lower energy regime is essential for particle transport codes. In our
previous study [2], the INC model was successfully extended to the lower incident energies by introducing

trajectory deflections and the energy loss process via collective excitations. The improved INC model
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accounted well experimental DDXs of *°Fe(p, p'x) reactions at 40-60 MeV. In the recent study [3], further
developments were carried out to explain the barrier effect. The quantum transmission coefficient is
essential to describe the proton emission in the barrier energy range. A phenomenological transmission
coefficient was investigated to give the best fit of experimental data. The second improvement is the direct
pickup (p, d) reaction. For the better accounts of (p, dx) reactions of around 50 MeV, the direct pickup
process of exclusive (p, d) reaction has been included by using a strength function. The third improvement
is to include pion-induced reactions. A microscopic treatment of the pion-deuteron absorption inside the
target nucleus was investigated in a consistent way with deuteron knockout in inclusive (p, dx) reactions. In

the present work, the model is validated by comparison with experimental observables stored in EXFOR.

2. (p, p'x) reaction in 50-MeV-range

Since the details are available in Ref.[2,3], a brief explanation is described. In the INC model, DDX is

given in a simplified form:

2
d<o )

dzdq, = ™ ZnaEncoss T OE) M

where P is the probability to find an emitted proton of energy & and emission angle 6. Its form is

assumed to be

P(6,€) = Pip(Beist)(1 + Poo(€cor t2)) Geas(Bcass Ecas) TePiar (Bees tin) 2
with
Geas(0,€) =
I'+ T POt emirtmi) T+ T POz Emzr tm2) T Poc(Omszs Emzr timz) T + -+,

where Pger, Py, Py, are probability of deflection, collective excitation and non-collective excitation,
respectively. The transmission coefficient T, is introduced [3] for only the exit channel. Its functional form
was chosen to be that of the Gamow factor, which is better than other candidates such as the Hill-Wheeler
formula, the step function and the energy reciprocal function. Since the Gamow factor was deduced for
a-decay, we consider that the classical turning point outside of the potential and the Coulomb potential at
the point are ambiguous. We take these two free parameters and determine them to fit experimental data
best. The cascade process is given by G.,s, which includes propagation operator I'. The collective
excitation is assumed to occur at the nuclear surface in the entrance channel. We obtained Pger and F, to
fit experimental elastic scattering angular distributions and DWBA calculations, respectively.

Typical calculation results are shown in Figs. 1 and 2 for '’ Au(p, p’x) reactions at 61 MeV and 29 MeV,
respectively. The present results shown by solid lines are in good agreements with experiments. The peaks
at the highest energy are attributed to the inclusion of the deflection, and may correspond to the nuclear

elastic scattering. The results of standard INC model, which includes neither deflection nor collective
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excitation, are displayed by long-dashed lines. Dotted lines indicate evaporation components, results of
GEM calculations, which were executed after the cascade phase. At 61 MeV incidence case, the
evaporation contribution is too strong and INC component is negligible. In contrast at 29 MeV incidence

case, the main contribution is from INC, but evaporation is very weak.
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3. Direct (p, d) reaction

In our previous study [1,4,5], knockout and indirect-pickup processes were introduced into the INC
model to describe light cluster emission. The indirect-pickup is the process in which an outgoing particle
picks up a bound particle at the surface, and may be called the coalescence process elsewhere. The
calculation results give good accounts of entire energy range of DDX spectra of inclusive (p, dx) reactions
at 300-400 MeV. It should be stressed that the quasi-free peaks in deuteron spectra are accounted by the
knockout process. The underestimation observed at the higher energy range of spectra than the quasi-free
peak at small angles is attributed to the lack of the direct pickup process, which was disregarded previously.
Since the direct pickup populates a shell model state, its contribution is expected to be significant at
incident energies of around 50 MeV. The inclusion of the direct pickup process was achieved by the similar
way to that of the collective excitation process in (p, p’x) reactions. The strength function of a (p, d)
reaction is given by the Breit-Wigner function. We assumed a single-orbit strength function, which gives
the highest probability for the ground state and zero for the 40-MeV excitation. The integrated strength was
determined to fit the experimental DDX spectra. In the present work, the proton deflection angle is used for
that of deuterons. Since this may be a poor assumption for (p, d) reactions, it is necessary to conduct further
study for the deuteron deflection angle. More efforts should be needed to study strength functions.

Examples of the results are shown in Figs. 3 and 4 for the 42-MeV *'Al, **Zr(p, dx) reactions,
respectively. Laboratory angles are 30° and 60°. Present results are in reasonable agreements with

experimental spectra covering excitations up to about 15 MeV, where the direct pickup process governs.
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4. Pion induced reaction

It is widely known [6] that spectra of (', px) reactions at 150-300 MeV consist of two peaks: the higher
energy peak is attributed to pion absorption by a deuteron or an NN pair, and the lower energy peak is due
to the pion-nucleon elastic scattering. Since we have introduced the nucleon correlation to explain deuteron
knockout by an incident proton in inclusive (p, dx) reactions, this correlation can be used to describe the
pion absorption process. An example of the deuteron knockout scheme is shown in Fig.5, that is treated in
our INC model [4,5] for inclusive (p, dx) reactions. An example of the m" absorption process, 7 d—pp,
which is mediated by A™, is shown in Fig.6. The pion absorption is possible by not only a deuteron (or a
pn-pair) but also other pp and nn pairs. We consider also the pp and nn pairs with the charge conservation.

_ . . . . + .
The 7 induced reactions are treated in the same way. Parameters for cross sections of # N and @ N reactions

are summarized in [7].
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Typical results are shown in Figs. 7 and 8 for **Ni(zx", px) and (', px) reactions at 160 and 220 MeV,
respectively in comparison with experiments and other reaction model codes implemented in PHITS: INCL,
Bertini. The present results given by solid lines are in good agreements with experiments for both reactions.
A similar comparison is shown in Fig. 9 for the (n", dx) reaction on "Ta at 280 MeV with an experimental
deuteron spectrum taken from [8]. The present result agrees well with the experiment below 100 MeV. It is

noted that Bertini include no cluster emission models. Results of Bertini are due to the deuteron

evaporation of GEM.
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5. Conclusion

Recent developments in the INC model were described in this report. The DDX spectra of (p, p’x)
reactions of about 30-60 MeV are well accounted by inclusion of trajectory deflection, collective excitation
and transmission coefficient. Good accounts of the inclusive (p, dx) spectra are given by inclusion of
exclusive (p, d) reactions at around 40 MeV by introducing a strength function. For pion-induced reactions,
a microscopic treatment of the pion absorption by deuteron inside nucleus is described in a consistent way
with that of deuteron knock out in (p, dx) reactions. However, further efforts are needed for general use in

transport codes.
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Heavy ion induced double differential neutron production cross sections and thick target
yields from 0.6 MeV to several hundred MeV were measured at HIMAC facility to validate
mainly calculation accuracy of Monte Carlo simulation codes for neutron production in a
patient body in heavy ion cancer therapy. Incident ions were 290 and 100 MeV /u carbon,
oxygen and nitrogen. 290 MeV/u argon beam was also used for radiation shielding data.
Carbon, aluminum nitride, aluminum oxide, aluminum were adopted as targets. Two sizes
of NE213 organic scintillators were applied to detect neutrons in a wide energy range. Mea-
surement angles were from 15°to 90°. Neutron energy was determined by the time-of-flight
between a detector in front of a target and a neutron detector. Experimental results were
compared with calculated data by Monte Carlo simulation codes.

1 Introduction

Cancer therapy using heavy ion beam has been applied as highly advanced medical treatment by
reason of its clinical advantages. It has become more important to estimate the risk of secondary cancer
from recent survey[l, 2]. During treatment, secondary particles such as neutrons and ~-rays are produced
in a patient body as well as beam delivery apparatuses. For the risk assessment of secondary cancer,
it is essential to know contribution of secondary neutrons by extra dose to organs in the vicinity of the
irradiated tumor because the secondary neutron has a long mean free path and gives undesired dose to
normal tissues in a wide volume. The experimental data of neutron energy spectra are required for dose
estimations with high accuracy. Especially, precise data around neutron energy of 1 MeV are required
because neutron of the such energy region has a large radiation weighting factor. The secondary neutron
yield data is important for estimation of radiation safety on both of workers and public in treatment
facilities.

Neutron production double differential cross sections and thick target neutron yields for heavy ion
incidence on many element targets have been measured in Heavy Ion Medical Accelerator in Chiba
(HIMAC)I[3, 4, 5, 6, 7]. Experimental data of neutron energy spectra above several MeV were provided
in the measurements. However, neutron data around 1 MeV which are important for radiation safety
were not given.

Thick target neutron energy spectra from a water phantom bombarded by 200 MeV /u carbon beam
showed discrepancies between experimental data measured by GSI and simulation results by the Monte
Carlo particle transport code [8]. The experimental condition is essential to get knowledge of radiation
effect in a human body.

A new heavy ion accelerator facility project RAON which means “joyful” and “happy” in Korean to
produce various kinds of rare isotope beams is in progress in Korea[9]. One of candidates of combination
of accelerated ions and target materials are 300 MeV /u argon and a carbon, respectively. Neutron energy

3
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spectrum from heavy ion induced reaction plays an important role as a radiation source term in shielding
design of the facility.

In the basis of lack of neutron experimental energy spectrum in low energy region, the discrepancy
between measured and calculated data in a water phantom and the request of knowledge about shielding
design in a heavy ion accelerator, we have aimed measurements of neutron energy spectra from several
hundred keV to several hundred MeV from heavy ion induced reactions in order to obtain data for
evaluation of dose by secondary neutrons in cancer therapy and radiation safety in an accelerator facility.
In this paper, brief explanation of a series of experiments and some of measured data and comparisons
with Monte Carlo simulation particle transport codes are described.

2 Experiments

All measurements of neutron energy spectra were carried out at the PH2 course of HIMAC, Na-
tional Institute for Radiological Sciences. Detailed information of these experiments are mentioned in
references[10, 11, 12]. Brief summaries are pointed here.

We measured neutron energy spectra for incident heavy ions and target combinations in Table 1.
Detailed information of targets and flight path length are mentioned in the references.

Table 1. Combinations of incident heavy ions and targets.

Incident ion Energy [MeV/u] Target Reference

C 200 C, AN, AL,O,, AL Water [10, 11, 13, 14]
0 200 C [10]

C 100 C, AIN, Al,O3, Al 12, 14]

N 100 C 14]

0 100 C 14]

Ar 290 C N/A

The experimental setup is illustrated in Figure 1. The beam passed through a beam pick-up detector
at the front of a target. the detector provided the signal for the time-of-flight (TOF) measurement and
the number of incident particles.

Iron

Concrete \
> 4

A
i

Beam Dump
Large Scmtlllators <

Beam Pickup Detector

Figure 1. Experimental setup at the PH2 course of HIMAC. Large and small detectors are located at
15° to 45° and 60° to 90°, respectively.
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Emitted neutrons were detected with two sizes of NE213 liquid organic scintillators to cover wide
neutron energy range. Large and small detector sizes were 127 mm in diameter and 127 mm long and
50.8 mm in diameter and 50.8 mm long, respectively. The scintillators were placed at 6 directions from
15° to 90°. Three large detectors are located at 15°, 30° and 45° and three small ones at 60°, 75° and 90°,
respectively in Fig. 1. Measurements with opposite detector arrangement were also performed. Distance
between the target and NE213 scintillators were varied from 1.8 m to 4.0 m for large scintillators and
from 1.0 m to 2.1 m for small ones, respectively. The kinetic energy of neutron was obtained by TOF
technique using the time difference between the beam pickup scintillator and the neutron detector. A
veto detector was put in front of each NE213 scintillator to separate charged particle events.

In order to reduce neutrons from the beam dump, iron plates and a concrete block were placed between
the neutron detectors and beam dump as shown in Fig. 1. For estimation of neutrons from floor or other
items in the experimental room, the measurements with iron shadow bars placed between a target and a
neutron detector were also done.

3 Results

First, 290 MeV /u carbon incident neutron double differential cross sections on the carbon were mea-
sured. The Monte Carlo particle transport code PHITS[15] reproduces the experimental data well[10].
Next, 290 MeV/u oxygen beam was used. Neutron energy spectra were obtained down to 0.6 MeV in
the measurement[10].

Figure 2 stands for neutron double differential cross sections for 290 MeV /u carbon incidence on an
aluminum target. One can see that neutron energy spectra are obtained down to 0.6 MeV and PHITS
with NASA nucleus-nucleus cross sections[16, 19] reproduces experimental data well except for the energy
range from 3 to 10 MeV.
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Figure 2. Neutron double differential cross sections for 290 MeV /u carbon incidence on an aluminum.
Circles, solid lines stand for experimental data and calculation results by PHITS, respectively.

Thick target neutron yields for 290 MeV /u carbon incidence on a water phantom are shown in Figure
3. Experimental data will be published in reference [13]. Both of PHITS with NASA nucleus-nucleus
cross sections and FLUKA[17] overestimate experimental data below several tens MeV from 15° to 45°.
PHITS reproduces measured data at 90° but FLUKA also overestimates at the direction.

Neutron production double differential cross sections for 290 MeV /u argon incidence on a carbon are

,83,



JAEA-Conf 2014-002

i

10-2\\\\‘ T T T 11T T T T T T 117

. -1
3 Y e, 15 x 10

&

L
O-

- e coee
e ® ,9 v, . __4!5 x 10

. )
$10°l8.. of %% ®e00000000000iy -
3 5.2 seteys
£ : o B0 x 10
2107 »TT”””"“' Y
o] o g 8
= ! . o -5
= 0262 0N NNy 25 X 10
S5 T o g
B T e it 90 x 10
$10 sl

o

—
o
&
-llllllll-llllllll-ill:llllll-l Itllllll-llll'd"‘lllllll T TEIH
A o
3 : .

290 MeV/iu '°C + Water

\-mm-\‘\-m\.m‘ Lol FF\T\T\*':\.\.\.\m Cood ol el Gl o

10°
11 ® Experiment
10 —— PHITS NASA
------ FLUKA
10'12\\\\‘ | \\\\H‘ | \\\\H‘

-
o
w

1 10
Neutron Energy [MeV]

Figure 3. Thick target neutron yields for 290 MeV /u carbon incidence on a water phantom. Circles, solid
and dashed lines stand for experimental data, calculation results by PHITS and FLUKA, respectively.

indicated in Figure 4. Experimental data below 5 MeV for all directions are higher than expected ones
because it was difficult to eliminate background neutrons in the measurement. Shorter flight path lengths
were adapted for small detectors which covered low neutron energies in the later experiments in order to
reduce effect of scattered neutrons in low energy region[12].

Nucleus-nucleus cross sections by Kurotamal[l8] and NASA gives almost same neutron cross sections
as seen the figure. Geant4[20] with Binary Cascade model[21] produces less neutrons than PHITS and
Geant4 with INCL4++ model[22]. Geant4 with INCL++ model estimates more neutrons below 5 MeV
than that by other calculations.

4 Summary

In order to get knowledge of neutron production in a wide energy range for radiation safety, neutron
production double differential cross sections and thick target neutron yields were obtained for heavy ion
induced reactions. Neutron energy spectra were also obtained in the wide energy range from 0.6 MeV to
several hundred MeV using two sizes of scintillators.

Monte Carlo codes reproduce experimental data of neutron double differential cross sections and thick
target neutron yields to some extent. PHITS shows better agreement with measured data than FLUKA
and Geant4.
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16. Response Function for the Measurement of (n,y) Reactions
with the ANNRI-Cluster Ge Detectors at J-PARC
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For a new experimental setup, response functions of cluster-Ge detectors were measured with standard
y-ray sources, y-rays of the *Na B-decay, and prompt y-rays of the 35Cl(n,y)%CI reaction in ANNRI at
J-PARC/MLF. The experimental data and calculation with the EGS5 code are compared.

1. Introduction

Response functions of a y-ray detector are necessary for data analysis of neutron capture
reaction using the pulse height weighting technique [1]. We had measured the response functions of the
cluster-Ge detectors [2] at the Accurate Neutron-Nucleus Reaction measurement Instrument (ANNRI) [3,
4] in the Japan Proton Accelerator Research Complex (J-PARC). However, the y-ray (or neutron) shields
of the Ge detectors were repaired in March 2012 because these were damaged by the big earthquake in
March 2011. In addition, the neutron shields made of boron rubber sheets were replaced by enriched °LiF
tiles in October 2012 because the rubber sheets caused y-ray backgrounds due to themB(n,ocy) reaction.
For the new experimental setup, in order to determine the response functions, the efficiencies and pulse

height spectra of the cluster-Ge detectors were measured and simulated.

2. Experimental setup

The schematic view of the new experimental setup is shown in Fig. 1. The detector system
which comprises 2 cluster-Ge detectors with BGO anti-coincidence detectors is placed at a neutron flight
length of 21.5 m. Each cluster-Ge detector consists of 7 pure germanium crystals, where the upper and
lower cluster-Ge detectors are called as “cluster1” and “cluster2”, respectively. The distance is 124 mm

from a sample position to the front surface of the cluster-Ge detector. As shown in Fig. 1, the neutron
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and y-ray shields (°LiH plates, °LiF tiles and Pb collimators) are arranged between the sample and the
detectors.

Using the cluster-Ge detector system, y-rays of '’Cs and '*’Eu standard sources were
measured for the low-energy region (E,<2MeV). Prompt y-rays emitted from the 35CI(n,y) reaction were
measured for the high-energy region (E,>2MeV). A 0.5-g NaCl crystal (natural abundance) was used as
the sample. In addition, y-rays emitted in the -decay of **Na nuclei, which were made by irradiating the
NaCl sample with the neutron beam, were measured.

For a dead time correction of a data acquisition system, random timing pulses from a pulse
generator were input to pre-amplifiers for every Ge crystal. As well as the pulse height of the random
pulses, the number of the random timing pulses was counted with a counter module. The pulse rate

was approximately 100 cps.
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Figure 1: Schematic illustration of the new experimental setup of the Ge spectrometer

3. Full-energy peak efficiencies
The full-energy peak efficiencies measured with the cluster1 and cluster2 detectors are
shown in Fig. 2(a) and (b), respectively, where the efficiency is a sum of those of the seven crystals in

each cluster. The data of the *’Cs and '*

Eu standard sources are shown as the diamond and circle,
respectively. The data of the 35Cl(n,y) reaction (inverted triangle) are normalized to the data of the
standard sources in the overlap energy region. The y-ray pulse-height spectrum for the 35CI(n,y) reaction
gated in the neutron energy region of 0.002-10 eV were used to obtain the efficiencies.

The dashed lines show the calculated efficiencies using the Monte Carlo simulation code,
EGS5 [5] in the y-ray energy region of 0.2-10 MeV, where a y-ray source was defined as a point source
at the sample position. The simulation parameters were adjusted so as to reproduce the dataset of the

measured efficiencies. In the simulation, each Ge crystal was defined as a hexagonal shape with a
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distance between sides of hexagon of 58 mm, an external diameter of 70 mm, and a depth of 78 mm.
Although the shape outside of the electrode well described the effective volume of the product
specification sheet, the calculated efficiencies were overestimated as compared with the experimental
data. We additionally defined the insensitive region in each Ge crystal as shown in the inset of Fig.1.
And the °LiH density parameter was increased to the theoretical density (0.82 g/cm3). The energy

dependence of the simulated efficiencies reasonably reproduces the measurement results in Fig. 2.
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Figure 2: Full-energy peak efficiencies for the y-rays from the standard sources (137Cs and 152Eu) and
the prompt y-rays from the 35Cl(n,y) reaction. The data points were measured with the cluster1 (a) and

cluster2 detectors (b), respectively. The dashed lines were calculated using the EGS5 code.

4. y-ray pulse-height spectra

The measured y-ray pulse-height spectra are plotted by the black circles in Fig. 3 and Fig. 4.
After the dead time correction and the background subtraction, 7 spectra of Ge crystals in the cluster1
(or cluster2) are summed into the “single” spectrum. The pulse-height spectra which were calculated
with the present simulation parameters are shown by the gray lines.

Figure 3 shows the spectrum for the 662-keV y ray of the ¥7Cs source. The vertical axis is the
efficiency per keV in Fig. 3. The measured (or calculated) peak-to-total ratios of the cluster1 and
cluster2 detector are 0.24 (0.27) and 0.22 (0.25), respectively, where the total area was integrated in
the region from 200 to 700 keV.

Figure 4 shows the spectrum for the y-rays emitted in the *Na B-decay. In Fig. 4, the vertical
axis is the counts per keV because of the relative measurement. The full-energy peak area of the
calculated spectrum was normalized by one of the measured spectrum at the 2754-keV y-ray peak.
While several y-rays are emitted in the *Na B-decay, the dominant decay pattern is a cascade that
emits two y-rays (1369 and 2754 keV). The 1369-keV and 2754-keV peak areas were used for the
peak-to-total ratio. The measured (or calculated) peak-to-total ratios of the cluster1 and cluster2
detectors are 0.15 (0.18) and 0.14 (0.17), respectively, where the total area was integrated in the
region from 200 to 4200 keV.
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The differences between the measured and calculated peak-to-total ratios are within 20%. The
additional adjustments of the simulation parameters are needed to reproduce the y-ray pulse-height

spectra and peak-to-total ratio.
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Figure 3: y-ray pulse height spectra for the ¥7Cs source were measured with the BGO anti-coincidence
by the cluster1 (a) and cluster2 detectors (b), respectively (black circles). The simulated spectra are

shown by the gray lines.
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Figure 4: y-ray pulse height spectra for the #Na B-decay were measured with the BGO anti-coincidence
by the cluster1 (a) and cluster2 detectors (b), respectively (black circles). The simulated spectra are

shown by the gray lines.

5. Conclusion

To obtain the response functions, the y-rays of the standard sources (137Cs and 152Eu), y-rays
of the *’Na B-decay, and prompt y-rays of the 35CI(n,y)?’GCI reaction were measured with the cluster-Ge
detector system at ANNRI in J-PARC/MLF. The peak efficiencies, y-ray pulse-height spectra, and
peak-to-total ratio were compared with the simulations using the EGS5 code. The calculated
efficiencies were reasonably in agreement with the measured one, although the additional adjustments
of the simulation parameters are needed for the y-ray pulse-height spectra and the peak-to-total ratio.

Based on this information, a pulse height weighting function will be deduced.
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Abstract

The photon strength of 80Se is a key parameter to estimate the ©Se neutron capture cross
section. Selenium-79 is important from the point of view of nuclear transmutation of the long-lived
fission product ®Se into the stable nucleus 8Se. Currently, a lack of a proper target sample
makes a direct measurement of (n, y) cross sections for ®Se unfeasible. In previous work, photo
neutron cross sections were measured for 8Se directly above the neutron separation energy with
LCS photon beams to experimentally constrain the E1 yray strength function for ®Se. The
uncertainty of the predicted neutron capture cross sections for “Se (~a factor of 4) was still very
large in terms of the transmutation of the nuclear waste ®Se [1-3]. To test the model calculation, a
photon scattering experiment on 8Se up to the neutron separation energy was performed by using
the bremsstrahlung facility of the superconducting electron accelerator ELBE at Helmholtz-
Zentrum Dresden-Rossendorf. We report on the current status of the experimental data analysis.

1 Introduction

Photon strength on 8Se is a key parameter to estimate the Se neutron capture cross section.
MSe 1s important from the view point of nuclear transmutation of the long-lived fission product, “Se
(half-life is 2.95 x 105 years [4]), into a stable nucleus #Se. On the other hand, in s-process conditions
in stellar interior, the property of the competition between the neutron capture rate and beta-decay
rate of ™Se exhibits a strong temperature dependence due to thermal population of the isomeric
state at 95.7 keV [5]. This property makes “Se s-process thermometer [6-8]. Currently, the lack of
a proper target sample makes a direct measurement of (n, y) cross sections for “Se unfeasible. In
the previous work, photo neutron cross sections were measured for 3Se immediately above the
neutron-separation energy with laser Compton scattering (LCS) photon beams at Advanced
Industrial Science and Technology (AIST) to experimentally constrain the E1 yray strength
function for Se [9,10]. The uncertainty of the predicted neutron capture cross sections for ®Se (~a
factor of 4) was still very large from the view point of the transmutation of the nuclear waste ™Se
as well as s-process thermometer ™Se. A unified statistical-model analysis of (y, n) cross sections
and (n, y) cross sections on Se isotopes is expected to significantly reduce the uncertainty in model-
predicting (n, y) cross sections for ?Se. Indirect efforts include a study of the gamma-ray strength
function of ®Se below neutron threshold.

In this work, to test the model calculation, photon scattering cross sections were measured for
80Se up to the neutron separation energy with bremsstrahlung facility ELBE at Helmholtz
Zentrum Dresden-Rossendorf. Experimental details are given in Sec. 2. In Sec. 3, systematic
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evaluation of the photo absorption cross sections for 6Se, 8Se, 80Se, 82Se by using statistical model
code TALYS [11] and Cb-TDHFB (Canonical-basis Time-Dependent Hartree-Fock-Bogoliubov
Theory) [12] are shown.

2 Photon-scattering experiment at ELBE

Photon scattering cross section 6,{Er) can be measured via y ray transition from given excitation
level Er to a level Ex in the target. In case of non-overlapping resonances, photon scattering is
described to process via a compound nucleus reaction with uncorrelated channels f characterized
by the partial width I't so photon-scattering cross section o,{Er) can be described as:

T
Gyf(ER):Gy(ER) Ff @
Where, all partial widths contribute to the total level width I'=XT%,
o _ 2Jp+1 (mhc)\? | T¢
Is = J, oy (E)E = 285 (ER) Lt ©
Where, I is the integral of scattering cross section for the level R and I is the partial width for a

transition from R to a level f. Measured intensity of y-rays emitted to the ground state at Ey=Er
with an angle 0 can be expressed as:.

1,(E,.0) =L (B (Ee(E, )N, W©®) 22 ()

Where, Nx is number of the target nuclei per unit area, &(E,) is the absolute full-energy peak
efficiency at E, , ®(Er) is the absolute photon flux at Ez ,W(0) is the angular correlation of this
transition, and AQ is solid angle for the detector.

If electron energy is high enough above a particular level, the experiments with bremsstrahlung
lead to the possibility of the population of a level by a feeding transition from a level in higher energy
region. Such feeding increases the intensity of the transition to the ground state from the considered
resonance R. The intensity of the transition to the ground state becomes a superposition of the rate
of elastic scattering and the intensity of the transitions feeding level R. The cross-section integral
Is+s can be expressed as:

© r
Iy = fo oyy (E)AE + Xisr 0y ?OdE

_ 21R+1(n_hc)2r_% @B 2)i+1 (n_hc)z i Tk To
T 2Jo+1 \Eg +21>R¢(ER)2]0+1 E; Fo ri r @

Where, summation over i>R is that the energy E; of a level which feeds the considered resonance R
is higher than the energy Er of this resonance. I, To, and I'r are the total width of the level E; the
partial width of the transition to the ground state and the partial width of the transition to the level
R, respectively. Details of the experimental method are given in [13-19].

Photon-scattering cross section measurement on #Se was performed at the superconducting
electron accelerator ELBE of the Research Center Dresden-Rossendorf. Bremsstrahlung was
produced by bombarding 7 1 m niobium radiator with electron beams of 11.8 MeV electron kinetic
energy and average currents of 500 u A. Produced Bremsstrahlung was collimated by an Al
collimator with a length of 2.6 m and an opening angle of 5 mrad. A 10 ecm length of cylindrical Al
absorber was placed between the radiator and the collimator to reduce the low-energy part of the
bremsstrahlung spectrum. The scattered photon was measured with four 100% HPGe detectors
surrounded by BGO escape-suppression shields. Two Ge detectors were placed vertically at 90
degrees relative to the photon-beam direction. The other two Ge detector placed at 127 degrees were
used to reduce angular distributions of the y-ray. To deduce the low-energy part of background
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photons, absorbers of 8 mm Pb plus 3 mm Cu were placed in front of the detectors at 127 degrees
and 13 mm Pb plus 3 mm Cu were used for the detectors at 90 degrees. A 8Se target enriched to
99 %, with a mass of 1.95 g was irradiated with bremsstrahlung. The target was combined with a
disk of "B (enrichement 99.5 %) that was used to determine the photon flux. In photon-scattering
experiment, the spectrum includes the contributions of elastic, inelastic and cascade transition from
an excited states to a given states. To obtain the intensities of the ground-state transitions and their
branching ratio, a Monte Carlo code for the simulation of y-ray cascades is used. The simulation
code is based on the nuclear statistical model. In the simulation, the BSFG (back-shifted Fermi gas)
model is used for level density. The level density parameter and the back-shift energy for °Se are
taken from ref. [21]. The Wigner distribution is used for the nearest-neighbor spacing. The
parameters for E1vy-strength function was taken from RIPL-2 [22]. The Porter-Thomas distribution
1s used for the fluctuations of the partial decay widths. Inelastic scattering correction scheme is
described more detail in the literature [23].
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Figure 1 Gamma-ray spectrum from ®Se (y, y) reaction
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Figure 2 Systematic analysis of the photo absorption cross sections for "6Se, 8Se, 80Se, 8Se. TALYS
code and Cb-TDHEFB calculations are compared with the experimental data.

3 Systematicevaluationofthe photoabsorptionfor Seisotopes

The experimental data were systematically analyzed on the basis of a Hauser-Feshbach
statistical model by using TALYS code. We considered various photon strength function to compare
with the experimental data sets for Se, 8Se, 8Se and %2Se. The standard strength functions
implemented in TALYS are the single Lorentz curve (SLO) [24, 25] and the generalized Lorentz
curve (GLO) [26, 27]. HYBRID means the Goriery’s hybrid model [28].

We also applied the Canonical-basis time-dependent Hartree-Fock-Bogoliubov (Cb-TDHFB) to
explain the gamma strength function. The Cb-TDHFB is a simplified theory of the full TDHFB [29,
30] theory, treating pairing energy functional with a BCS-like approximation which is assumed to
be diagonal in the canonical basis. By using a real-space and real-time method, nuclear excitations
and dynamics are taken account fully self-consistently. Applying Cb-TDHFB to a linear response
calculations, strength functions of isovector dipole and isoscalar quadrupole excitations for some
spherical and deformed nuclei can be estimated microscopically. Fig.2 shows the preliminary result
of calculations.

4 Summary

Photon-scattering cross sections for Se were measured at bremsstrahlung facility ELBE of the
Research Center Dresden-Rossendorf at an electron kinetic energy of 11.8 MeV. On the other hand,
we estimated photo absorption cross sections for 6Se, 8Se, 8Se, 82Se by using TALYS code and Cb-
TDHFB calculation. The experimental data for ®Se (y, y) are currently analyzed. Further
discussions will be performed in the near future.
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18. Analysis of Tritium Production from Nucleon-induced Reactions
on "Li and its Application to Nuclear Data Evaluation
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Double-differential cross sections (DDXs) of 'Li(p,f) and "Li(n,?) reactions are calculated
with a sequential decay model and a final state interaction (FSI) model in the incident energy
range below 20 MeV. The calculated DDXs of the 'Li(n,f) reaction are integrated to
JENDL-4.0 which includes no triton production DDXs. The integrated nuclear data are
applied to simulation of triton transport in Li,TiO3 that is one of candidate materials for fusion
reactor blanket using PHITS code. The effect of triton production DDXs on transport
calculations is investigated.

1. Introduction

Double-differential cross section (DDX) data of the 'Li(n,f) reaction are important to
engineering design of DT fusion reactors and International Fusion Material Irradiation
Facility (IFMIF). However, only an experimental result (DDX at 0° and 14.4 MeV [1]) is
available for the reaction, and the DDX data are not included in any evaluated nuclear data
libraries, e.g. JENDL-4.0 [2] and FENDL-3 [3]. Under the situation, triton transport in
blanket materials has not so far been taken into account properly in engineering design for DT
fusion reactors. Therefore, it is worthwhile to investigate the effect of rigorous triton transport
on estimation of final tritium production by using evaluated nuclear data of "Li including
triton production DDXs. In the present work, we make an evaluation of triton DDXs for 'Li
on the base of theoretical model calculation and apply them to transport calculations of tritons
in fusion reactor blanket using PHITS code [4].

2. DDX calculation

The final state of nucleon-induced reactions on 'Li is expected to be a three-body system,
when "Li is assumed as ¢ + « cluster. Therefore, the following two reaction channels should be
considered in nucleon-induced triton production:

() n(@)+ 'Li—t+ He( ’Li) — n(p) +t +a,

(b) n@)+ 'Li— n(p)+ Li* - n(p)+t+a

Here n and p denote neutron and proton, respectively. The triton energy spectra have a
characteristic peak formed by the reaction (a) in the high emission energy end. Although any
available calculation codes, such as CCONE [5] and TALYS [6], cannot reproduce the peak

satisfactorily, the final state interaction (FSI) model [7] can reproduce the peak structure. Thus,
the FSI model is used for the reaction (a). The FSI formula is expressed as
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d*c . Fi(kyga) + G (kyaa) .
( ) = Np - sin’ f, - —— o (E™), (1)
FSI

dE,dQ, (knga)?

where Ny is a normalization factor which is determined by fitting to experimental data, f; is
the phase shift between a and n(p), / is the orbital angular momentum, F; and G; are the
Coulomb wave functions, ky, is the relative momentum between n(p) and a, a is the channel
radius, p, is the phase space distribution, and E/[® is the triton energy in laboratory system. As
mentioned above, only one experimental (n,f) data exists. Therefore, the angular distribution
of reaction (a) for neutron incidence is assumed to be that deduced from the measured data for
proton incidence at 14 MeV, regardless of incident energy. The normalization of the cross
section for reaction (a) is made so that total triton production cross section is equal to that of
JENDL-4.0. As a result, the relationship of tritium production cross sections and angular
distributions of the reaction (a) for neutron incidence are given by

ORI NE )= o (Ef) — oy (ES®), (2a)

nt

o, (E") o (E")  doy'(14 MeV)
dQ, (14 MeV) de, ’

(2b)

where oFS(E!® ) is the cross section of reaction (a) for neutron incidence, o?2%(E'*®) is the
triton production cross section of JENDL-4.0, af;q(E}ab ) is the cross section of reaction (b)
for neutron incidence and 0551(14 MeV) is the cross section of reaction (a) for proton
incidence at 14 MeV. Ny in Eq. (1) is determined so that energy integration of Eq. (1) is equal
to Eq. (2b).

On the other hand, the sequential decay model [8] based on kinematics is applied for the
reaction (b). In the sequential decay calculation, the nucleon production DDXs calculated by
CDCC method [9,10] are used. The DDX formula of the sequential decay model is expressed
as

a

d 2O' O_[er
dEdQ, :ZE f Ly (Ey = Er)Ly(Ey; = E)A(uy)dEy;, (3)
seq i

where J” corresponds to unbound states of 'Li (J*=1/2", 3/2°, 5/2, 7/2), o/ " is the
nucleon production DDX from the i th discretized state of 'Li which is calculated by the
CDCC method as shown in Fig. 1, L, is the probability that a nucleon with energy Ey will
produce a "Li nucleus with energy between Ey; and Ey; + dEy;, L, is the probability that a Li
nucleus with energy Ey; will produce a triton with energy between E; and E; + dE,, and A(uy;)
is the probability of the cosine of the angle between the direction of incident nucleon and
emitted triton being uy;.

Finally, total triton production DDXs have been calculated as the sum of reaction (a) and
reaction (b) for all of the unbound states of "Li:

2 2 2 /"
do _ do N Z d’o @)
dEdQ,]  \dEdQ, rst S \dEdQ, Seq'

The calculation results are shown in Fig. 2. The calculated triton DDXs reproduce
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Fig. 1 The nucleon production DDX calculated by CDCC method compared with experimental data [11,12]
in the laboratory system. The elastic scattering and 1stinelastic scattering components are not included in
these results because these components have no relation to triton production channels. The left figure
presents the result of proton DDX at 14.0 MeV and 60 degrees. The right figure presents the result of
neutron DDX at 14.2 MeV and 60 degrees. The dashed lines denote the contributions corresponding to
unbound states of 'Li and sequential decay from Li or *He. The bold solid line denotes the sum of dashed
lines. Underestimation in low energy regions is probably due to other reaction channels such as (n,2n) or

(n,np).
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Fig. 2 The triton production DDX calculated by sequential decay and FSI model compared with
experimental data [13,1] in the laboratory system. The left figure presents the result of proton-induced
reaction at 14.0 MeV and 20 degrees. Uncertainties of this reaction include combined statistical and
systematic errors. The right figure presents the result of neutron-induced reaction at 14.4 MeV and 0
degree. The dashed lines denote the contributions corresponding to unbound states of "Li calculated by the
sequential decay model and thread solid line denotes the contribution calculated by FSI model. The bold
solid line denotes the sum of sequential decay and FSI results.
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reasonably well both experimental results for proton induced reaction at 14 MeV [13] and for
neutron induced reaction at 14.4 MeV [1], especially the broad peaks around the high-energy
end.

3. Nuclear data preparation and transport calculation

The obtained DDXs for the "Li(n,f) reaction below 20 MeV are integrated into the ENDF
file of JENDL-4.0, and the ACE file is generated from the ENDF file by using NJOY99.364
[14] with patch for JENDL/HE [15]. Then, the present nuclear data are applied to transport
calculations of triton generated in blanket material for fusion reactors using PHITS code. The
result is compared with that calculated by event generator mode (e-mode) with the original
JENDL-4.0. In the simulation geometry, a Li,TiO3 sphere 0.5mm in diameter is irradiated by
a uniform mono-energetic neutron source from the left side as shown in Fig. 3. It is assumed
that the abundance ratio of "Li is 100 % and the theoretical density (3.43 g/cm’) is used in the
present simulation. The energy distribution of leaked tritons and the leakage fraction are
predicted for four neutron energies of 5.0, 10.0, 14.1 and 20.0 MeV.

v

neutron beam

\4

v

»
|

»
»

Fig. 3 Schematic view of simulation geometry for triton transport in a Li,TiO; sphere in blanket module.

10° : : , . . | _
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=)
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triton energy [MeV] triton energy [MeV]

20

Fig. 4 Comparison of the forward currents of leaked tritons calculated by PHITS code in the laboratory
system. The solid lines denote the results with the present nuclear data and the dashed lines denote the
results calculated by event generator mode with JENDL-4.0.
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The results are shown in Figs. 4 and 5. The results calculated with the present nuclear
data are larger than those calculated by e-mode with JENDL-4.0, and the difference becomes
larger as the neutron energy becomes higher. This is because that the DDX calculated by
e-mode have no broad peak around 10 MeV which corresponds to triton emission via the
reaction process (a) and does not reproduce the peak well, as shown in Fig. 6. It is found that

the improvement of nuclear data affects obviously the simulation results of triton transport in
matter.

T o e L
1 —e— JENDL-4.0 + DDX
---m—— JENDL-4.0 with e-mode
— 10 A - 1
& ]
[0}
)
[as]
A
8
g
2 5 1
o —/m/—mm———————7 71—
0 5 10 15 20 25

neutron energy [MeV]

Fig. 5 Comparison of the triton leakage, namely the ratio of the number of leaked tritons and produced
tritons, which is calculated by PHITS code. The solid line denotes the result using the present nuclear data
with triton DDXs and the dashed line denotes the result using e-mode with the original JENDL-4.0.

Li(n,))@14.4MeV
Odeg.

DDX [mb/sr/MeV]
=)

104 — JENDL-4.0 + DDX
------ JENDL-4.0 with e-mode
* exp.
10 ' ' ' ; ' '
0 2 4 6 § 100 1214

triton energy [MeV]

Fig. 6 The triton production DDX calculated by PHITS code compared with experimental data for n + 'Li
reaction at 14.4 MeV and 0 degree in the laboratory system. The solid line denotes the result of present
nuclear data and the dashed line denotes the result of event generator mode with JENDL-4.0.
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4. Conclusion

The calculation method of DDXs is proposed for triton production in nucleon-induced
reactions on 'Li by combination of the sequential decay model and the FSI model. The
obtained DDXs of the "Li(n,f) reaction are integrated into the ENDF file of JENDL-4.0, and
the ACE file is generated by NJOY. Furthermore, the transport calculations by PHITS code
with the present nuclear data reveals that the improvement of nuclear data affects the
simulation results of triton transport in matter. Upon request of IFMIF design, the incident
energy range of nuclear data should be expanded up to 50 MeV and the impact of triton
DDXs on tritium transport in liquid Li target will be studied in the future.
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Abstract:

Theoretical calculation of beta decay for delayed neutron and decay heat is studied. The
number of averaged delayed neutron emission is estimated from the idea of the summation
method, in which the number of emitted neutron is expressed as the sum of each beta-delayed
neutron emission probability multiplied by the cumulative fission yield. Under the
consideration of the gross theory of the beta decay, current status for reproduction of the beta

decay rate, delayed neutron probability, and decay heat is studied.

1. Introduction

Delayed neutron plays an important role on nuclear reactor to be manipulated safely due to
duration of the delay from neutron-induced fission. The number of averaged delayed neutron
emission, V;, comes from the sum of delayed neutron probabilities of nuclei on fission products
multiplied by the cumulative fission yield from fissioning nuclei. Therefore estimation of delayed
neutron probabilities of all corresponding nuclei is required to understand the mechanism of the
delayed neutron as an accumulation of nuclear decays. In experiment, however, those of some
nuclei have not been measured and many of nuclei have large ambiguities. Furthermore, if we
apply the nuclear energy from fission events to more innovative nuclear reactors as high burn-up
reactors, in which minor actinides can contribute to accumulating decay processes, we need more
data which are unmeasured or less known. In the other hand, nuclear decay heat occurs during
beta decay of fission fragments, and estimation of these absolute values and property of
time-dependency is inevitable to control the reactors. Both of delayed neutron and decay heat are

accompanied phenomena of the beta decay. Theoretical study in view of the beta decay is
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therefore required in order to understand and estimate them. In this report, we will discuss the
delayed neutron as an accompanied process of the beta decay in the nuclear theory.

In section 2, we will show the idea of summation method of delayed neutron and present the
current status of this method. The theory of the beta decay will be shown in section 3. Some results

and discussion will be devoted in section 4.

2. Theory of the beta decay

The decay rate of the beta decay is obtained as the sum of partial decay rates. Under the
usual approximation, each decay rate can be written with the nuclear matrix elements, | Mo(E) |,
which can be calculated in the framework of the nuclear physics, and the integrated Fermi
function, £, which represents a distortion of wave functions due to the Coulomb force. In the case
if the Gamow-Teller type transition, which is generally dominant in the medium-heavy and

neutron-rich nuclear mass region, the beta-decay rate is expressed as [1]

meSct

Ar = 27:3h7 |gA|23f_OQﬁlMGT(ENZf(—E)dE. 1)

Here, the coefficient is composed of the coupling constant of the weak interaction and the physical
constants. The integral is performed from —Qs to 0 and Qs is the total (maximum) decay energy
from the ground state of parent to daughter nuclei, namely beta-decay Q-value.

The delayed neutron is also an accompanied phenomenon of the beta decay. Figure 1 shows

a schematic view of the beta decay and

Strength

/ Function

delayed neutron. In the beta decay, a
nucleus decays from the parent state to

the daughter states as shown in the figure.

If the neutron separation energies of the _Paent

daughter nucleus, Sy, is smaller than the _\'rm_’ffmsion Pn
B-decay Q-value, @5, the nucleus can emit o f " W

a neutron with energy from 0 to @ — Sa - o

measured from the ground state of the Davaier l Sqared Nuclear

Matrix Elements

parent nucleus. The delayed neutron

emission probability is calculated by

integrating from threshold energy to the Figure 1: Schematic view of beta decay and

delayed neutron
ground-state energy of the parent nucleus

as
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Cc (0 I'n
Po =7 gpesaMENf (—E) - dE, @

where Cis a constant related to the coefficient in Eq. (1). The decay width I is introduced to
express a decay competition between neutron emission and gamma decay from excited states.
Regarding decay heat, the average energies of beta decay and gamma decay are (only expressed
for the Gamow-Teller type transition) [2]

— 1

0 2 —E,
Eg = — 19413 f_QB|MGT(Eg)| [T me2(E — 1)pE(—Eg + 1 — E)?F(E)dE dE, 3

2m32
_ 1
Y T 2n31

2 -
19123 [y IMar(Ep)| me?(Qp + Eg) ;" pE(=Eg + 1 = E)*F(E)dE dE, @)

where F is the Fermi function. As shown in Egs. (1)-(4), the nuclear matrix elements and the
Fermi function are required for theoretical calculation of the B-decay rate, the delayed neutron
emission probability, and the decay heat energy. Regarding the integrated Fermi function, the
numerical values can be rather easily and precisely obtained [3]. The calculation of the nuclear
matrix elements is, however, difficult because of a complexity of the nuclear many body problem
with the complicated nuclear force. In order to obtain the nuclear matrix elements overall of
nuclei, an approach from the bulk feature of the beta decay has been developed, we refer to it as
the gross theory. The gross theory is constructed under a consideration that the sum of strengths
of the transition from the initial state to the sum of the final states in the quantum mechanics.
The beta decay also obeys such a sum (and an energy-weighted sum) rule.

The gross theory is succeeded in describing the beta decay for entire region of nuclear mass
[4,5]. Until recently only the gross theory was enable to apply to the overall calculation including
the forbidden transition. Regarding delayed neutron probability in the gross theory, however,
parameters and functional form in the theory were optimized to the total decay rate, and have not
been fully optimized to the delayed neutron probabilities. Simultaneous optimization might be
difficult in general, therefore we give a short discussion on that in the next section. In the
following analysis and calculation report, we adopt the gross theory first version [1] with improved

pairing correction [6].

3. Analysis of nuclear matrix elements

Calculating of total decay rate and delayed neutron are similar in expression as in Eq. (4) and
Eq. (5). In the actual calculation, however, these two have different features due to the different
ranges of integrals. To remove the effect of total decay constant from delayed neutron, we define

the following quantity:
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Pa/2g = Pao~ [0y s IME)?F(—E)AE ()
Furthermore, the decomposition of the decay

constants, dA, can be defined as

2g = [2g, dA (9)

Figure 2 shows an example of the
decomposition in the case of 145Cs. The top panel

shows squared nuclear matrix elements in the

logarithmic scale. In the matrix element, first

forbidden transition gives larger amount
compared with the allowed transition. The

middle panel shows component of decay constant

in logarithmic scale. Regarding the total decay -6 -4 -2 0

_QB_ F
Decay energy (MeV)

constant in the case of 145Cs, Gamow-Teller
transition is dominant comparing with the other

.. . . Figure2: Nuclear matrix elements and
types of transitions. As seen in Figure, the total

decay rate proves to be quite sensitive to the decomposition of decay rate for °Cs.
ground-state (left side) feature of the nuclear matrix element and is almost governed by the
ground state and its neighboring nuclear matrix elements because of these extremely larger
values. The pulsed matrix elements represents discrete components due to the eigenstate (and
some corrections) of the quantum many body solution. On the other hand, delayed neutron
probability is governed by rather higher excited states (ranging from —S, to 0 in the Figure), and
properties of the matrix elements in the energy region seems to have no drastic change comparing
to those in neighboring the ground states.

Under these considerations, we survey systematical properties of both of total decay constant
and delayed neutron in the nuclear mass region. In the next section we give some results. By
considering these systematical properties, we will improve theoretical calculation in the following
way. Firstly we survey and improve the one-particle strength function for delayed neutron. Then
we modified quantities related to the nuclear shell structure as the nuclear matrix element and
the level density in the energy region of the ground state and its neighboring states.

The competition factor between neutron emission and gamma decays appeared in Eq. (5) is

treated as unity in the following results. In the method we perform overall calculation in the

neutron-rich nuclei for the B-decay rate, As, and delayed neutron probability, Pn.
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plot, however other notable features
including the even-odd effect classified in
both figures are unclear [7].

Figure 4 (Top) shows the same ratio of Th
in the N-Z plane. There are three
underestimated regions located around the Z
= 20 and N =28, in the 50 < N< 60 and 28 <
Z <40, and around the Z= 82 and N= 126, as
emphasized in circles. These regions are
related to the nuclear shell closures as 20, 28,
50, 82, of number of neutron and protons.
This indicates that a kind of improvement
based on the shell structure is rather more
important than that of one-particle strength

functions because the one-particle strength
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function in the current framework of the gross theory only gives gradual changes against excited
energies and proton and neutron numbers of nuclei.

The ratio of Pao defined in Eq. (8) in the N-Z plane is shown in Fig. 4 (Bottom). There are two
overestimated regions located in the 30 < Z< 40 and 50 < N< 70, and in the Z< 50 and 82 < N, as
emphasized in circles. The former region is different from the three regions in the case of Ts, and
this discrepancy seems to be caused by nuclear collective properties as nuclear deformations,
which has not been introduced to the original gross theory without Q-value effects [7]. This
information will help for reconstruction of the strength function in the highly excited energy
region. The latter region is just after the ’south-east’ from the doubly-magic nuclei, 132Sn. This
discrepancy cannot be divided easily in the current analysis, and more precise treatment is

required.
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20. Evaluation of Neutron Induced Reaction Cross
Sections on Rh Isotopes
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Evaluations of neutron nuclear data on 101:192:103,105R} in the incident energies up to 20 MeV
were performed, using theoretical nuclear reaction model code CCONE. The calculated cross
sections of stable '°3Rh are in good agreement with measured inelastic scattering, capture,
(n,2n), (n,p), (n,a) and (n,na) reaction cross sections. The production cross section for the
meta-state of %Tc with half-life of 6.0 h was evaluated for the estimation of nuclear medicine
use and resulted in 2.4 mb at a maximum.

1 Introduction

Natural rhodium (Rh, the atomic number Z = 45) consists of one stable isotope *3Rh.
This isotope is known to be one of the important fission products: for example, cumulative
fission yields are 3% in 23°U fission at thermal energy and 6.8% in 23Pu fission at fast energy [1].
Therefore, accurate nuclear data on ®>Rh have been requested to assess the nuclear reactor
safety and to perform the fuel burnup evaluation for the design of a high-burnup core. In the
nuclear medicine point of view, the “Rh(n,na) reaction generates 9Tc. The meta-state of
this unstable isotope is often used for nuclear diagnosis. The reliable production cross section is
needed to evaluate the amount produced by this reaction with fast neutrons which are generated
by accelerators.

Neutron nuclear data on Rh isotopes (1%*19Rh) are included in JENDL-4.0 (released in
2010) [2]. However, the main revision was made by updating resolved resonance parameters in
the development of JENDL-4.0. The original evaluations of data above the resolved resonance
region were done at JENDL-3.2 (released in 1994) [3] for inelastic scattering and capture cross
sections and at JENDL-3 (released in 1989) for the other reaction cross sections. Two unstable
isotopes ''Rh and '92Rh have relatively long half-lives for ground and meta-states. Each of
half-lives is 3.3 y and 4.34 d for '9'Rh and 207 d and 3.74 y for °2Rh. The nuclear reactions of
those unstable isotopes with fast neutrons create Tc isotopes with half-lives much longer than
10° y, and thus the activation cross sections of 194192Rh were also considered to be important.
Therefore, new evaluations for °319Rh as well as for 1°102Rh were necessary to revise the
general purpose and activation files.

The neutron nuclear data on the Rh isotopes were evaluated by theoretical nuclear reaction
model code CCONE [4] in the incident energy region between 1 eV and 20 MeV. In this paper
the new evaluated results of 193 Rh are presented in comparison with available experimental data
and major evaluated ones (JENDL-4.0, ENDF/B-VII.1 [5] and JEFF-3.1.2 [6]).

2 Evaluation Methods

The spherical optical model was employed to calculate neutron transmission coefficients
of the target isotopes. The parameters of optical model potential (OMP) were taken from
Table 1(B) in the '®3Rh file of JENDL-4.0. The calculated total cross section is shown in
Fig. 1, in which total cross sections of JENDL-4.0, ENDF/B-VII.1 and JEFF-3.1.2 are also
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Figure 1: Total cross section with averaged cross Figure 2: Angular distributions of elastically
sections in the resolved resonance region scattered neutrons

illustrated with averaged cross sections in the resolved resonance region. Figure 2 represents
elastic scattering angular distributions for incident energies of 1.2, 6 and 9.5 MeV. The proton
OMP for Rh isotopes was adopted from the global parameters of Koning and Delaroche [7], in
which the constant term of diffuseness in real and imaginary volume components was changed
into 0.56. The neutron and proton OMPs for the other nuclides were employed from the global
ones of Koning and Delaroche. The OMPs for the other particle emissions were taken from Lohr
and Haeberli [8] for deuterons, Becchetti and Greenlees [9] for tritons and *He, and McFadden
and Satchler [10] for a-particles.

Reaction cross sections were derived by the nuclear reaction model code CCONE, which is
composed of Hauser-Feshbach statistical model, preequilibrium two-component exciton model
and distorted wave Born approximation (DWBA) model in addition to the optical model. In-
formation of discrete levels was taken from RIPL-3 database [11]. The number of discrete levels
adopted for 1%Rh was 40 (the upper limit of excitation energy F, was 1605 keV) in the present
evaluation, although it was only 12 (the upper limit was 920 keV) in JENDL-4.0. It is noted
that the 920 keV-level corresponds to the 15th level in the present data. Level density above the
discrete levels was adopted from the formulation of Mengoni and Nakajima [12]. The level den-
sity parameter a was re-fixed so as to reproduce experimental average level spacings of s-wave
resonances [11]. Gamma-ray strength function for E1 transition was represented by standard
Lorentzian form with global parameters [13]. The gamma-ray emission channels by M1 and E2
radiations were also included by adopting the systematics of Kopecky and Uhl [14].

3 Evaluated Results

Direct inelastic scattering cross sections were taken into account by DWBA calculations
for 6 excited levels, E, = 39.8, 295.0, 357.4, 536.8, 650.1 and 847.6 keV, from the ground-state.
The normalization parameters (51) together with angular momentum transfer L were selected
as ﬂng = 0.181, BL:Q = 0.14, BLZQ = 0.155, /BLZQ = 0.08, IBLZQ = 0.08 and BL:S = 0.08,
respectively. These parameters were determined so as to reproduce the cross sections of inelastic
scattering to each level. The comparisons between measured data and the present results are
made in Figs. 3, 4 and 5, in which the cross section of meta-state (E, = 39.8 keV) production
and those of inelastic scattering to 295.0 and 357.4 keV-levels, respectively, are illustrated. The
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Figure 6: (n,2n) reaction cross section. The
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and meta-states of '92Rh, respectively.

evaluated data are consistent with available experimental data. It is found that JENDL-4.0
gives remarkably smaller cross sections in Figs. 4 and 5.

Figure 6 represents the calculated (n,2n) reaction cross sections, together with measured
and evaluated data. In the evaluation of this reaction we considered the production cross
sections of '©29Rh and !'°?”Rh and their summed (total) cross section. Many cross section
measurements have been performed for the 13 Rh(n, 2n)1929Rh reaction. The present evaluation
gives almost consistent result with available data. Especially, the present result agrees with the
data of Filatenkov and Chuvaev [15] and Bormann et al. [16] at around 14 MeV. On the other
hand, for the 192”Rh production reaction measurements are limited due to the relatively long
half-life of '°2”Rh. If the most up-to-date data of Filatenkov and Chuvaev were chosen to fix
the production cross section of 1°2™Rh, the total (n,2n) reaction cross sections becomes 1.1-
1.2 b at around 14 MeV. These total cross sections are considerably small, compared with the
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data reported by Frehaut et al. [17] and Veeser et al. [18]. Therefore, the measured data of
Filatenkov and Chuvaev could not be used for the evaluation of ®*Rh(n,2n)!*™Rh reaction
cross section. The resulting cross section of '92"Rh production is almost comparable to that
of 1929Rh production at around 14 MeV. It should be noted that the data of Frehaut et al.
were multiplied by 1.08, following the suggestion by Vonach et al. [19]. The present evaluation
obtains the total (n,2n) reaction cross section almost consistent with the measured data from
the threshold energy to 20 MeV.

The capture cross sections are illustrated in Fig. 7. The measured data of Macklin and
Halperin [20] are larger than the recent ones of Lee et al. [21], Bokhovko et al. [22] and Wisshak
et al. [23]. The present evaluation was carried out to reproduce the latter data, and thus the
calculated result has smaller cross sections than those of JENDL-4.0 and JEFF-3.1.2. The
calculated excitation function is in good agreement with the data of Bokhovko et al. in the
energy region where the channel of inelastic scattering to the third excited level (F, = 295 keV)
opens. Figure 8 compares the (n,p) reaction cross sections. The present calculation was fitted
to the updated data of Filatenkov and Chuvaev with the modified OMP for proton emission as
mentioned above. JENDL-4.0 has a smaller cross section above 12 MeV, since the data of Lu
et al. [24] were the only ones at the original evaluation in JENDL-3. It is found that JEFF-3.1.2
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provides factors of 2 larger cross section without considering the recent measurement. The (n, a)
reaction cross sections are represented in Fig. 9. The present result as well as all the evaluated
data is consistent with the data of Csikai et al. [25] and has similar excitation functions each
other. Figure 10 shows the obtained (n, na) reaction cross sections in comparison with JENDL-
4.0, ENDF/B-VIIL.1 and JEFF-3.1.2. This reaction produces long-lived fission product *Tec.
The measurements only provided the production cross sections for meta-state (E, = 142.7 keV)
of PTc with half-life of 6.0 h. The present result fitted by enhancing pick-up and knock-
out contributions is in good agreement with the up-to-date data of Filatenkov and Chuvaev.
The evaluated production cross section of ?Tc results in 0.09 mb at 14 MeV and 2.4 mb at
20 MeV. The obtained total (n,na) reaction cross section does not show large differences from
the evaluated data, except for the cross section below 16 MeV in JEFF-3.1.2.

4 Conclusion

Evaluations of neutron nuclear data on Rh isotopes (101:102103.105Rh) in the incident

energies from 1 eV to 20 MeV were performed, using the nuclear reaction model code CCONE.
The calculated results for 13Rh, the only stable isotope of Rh, well reproduce the available
experimental data of inelastic scattering, capture, (n,2n), (n,p), (n,«) and (n,na) reactions.
Especially, the cross sections of inelastic scattering to low-lying excited levels are improved by
applying the DWBA model, while those are underestimated in JENDL-4.0. The production
cross section of 9" Tc, which is important for nuclear medicine use, is carefully evaluated to
estimate the produced amount of "Tc by accelerator neutrons. The present data for Rh
isotopes will be opened as a part of new general purpose and activation cross section files.
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Measurement of the neutron capture cross section of 241Am using an Nal(T1)
spectrometer was carried out at J-PARC. The experiments were made by the
time-of-flight method with a pulsed neutron beam from a spallation neutron source. The
neutron capture cross section was derived by the pulse-height weighting technique.

Preliminary results are presented.

1. Introduction

Nuclear transmutation systems have been suggested as an option for reducing the
radiological hazard of minor actinides (MA) and long-lived fission products (LLFP) in
nuclear waste. Accordingly, reliable nuclear data of MAs and LLFPs are necessary for
the design of nuclear transmutation systems. To develop a nuclear transmutation
system, 241Am is particularly important among MAs and LLFPs because a large amount
of 241Am is produced mainly by the decay of 241Pu and hence exists in spent nuclear fuel.
In addition, the radioactivity of high level nuclear waste is dominated by 2¢!Am after
several hundred years that the early dominant nuclides %Sr and 137Cs decay, and their
activity weaken. However there are inconsistencies between existing experimental data
of the capture cross section of 24Am [2]. New measurements to reduce the
inconsistencies have been desired. In the present work, we measured the neutron

capture cross section of 241Am.
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2. Experiments

Experiments were carried out using a neutron beam from a spallation neutron
source in the Materials and Life Science Facility (MLF) of the Japan Proton Accelerator
Research Complex (J-PARC). The pulsed neutron beam was produced by the spallation
reaction with a 3 GeV proton beam impinging on a mercury target. The proton beam
power was about 300 kW and the repetition rate was 25 Hz. Gamma-rays from the
neutron capture reaction were detected with the Nal(T1) spectrometer placed in the
Accurate Neutron-Nucleus Reaction Measurement Instrument (ANNRI) [3]. The
experimental setup is shown in Fig. 1. The sample was placed at a flight path length of
27.9m and irradiated with the neutron beam. The detection angle of the Nal(Tl)

spectrometer was 90° with respect to the neutron beam axis.

L

[ | | | [ |
%
W,

Sampie

Borated Polyethylene
Block Area

———t

500 mm

L 1Beam Duct

v

Neutron Beam

Nal(Tl) Pb B concrete Borated Polyethylene
I:l Plastic I:I bLiH - Iron - Borated Rubber

Fig.1 : Experimental Area in ANNRI

The 24Am sample encapsulated in an aluminum container was used for the
measurement. The chemical form was americium oxide (AmO2). The net weight of
241Am was 7.5 mg. The isotopic enrichment of the sample was 99.9%. Aluminum powder
was mixed with AmOz in order to solidify the sample. Samples of boron, gold, carbon
and lead were used for derivation of neutron spectrum and background subtraction.

Neutron energy was determined by the time-of-flight (TOF) method. A relative neutron
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energy distribution was determined by detecting 478 keV y-rays from the 1°B(n,ay)7Li
reaction. Background of scattered neutrons from the sample was estimated from runs of
carbon and lead. A dummy container having the identical dimensions to the 241Am
sample was also used for background subtraction of the aluminum container. The
pulse-height weighting technique was employed to derive the neutron capture cross
section [4]. The absolute neutron intensity was determined by the saturated resonance
method using the 4.9 eV resonance of 197Au.

Data acquisition was based on pulse-width measurement with a fast multiple event
time digitizer (FAST ComTec MCS6). The negative anode signal of the Nal(TI)
spectrometer was fed into a time discriminator that converts the input signal into a
square-shaped pulse having a pulse width equal to the time duration for which the
input anode signal stays under a preset threshold level. The pulse width of the output
signal of the time discriminator was measured with the time digitizer MCS6. A
calibration curve to convert the pulse width to the detector-deposited energy was
determined from discrete y-rays of standard y-ray sources and neutron-induced

reactions. The obtained conversion curve is shown in Fig. 2.

Gamma-ray Energy Calibration
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Fig. 2 : Calibration curve to convert the pulse width to the detector-deposited energy

3. Results

Data analysis to derive the neutron capture cross section of 241Am is ongoing. Only
preliminary results are given here. The obtained neutron energy distribution is shown
in Fig. 3. The relative neutron capture cross section of 24!Am is shown in Fig. 4.
Normalization using the saturated resonance of 197Au has not been completed. The cross

section shown in Fig. 4 is given in arbitrary scale.
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4. Conclusion

We carried out the measurement of neutron capture cross section of 241Am using an
Nal(T1) spectrometer at J-PARC. A pulsed neutron beam from a spallation neutron
source in J-PARC was used. The TOF method was employed to determine the cross
section. Data analysis is ongoing. Preliminary results of the cross section data were

presented.
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We have measured the neutron capture cross section of 232Th by the neutron
time-of-flight (TOF) method in the energy range from 1 eV to 800 eV using a 46-MeV electron
linear accelerator (linac) at the Research Reactor Institute, Kyoto University (KURRI). An
assembly of 12 pieces of BisGe3012 (BGO) scintillators, which was placed at a distance of 12.7
m from the neutron source, was employed as a total energy absorption detector for neutron
capture gamma-ray measurement. The incident neutron flux was determined with the
10B(n,ay) standard reaction and the relative capture cross sections of 232Th were normalized to
the evaluated values of JENDL-4.0 at the 21.8-eV resonance. This paper presents preliminary

results.

1. Introduction

The use of thorium in the nuclear cycle for either critical or subcritical systems is now a
topic of great interest since it has an advantage in view of less radio toxic wastes production
compared with the conventional uranium/plutonium cycle. However, the nuclear database for
Th-U system is scantly and less reliable compared with the well-established U-Pu system. In
the thorium-uranium fuel cycle, the fissile 233U is generated by two successive B-decays after a
neutron capture reaction of the fertile nucleus 232Th. Therefore, accurate neutron capture
cross section data of 232Th are strongly requested for the safe and economical design of nuclear
reactors with thorium fuels [1].

The evaluated cross sections for 232Th(n,y) reaction of JENDL-4.0 [2] were drastically
revised from the values of JENDL-3.3 [3] in the neutron energy region of 0.1 — 100 eV. In
order to check the validity of the present revise, several integral experiments have been
already reported [4, 5]. In this study, we started an experimental study on the differential
neutron capture cross section of 232Th in the neutron energy region from thermal to keV. A

part of preliminary results will be shown in this paper.
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2. Experimental Procedure

The neutron capture cross section measurements were carried out by the TOF method
with the 46-MeV linac at the KURRI. A water-cooled target assembly, 5 cm in diameter and 6
cm long, which was composed of 12 sheets of tantalum (Ta) plates with total thickness of 29
mm was used as a photo-neutron source [6]. This target was set at the center of an octagonal
water tank, 30 cm in diameter and 10 cm thick, to moderate the neutron energies. The linac
was operated with a repetition rate of 300Hz, a pulse width of 100 ns, a peak current of 5 A,
and an electron energy of about 30 MeV. The experimental arrangement is shown in Fig. 1.
The flight path used in the experiment is in the direction of 135-degree to the linac electron
beam. In order to reduce the gamma-flash generated by the electron burst from the target, a
lead block, 7 cm in diameter and 10 cm long, was placed in front of the entrance of flight tube.
The neutron collimation system was mainly composed of B4+C, Li2CO3 and Pb materials, and
tapered from about 12 cm in diameter at the entrance of the flight tube to about 2 ¢cm in beam
diameter at the capture sample, which was placed at a distance of 12.7+0.02 m from the Ta
target. A Cd sheet of 0.5 mm in thickness was also inserted into the TOF neutron beam to
avoid overlap of neutrons from the previous pulsed due to the high frequency of the linac
operation. A BF3 proportional counter was set at the exit of the flight tube as shown in Fig. 1
and used as a neutron intensity monitor between the experimental runs.

An assembly of 12 pieces of BisGes012 (BGO) scintillators [7, 8] was employed as a total
energy absorption detector for neutron capture gamma-ray measurement. A sample was
inserted at the center of the BGO through-hole. The inside of the through-hole was covered
with 6LiF tiles of 3 mm in thickness to absorb neutrons scattered by the sample. Signals from
the BGO detectors were summed up and fed into the Yokogawa’s WE7562 multi-channel
analyzer. In the module, the pulse-height value obtained with a digital sampling method and
the timing of detection were stored as two dimensional data. Signals from the injector of linac

were used as a trigger signal.
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Fig.1 Experimental arrangement of the TOF measurement at the 12.7-m flight path
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A thorium metal, whose purity was 99.97 %, of 12.7 mm in diameter and 0.05 mm in
thick was used as a capture sample. A 1°B sample, whose purity was 96.98 %, was used for the
measurement of the incident neutron spectrum on the sample. The B sample was
encapsulated in a thin aluminum case, 18 mm X 18 mm and 8 mm in thickness (0.872 g/cm?).
A graphite sample, 18 mm X 18 mm and 5 or 10 mm in thickness, was also applied to the
measurement of background level due to neutrons scattered by the capture sample. The

measurement time was about 30 hours for the 232Th sample.

3. Data Processing and Analysis

The neutron spectrum incident on the sample position was deduced from the net TOF
spectrum corresponding to the 478-keV y ray emitted via the 1°B(n,ay)7Li reaction as shown in
Fig. 2. In order to estimate the neutron capture yield in the 9B sample, the cross sections of
the 19B(n,ay)7Li reaction were taken from JENDL-4.0 [2].

A part of the TOF spectrum for 232Th(n,y) is shown in Fig. 3. Two resonances were clearly
observed at 21.8 and 23.5 eV. Two gates were set in the 23.5-eV resonance and off-resonance
regions of the TOF spectrum, respectively. Figure 4 shows the gamma-ray pulse-height
spectra corresponding to the resonance and off-resonance regions. The thorium background is
originated from the gamma-ray cascades following the beta decay of 208TI. In order to obtain
the TOF spectrum with better signal to noise ratio, the gate was set in the region from 50 to
180 ch on the P. H. spectrum.

A sample-independent background was removed by subtracting the normalized TOF
spectrum of blank run without sample. In the case of BGO scintillator, the time-dependent
background due to neutrons scattered by the sample is mainly originated from the neutron
capture by 73Ge included in the detector material. The neutron binding energy of 73Ge, 10.196
MeV, is larger than that of 232Th, 4.786 MeV. Therefore, gamma rays with energies between
4.786 and 10.196 MeV can be considered as the background due to neutron scattered by the
sample. The normalized gamma-ray P. H. spectra corresponding to the neutron energy range
from 10 to 800 eV for the graphite samples with a thickness of 5 or 10 mm are shown in Fig. 5.
The components due to scattered neutrons were observed below 350 ch. On the other hands,
there are no differences among three runs
with a 232Th sample of 50 or 250 pum in

thickness and without sample in the region

10°

from 180 to 350 ch as shown in Fig. 6. It Y

means that the background due to scattered

neutrons is negligible small in the neutron

flux [n/cm?®/s]
o

energy region below 800 eV. The
time-independent background level due to

232Th decay and natural gamma rays was

oLt
107" 10° 10' 10°
time-correlated events were expected. The Neutron Energy [ eV ]

determined around long flight time, where no

normalized TOF spectra of 232Th and Fig. 2 Neutron spectrum incident on the sample

background are shown in Fig. 7. obtained using the 19B(n,ory)"Li reaction.
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Correction for the neutron scattering and self-shielding in the sample was made by the
Monte Carlo code MCNP-4C [9] using JENDL-4.0 cross section data [2]. The estimated
correction function for 232Th sample is shown in Fig. 8.
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4. Results and Discussion

The relative neutron capture cross sections of 232Th have been obtained from 1 to 800 eV
as a function of neutron energy. The relative cross sections were normalized to the evaluated
values of JENDL-4.0 [2] at the 21.8-eV resonance. In order to compare with the evaluated
data library and the previous results, the cross sections integrated over the resonance peak
were derived in the energy range from 21.5 to 121 eV as shown in Table 1.

Recently, Baek et al. measured the neutron capture cross sections of 232Th at the 122 m
flight path of the IBR-30 pulsed neutron source of JINR in Dubna [10]. The energy and the
average power of the electron beam were 40 MeV and 10 kW, respectively. The pulse width
was 4 us. A multi-section liquid scintillator was used as a capture gamma-ray detector and
the coincidence multiplicity method was applied. A 5.0 g thorium plate of 4.5 cm X 4.5 cm and
0.023 cm in thickness was used. The weight and thickness were about seventy and five times
larger than those of the sample used in the present experiment, respectively.

The evaluated values of JENDL-4.0 are in general agreement with the measurement,
although the integrated values of JENDL-4.0 show lower about 10 % for the 113- and 121-eV
resonances. Slight discrepancies between the data by Baek et al. and the present results are
found for the 60-, 69- and 121-eV resonances within 10 %. Further detailed analyses are
needed.

Table 1 Comparison of the averaged neutron capture cross sections of 232Th for the resolved

resonances in the energy range from 21.5 to 120 eV

JENDL-4.0 Baek et al
E_res [eV] Present [b-eV] C/E [beeV] ratio
21.79 356.6 + 6.9 1.00(normalized) 37116 == 125 1.04 + 0.04
23.46 5541 =+ 11.5 104 =+ 002 57271 =+ 19.2 1.03 + 0.04
59.51 2256 =+ 49 102 =+ 002 2526 =+ 10.1 1.12 + 0.05
69.19 808.9 + 185 097 £« 002 8778 = 30.3 1.09 + 0.04
113.03 3423 = 233 089 == 006 3469 =+ 16.0 1.01 + 0.08
12085 4545 + 33.2 085 £ 006 4079 = 16.5 0.90 + 0.07

5. Summary

The neutron capture cross section measurement on 232Th was carried out by the neutron
time-of-flight (TOF) method in the energy range from 1 eV to 800 eV at the KURRI-LINAC
relative to the 19B(n,ay) reaction. The relative capture cross sections of 232Th were normalized
to the evaluated values of JENDL-4.0 at the 21.8-eV resonance. We obtained the cross section
integrated over the resonance peak in the energy range from 21.5 to 121 eV and compared
with those of JENDL-4.0 and the previous experiment. Slightly discrepancies were found for
several resonances. In future, we will perform the detail analyses and additional
measurement in the lower energy region to determine the negative resonance parameter of

232Th.
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We measured proton, deuteron, and triton production double differential cross sections
for carbon by 290 MeV/nucleon Ar ions at the Heavy-lon Medical Accelerator in Chiba of the
National Institute of Radiological Sciences. The kinetic energy of each particle was
determined with the time of flight technique. The energy region was limited from 45 to 90
MeV for protons, from 55 to 140 MeV for deuterons, and from 65 to 170 MeV for tritons due
to the selection of particle identification.

1. Introduction

Neutron data is very important for shielding design of accelerators because of strong
penetrating capability and generating activities. The shielding design is based on empirical
formulas such as the Moyer model [1] or particle transport Monte Carlo code such as FLUKA
[2], PHITS [3], GEANT4 [4], and so on. Because of the simplicity, the empirical formula has
limitation of the energy range of beam particle and angular range. In contrast, these codes are
not limited under a finite geometrical condition. However, the results obtained using codes
should be validated with many experimental data.

The heavy ion accelerator named “RAON” is being built in KOREA [5]. RAON will
provide various kinds of rare isotope beam. One of candidate of combination of accelerated
ions and target materials are 300 MeV/nucleon argon ions and a carbon, respectively. A
particle transport Monte Carlo code will be used for shielding design of the facility. To prove
the validity of use of the code, experimental data of neutrons induced by reactions between
beam particle and material such as target, a beam pipe, collimator, or beam dump was
required.

290 MeV/nucleon argon incidence neutron production double differential cross
sections (DDXs) for carbon target were measured and will be reported by Shigyo et al. [6].
The data is useful for shielding design for the target of the facility. For progress of the further
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reliability of the code, experimental DDXs are needed for not only neutron but also other
particle production.

We measured proton, deuteron, and triton production DDXs on carbon by 290
MeV/nucleon argon ions. These DDXs were obtained by reanalyzing data for neutron
production DDXs by Shigyo et al. This paper mainly describes the methodology to derive
proton, deuteron, and triton production DDXs with data of neutron measurement.

2. Experiment

The experiment was performed at the Heavy-lon Medical Accelerator in Chiba
(HIMAC) of the National Institute of Radiological Sciences (NIRS). The experimental set up
and electronic circuit for data acquisition were almost the same as in Ref. [7].

A schematic view of the experimental arrangement is shown in Fig. 1. The beam was
290 MeV/nucleon Ar ions. Before irradiating, the spot of beam was confirmed. The spot size
was about @10 mm. The graphite target with 5.0 mm thickness was set to be 7.1 mm length on
beam line by rotating the target at 45 degrees. Argon ions were counted by a 0.5 mm thick
plastic (beam pick up) scintillator located upstream of the target. Particles emitted from the
target were detected by three NE213 scintillators since this experiment was for neutrons and
the pulse shape discrimination of NE213 scintillator is effective for the identification between
neutrons and gamma rays. The NE213 scintillators which had 127 mm thickness and 127 mm
in diameter were located at 15, 30, and 45, or 60, 75, and 90 degrees with respect to the beam
axis. A 2 mm thick plastic scintillator as a veto detector was set in front of each NE213
scintillator.

Data acquired event by event were time difference between signals of the beam pick up
scintillator and each NE213 scintillator, pulse height of signal from each NE213 scintillator,

90 45
60°

NE213 scintillator ($127x127mm)

30°
N\

Veto scintillator (t = 2 mm) / e & s\a}& \ o
(o9} 00 - I\ 15
s 36M \
...... 290 MeV/u Ar beam >

Plastic scintillator (t = 0.5 mm)/ \

Fig. 1 Schematic view of experimental setup with beam axis, a target, a beam pick up
scintillator, veto detectors, and NE213 scintillators.

Graphite target (t =5 mm)
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pulse height of signal from each veto detector, and bit pattern of a fired NE213 scintillator.
The data acquisition (DAQ) system consisted of NIM and CAMAC modules. The detail of
DAQ system was mentioned in Ref. [7]. The DAQ had dead time since a trigger signal can not
be accepted in data acquisition process. To correct dead events, the number of signals from the
beam pick up scintillator and each NE213 scintillator were counted with NIM scaler in alive
and dead time.

3. Analysis
Proton, deuteron, and triton production DDXs (do”/dEdQ ) in energy bin width of dE,
centered at an energy of E, into a solid angle dQ were derived as:
do _ C(E) f
dEdQ €(E)p, NAEAQ ~’

where C(E) is energy histogram of protons, deuterons, or tritons, fis correction factor of dead

events, g(E) is peak efficiency of each paticle, p, is area density of the target, N is count of
incident argon ions, AE is the energy bin width of the histogram, and AQ is the solid angle of
the NE213 scintillator.

Energy histograms for proton, deuteron, and triton composed from events passing
analysis procedure: selection of charged particle events, particle identification, and kinetic
energy determination. Charged particle events were discriminated from uncharged particle
events with pulse height distribution of each veto detector. Particle identification was
performed by event selection of two scatter plots: time difference and pulse height of veto
detector as shown in Fig. 2, and time difference and pulse height of NE213 scintillator as
shown in Fig. 3. The selection of Fig. 2 excluded events by particles more than atomic number
Z. = 2. The selection of Fig. 3 identified event by each isotope of Z = 1. Bands by particles
more than Z = 2 did not appear in Fig. 3 because of the selection of Fig. 2. The kinetic energy
was determined with time of flight technique. A sharp peak from prompt gamma ray events on
time difference distribution was adopted to the time base. The sharp peak consists of events
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Fig. 2 Scatter plot of time difference and Fig. 3 Scatter plot of time difference and pulse
pulse height of veto detector. The events in height of NE213 scintillator. Three bands were
selection region were extracted. selected as protons, deuterons, and tritons.
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extracted from uncharged events with pulse shape discrimination of NE213 scintillator. The
deceleration of proton, deuteron, and triton in flight from the target to the NE213 scintillator
was considered with values of linear energy transfer extracted from PHITS [3][8]. The energy
loss of proton, deuteron, and triton in the target was calculated by assuming that these
particles produced at the center of the target. The assumption causes deterioration of energy
resolution.

Calculated values were adopted to the peak efficiency. Since we extracted events for
particles giving the full energy to the NE213 scintillator in the analysis, the efficiency should
be obtained from the full energy peak in the deposited energy distribution for mono-energy
particle incidence. The deposited energy distributions for proton, deuteron, and triton
incidence were calculated in each angle with PHITS. An example of the calculated
distribution were shown in Fig. 4. The distribution consists of a sharp peak and continuous
region. The probability of the peak were adopted to the peak efficiency. The obtained peak
efficiency was shown in Fig.5. However, the sharp peak is broaden by the energy resolution in
actual experiment, determination of peak region causes an uncertainty of peak efficiency. We
assumed the uncertainty of the peak efficiency to be 5 %.
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Fig. 4 Deposited energy distribution for Fig. 5 Triton peak efficiency in each angle.
150 MeV triton incidence at 45 degrees.
The distribution was calculated by PHITS.

4. Results and discussion

Figure 6 shows proton, deuteron, and triton production double differential cross
sections on carbon by 290 MeV/nucleon Ar ions. These values have uncertainty. The
uncertainty is due to statistical and systematic errors. The systematic error resulted from the
peak efficiency determination (5%). The energy regions were limited from 45 to 90 MeV for
protons, from 55 to 140 MeV for deuterons, and from 65 to 170 MeV for tritons due to the
event selection by the particle identification.

Measured DDXs are compared with values calculated by FLUKA and PHITS. The
version of each code was fluka2011.2b and PHITS2.52. The RQMD [9] and JQMD [10] codes
for nucleus-nucleus collision calculations were implemented in FLUKA and PHITS,
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respectively. The proton DDXs gave agreement with both calculated values. However, large
discrepancies between measured and calculated DDXs were found for deuteron and triton. The
deuteron and triton DDXs by FLUKA and PHITS are different from each other in shape.
Measurements of DDXs with wide energy region are required for elucidating the shape.

5. Summary

Proton, deuteron, and triton production DDXs on carbon by 290 MeV/nucleon argon
ions were measured at the HIMAC. Measured DDXs were obtained by reanalyzing data for
neutron production DDXs. The event selection by particle identification limited the energy
region between 45-90 MeV for protons, 55-140 MeV for deuterons, and 65-170 MeV for
tritons. The measured DDXs were compared with calculation values by FLUKA and PHITS.
The proton DDXs gave agreement with both calculated values. However, large discrepancies
between measured and calculated DDXs were found for deuteron and triton.

All the data will be useful as benchmarks in investigating the validity of Monte Carlo
simulations. However, the energy region was limited for obtained DDXs. Measurements of
DDXs with wide energy region are required for elucidating the DDX shape. Furthermore,
experimental DDXs for particle production except for nucleon are needed to confirm
differences of DDXs.
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Neutron production double differential cross sections (DDX) and thick target neutron yields
(TTNY) from reaction by 100 MeV /u carbon incidence on a carbon were measured at HIMAC of
the NIRS by time-of-flight method. Neutron DDX and TTNY were obtained in a wide neutron
energy region from several hundred MeV down to 0.6 MeV and the angular distribution from
15° to 90° using two sizes of NE213 neutron detectors. The experimental DDX and TTNY were
compared with the calculation data by some Monte Carlo particle transport codes.

1. Introduction

Heavy ion radio therapy has a great advantage in treatment of cancer owing to the potential
to reduce the damage to patients. On the other hand, it is considered as health issue that a
patient is exposed to secondary particles, such as neutron and ~-ray[l, 2]. It is known that
neutrons around 1 MeV region have a large effect on the human body. Then, it is essential
to estimate neutrons produced from heavy ion incidence on bio elements for assessment of
secondary radiation dose. In particular, the experimental data of neutron energy spectra around
1 MeV region by several hundred MeV /u heavy ion incidence which is actually employed in the
therapy on bio elements (carbon, oxygen, nitrogen and so on) are insufficient. Therefore, neutron
production double differential cross sections (DDX) and thick target neutron yields (TTNY) by
such incidence on target are required.

Monte Carlo simulation codes are useful method to obtain the information which is hard
to gain by experiments. The codes are required to predict neutron yields around 1 MeV for
estimating secondary exposure of patients and developing a treatment plan.

The 290 MeV /u carbon ion radio therapy has been carried out at the Heavy Ion Medical
Accelerator in Chiba (HIMAC) of the National Institute of Radiological Science (NIRS). In the
previous work, the neutron DDX by 290 MeV /u carbon ion incidence on bio elements have been
measured down to 0.6 MeV of neutron energy using NE213 liquid organic scintillators. Monte
Carlo simulation code PHITS|[3] reproduced the measured neutron spectra well[4, 5]. And in
the next experiment, for investigation of neutron production by decelerated 290 MeV /u carbon
ions in a human body, 100 MeV /u carbon incident neutron DDX for a carbon target have been
measured in June 2012[6]. The neutron DDX below several MeV energy in forward direction
have been much higher than ones in backward direction, despite the projection that the neutron
in that energy region would be isotropically produced on the evaporation state.
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In this study, 100 MeV /u carbon incident neutron DDX for a carbon target were again
measured, and TTNY for a carbon target were obtained, down to 0.6 MeV neutron energy. The
experimental data were compared with calculation results of some Monte Carlo codes.

2. Experiment

The experiment was performed at the PH2 beam line of HIMAC of the NIRS. The experimen-
tal setup is shown in Figure 1. The 100 MeV /u '2C ions were extracted from the synchrotron.
Average beam intensity was 7 x 10° ions /3.3 seconds, and the beam spot diameter was less
than 10 mm.

The target was 50 mm x 50 mm X 2 mm graphite plate with natural isotopic composition.
It was placed on the beam axis being rotated with 45° according to the axis. This was because
the effective target thickness should have been kept almost same to all measurement direction.
The 100 MeV /u carbon ions imparted 10 % energy to the target of 2.8 mm effective thickness.
In order to obtain neutron yields from thick target, the measurements using a 20 mm thick
graphite target were gone on. The target thickness was larger than the range of the 100 MeV /u
12 ions beam in carbon.

The carbon ion beam were passed through a 0.5 mm thick NE102A plastic scintillator (beam
pick up detector) to count the number of incident particles and they were bombarded with the
target. Neutron produced in the target were detected by six NE213 liquid organic scintillators
(neutron detector) placed from 15° to 90° to get angular distribution. Two sizes of NE213
scintillators were adopted. The large ones to cover above 5 MeV of neutron energy were 127
mm in diameter and thickness. The small scintillators had the diameter and the thickness of
50.8 mm to measure neutrons below 10 MeV. For calibration of the light outputs of the neutron
detectors, y-rays from 24 Am, 137Cs, %°Co and ?*! Am-Be were measured. A 2 mm thick NE102A
plactic scintillator was set in front of each NE213 scintillator to discriminate between charged
and non-charged particles (veto detector). The beam pick up detector and each neutron detector
provided the signal for the time-of-flight (TOF) measurement.

Iron shield
Concrete dump /

Neutron detector : NE213
450 Large (127mm x 127mm)

Small (50.8mm x 50.8mm)/,/
750 60° /7
s

Neutron detector : NE213 ‘ ' !

Beam dump
90°

Veto detector : NET02A

.\Carbon target (50mm x 50mm x 2mm)
roated with 45°

=

Beam pick up detector
: NET02A

Figure 1: Experimental setup

The flight path length from the target to each neutron detector at the experiment in 2012[6]
and 2013 (this experiment) is listed in Table 1. The large neutron DDX below several MeV
in forward direction in the 2012 experiment could have been caused by background neutrons
which had come from a beam dump. In this experiment, in order to improve signal to noise
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ratio for low energy neutrons, small neutron detector were set at shorter flight path length than
the previous experiment as shown in Table 1.

Table 1: Flight path leangth at each angle.
Flight path length (cm)

Angle (deg.) 2012 2013
Large Small Large Small
15 3.6 2.1 3.8 1.4
30 3.5 2.1 3.7 1.4
45 3.4 2.1 3.6 1.7
60 1.9 2.0 1.9 1.1
75 1.8 1.7 1.9 1.0
90 1.8 1.7 1.9 1.0

The concrete and iron shields were placed as drawn in Figure 1 to reduce neutrons from
the beam dump. The thickness of iron and concrete were 63 and 50 cm, respectively.

In this experiment, neutrons which indirectly came from the target to the NE213 detector
were treated as background events. In order to evaluate background events, measurement with
iron shadow bars between the target and smaller and larger NE213 scintillators were also per-
formed. The lengths of iron shadow bars were 60 and 110 cm for smaller and larger scintillators,
respectively.

Data about amount of light output of each detector and neutron flight time triggered by
the beam pick up scintillator and the neutron detectors were measured by a NIM and CAMAC
electronic circuit.

3. Data Analysis

Figure 2 is an example of TOF spectrum of neutrons and v rays. The start signals were
sent by the neutron detector and the stop signals were sent by the beam pick up detector, then
the right side events of horizontal axis of TOF spectra are fast particle events. The sharp peak
around 2400 ch is prompt ~ ray. The kinetic energy of neutron FE,, is obtained from the following
expression,

1
E, =m, —1

- ()’

where, m,, is the rest mass of the neutron, L is the flight path length, c is the velocity of light,
and t,_,, is difference of flight times between prompt ~ ray and neutron.

Figure 3 shows light outputs of the beam pick up detector. The beam pick up detector
counted the number of incident ions and sent start signals of TOF for each event. However,
when two or more ions entered to the beam pick up detector simultaneously, it was unable to
know which ions cause neutron reaction. Those events were designated as multiple incident
events shown in Figure 3. The beam intensity was controlled to keep the condition that the
number of the multiple incident events is 10 % or less than that of single ones. The multiple
incident events were discriminated in the analysis, and the correction factor was introduced.

Charged particle events were distinguished from non-charged particle events by using the
veto detector. The light outputs of the veto detector are drawn in Figure 4. Non-charged
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particles, i.e. neutrons and ~ rays, less interact in the veto detector, a sharp peak by neutrons
and v rays is shown in low light output region in Figure 4. On the other hand, charged particle
events has higher light output than non-charged particle events. Charged particle events were
distinguished from non-charged particle events.

Inside an NE213 scintillator, neutrons are detected as recoiled protons by neutrons, and ~
rays are done as electrons produced by Compton scattering. Because decay time of electron
event is shorter than that of proton one, events of neutron and v ray are able to be separated by
using two gate width of light output integration. Figure 5 indicates neutron and v ray events
discriminated by two gate integration method. The threshold level was determined from 24! Am
Compton edge, the level corresponds to 0.14 MeV in neutron energy.

One '2Cion

Neutron

Gamma 0t ,
[ ray events
¢ 2 Two, three or more
- of H .
2 v 8 '2C ions events
107 <
> =
o (=]
O O 10t

108

1 [
2000 2050 2100 2150 2200 2250 2300 2350 2400 2450

TOF(ch] ADC bear pickuplch]
Figure 2: An example of TOF spectrum at Figure 3: Light outputs of the beam pickup
15° detector at 15°
°F Neutron and 350l Threshould :
gamma ray events level Neutron”
10} —300f v \
8 i =
= Cbarged particle events S ol
S ot ! > ©
U e
(&)
2200}
150F
l_IOOlllZgllgégllao.blllsé&ll%o.hllgglll
ADC veto [ch] 0 ADC total [ch]
Figure 4: Light outputs of the veto detector Figure 5: Discrimination of neutron and
at 15° v ray events by the two gate integration

method at 15°
Neutron DDX d%0/dEdS) was gained from the following equation,

20 Ny(E)F
dEdQ ~ Nione(E)pAQAE

where N,, is the number of the detected neutron, N;,, is the number of the incident carbon ion,
is neutron detection efficiencies of the NE213 scintillators obtained by using SCINFUL-QMD|7],
p is the surface density of the target, AQ is the solid angle of each neutron detector, and AFE
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is the width of the energy bin, F' is the factor which contains the correction of multiple ion
incidence events and detection dead time. The TTNY was also obtained in the same manner.
Then, the background neutrons should be removed from the neutron yields. To obtain the DDX
and the TTNY, neutron energy spectra with shadow bars were subtracted from those without
shadow bars.

4. Results

The DDX at angles of 15°, 30°, 45°, 60°, 75° and 90° are presented in Figure 6. Red and
blue circles are experimental data of this experiment (2013) and previous experiment (2012),
respectively. The error bar contains only statistic errors. Two experimental results are close
except for the region below several MeV at 15°.

The calculation results of three Monte Carlo simulation codes, PHITS 2.62, FLUKA 2011.2b]8]
and GEANT4 9[9, 10], are compared with the experimental data. For heavy ion interaction,
JQMD (JAERI Quantum Molecular Dynamics) model was used in PHITS, RQMD (Relativistic
Quantum Molecular Dynamics) model and BME (Boltzmann Master Equation) model were em-
ployed in FLUKA, and INCL++ (Lie’ge Intra Nuclear Cascade) model was done in GEANT4.
The best agreement calculation with experiment data is PHITS-JQMD, and the 2013 experi-
mental data agree with PHITS better than previous experimental ones. However, PHITS and
others agree poorly in several MeV neutron energy region at forward angles. The background
estimation in this region might have some problems.

The TTNY of experimental and calculated data are shown in Figure 7. The figure indicates
that PHITS calculation overestimates experimental data above 1 MeV for all directions. This
could be because PHITS was not able to reproduce the neutron production by the decelerated
heavy ions in the target. In that case, the neutron high energy component of DDX by lower
energy heavy ion incidence could not be reproduced.
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5. Conclusion

For investigation of neutron production by decelerated 290 MeV /u carbon ions in a human
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body, neutron DDX and TTNY from 100 MeV /u carbon incident on carbon were measured by
TOF method using NE213 liquid organic scintillators down to 0.6 MeV. The results were close
to the previous experiment. PHITS calculation is able to reproduce the DDX above a few MeV
energy region compared with other simulation codes, however overestimates TTNY.
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Double-differential cross sections of light-mass fragment (LMF) production were measured
for 70 MeV protons, helium nuclei and carbon nuclei on carbon and aluminum targets. The data clarify
the dependence of LMF production on the type of incident particle in the energy range of tens of MeV.
The LMFs of Li, Be, B, and C were measured using Bragg curve counters at angles of 30, 60 and 90
degrees. The results were compared with theoretical calculations. The calculation results are in fair

agreement with the experimental data for the carbon target but underestimate for the aluminum target.

1. Introduction

The double-differential cross section (DDX) is important in estimating particle transportation
and energy deposition. Recent progress in ion-beam application requires precise calculation and
measurement for the amount of energy deposition in the region of tens of MeV. Several Monte Carlo
codes have been used for this purpose with detail particle tracking for an actual three-dimensional
structure. The codes treat a nuclear reaction during particle transportation in matter. Several theoretical
models have been employed to describe the nuclear reactions. The applicable energy range and
particle types of the models should be carefully evaluated though comparison with experimental data.
Experimental data for light-mass fragment (LMF) production are required because the data are
generally not sufficiently available in the region of tens of MeV.

Several experimental data have been obtained for a proton and carbon nucleus as an incident
particle [1-9]. The data were employed to improve reaction models and parameters of theoretical
calculation. The Monte Carlo codes switch reaction models at the early stage of a nuclear reaction
depending on the incident particle type, employing an intra-nuclear cascade model for the nucleon and
quantum molecular dynamics for the nucleus. Thus, LMF production data for the same energy but
different particle types would help to clarify the dependency of the production on the type of incident
particle.

From this viewpoint, the present study obtained experimental data of LMF production
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reactions induced by a proton, helium nucleus or carbon nucleus on a carbon or aluminum target with
impinging energy of 70 MeV using a Bragg curve counter (BCC). Results for the fragment DDX as

well as an outline of the data taking procedure and results of theoretical calculations are presented.

2. Experimental

The details of  the
experimental apparatus and procedure
were the same as those for
measurements of  proton-induced
reactions described in the literature
[1-9]. The experiments were carried
out using the NIRS 930 cyclotron at
the National Institute of Radiological
Science (NIRS). Figure 1 is a
photograph of the experimental setup.

A projectile beam (proton
beam of 70 MeV, helium beam of 70 Fig. 1 Experimental setup

MeV and carbon beam of 6 MeV/n

(72 MeV in total)) was focused to a 50
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have been described elsewhere [1].  Fig. 2 Two-dimensional spectrum of the Bragg peak versus
Figure 2 shows the two-dimensional  energy at a laboratory angle of 30 degrees for 70-MeV
spectrum of the Bragg peak versus  helium on a carbon target

energy at a laboratory angle of 30

degrees for 70-MeV helium on the carbon target, as an example. Fragments from He to C are clearly
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separated in the figure. In addition, the low-energy events (i), which were too low in energy to form a
Bragg peak, were separated using a range—energy plot derived from the time difference between
signals from the cathode and anode [1]. The events shown in (ii) were too high in energy to stop
within the BCC length. The missing energies of these events were compensated by calculation [2].
These two procedures are essential to cover the required energy range of the fragment measurement.
After identifying particles from the scatter plot, energy spectra were obtained for each
fragment. The energy spectra were normalized by the number of incident particles and solid angle. The
number of incident particles was obtained from a Faraday-cup measurement for each run. The solid
angle was deduced analytically and confirmed by counting a-particles from a **'Am check source

placed instead of the target.

3. Result and discussion

Figures 3—6 show experimental results of the DDX at 30, 60 and 90 degrees and the angular
differential cross section (ADX) for beryllium or carbon emission when a proton, helium nucleus or
carbon nucleus on a carbon or aluminum target. Dots in the figures correspond to experimental results.
Lines are the calculation results obtained using PHITS code, version 2.52, with default options; i.e.,
INCL and QMD codes for the incident of nucleon (proton) and nucleus (helium and carbon),
respectively, in the first stage of the nuclear reaction, and GEM code for the evaporation process
[10,11]. The ADX for experimental data are obtained by simply summing data points, and there is no
extrapolation for missing data because of the finite low energy threshold. The low energy threshold
extends below 10 MeV, which is sufficiently low to observe fragment emission suppression due to the
Coulomb barrier effect for a heavy projectile.

Figures 3 and 4 show that the calculation is in good agreement with experimental results for
the carbon target except for components of the direct reaction that have a peak structure in Fig. 4 for
carbon emission in the case of incident carbon and helium nuclei. The components would be described
by treating elastic and inelastic processes for the nucleus with information of low-lying levels. Thus,
the ADX of the calculation represents the tendency of experimental data well for the carbon target.
There is only large discrepancy for the proton data at large emission angles; such values are difficult to
measure because of the relatively low energy.

In contrast, as shown in Figs. 5 and 6, the calculation underestimates both beryllium and
carbon emission from the aluminum target for all three incident particles. This underestimation is
partially due to the reason given in the case of the carbon target (i.e., a lack of elastic and inelastic
processes) because the maximum energies of the emitted particles obtained by calculation are always
smaller than those observed by experiment. Another factor, such as ambiguity of the total reaction
cross section, must also be involved because the underestimation was observed for not only carbon but

also beryllium emission. ADX results also show discrepancy between calculation and experiment.
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4. Conclusion

Double-differential cross sections of light-mass fragment (LMF) production were measured
for 70 MeV protons, helium nuclei and carbon nuclei on carbon and aluminum targets using Bragg
curve counters at angles of 30, 60 and 90 degrees. The experimental results were compared with
theoretical calculations. The calculation results are in fair agreement with the experimental data for the

carbon target but underestimate for the aluminum target.
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Neutron spectrum measurement is very important for various applications. However, it is very difficult to
measure it in a wide energy range. In addition, there is a few ways to measure such neutron energy spectrum and
it is said that their results are sometimes doubtful for practical use, for example, BNCT. In this study, we
numerically examine a feasibility of a new neutron spectrometer having liquid moderator and absorber, whose
thicknesses can be adjusted continuously so as to utilize a quasi-continuous response function.

At first, we compute the detector response function with MCNP-5. After that, we perform numerical tests to
confirm the reproducibility of quasi-mono-energetic neutron energy spectra, using this detector model. As a
result, we confirm the reproducibility of neutron energy spectra in energies between 0.01 eV and a few MeV, if
the statistical error could be suppressed within 10 %.

In future, we will confirm the reproducibility of more general neutron energy spectra, for example, fission

spectrum, and design the detector which has a structure to reduce the effect from room-scattering neutrons.

1. Introduction

Boron Neutron Capture Therapy (BNCT) is greatly concerned as a new treatment for cancer, which can kill
only tumors suppressing damage to normal tissues. In BNCT, cases are reported only using a nuclear reactor now
because of requiring strong low-energy neutron sources. Recently, accelerator based neutron sources (ABNS)
which can be constructed in medical facilities such as hospitals are being developed for BNCT. However, their
intensities are still weak, and patients should thus be positioned near the target. It causes difficulty to moderate
neutrons enough, and the neutron energy spectrum is distorted depending on accelerators. In order to use the
ABNS based neutron field for BNCT, we have to know its absolute energy spectrum accurately. In the present
study, we carry out conceptual design of a new high-performance neutron spectrometer with a high-dynamic
range from 0.01 eV to a few MeV and confirm its feasibility.

Bonner Sphere System (BSS) is one of the famous neutron energy spectrum measuring techniques. BSS
requires moderator shells which have several fixed thicknesses. However, the number of them is limited, which
means that the number of the response functions for neutron energy is limited. Nevertheless, it is generally
unreal to make a lot of shells. Consequently, it causes poor energy resolution and low accuracy in the measured
energy spectrum. In this study, we examined the feasibility of a new neutron spectrometer with a
quasi-continuous response function. This could be realized by using liquid moderator and absorber which can be
adjusted their thicknesses continuously.
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2. Design of spectrometer

2.1.  Theory

Radiation detector has its own response function R(E,E'). Here, E is incident radiation energy and E' is
pulse height of detector. For example, using a commonly used liquid scintillator, NE213, we obtain a variable
pulse height spectrum depending on incident neutron and y-ray energy E. In this study, we used a *He neutron
detector covered with moderator and absorber, like Bonner Sphere. In this case, the measured data will be the
number of neutron counts C, which is an integral value of E’. This value can be deduced theoretically with a
response function R(E) defined as a probability to detect incident neutrons with energy E. We finally obtain the
integral count C as C = [ R(E)¢(E) dE, if neutrons having a spectrum ¢(E), incident to the detector.

In the present spectrometer, the response function is varying because we can adjust the moderator’s and
absorber’s thicknesses continuously. In other words, if we use many kinds of detectors having different
combination of the moderator’s and absorber’s thicknesses, we will obtain many kinds of detector response
values, which is as the same number as the number of moderator-absorber combinations. In the case we use m
kinds of detectors with different moderator-absorber combinations and digitize the neutron energy into n
groups, the count C is expressed as m dimensional vector € = R(E) - ¢p(E), where R(E) is a response
function represented as m X n dimensional matrix and ¢(E) neutron energy spectrum as n dimensional
vector. If we know detector’s count € and the response function R(E), we can obtain the neutron energy
spectrum ¢p(E) by solving an inverse problem of this matrix equation.

Although several methods are known to solve inverse problem for radiation detection, most of them require
“Initial guess spectrum” containing appropriate priori information, and sometimes bring us unphysical solutions,
i.e., oscillating or negative spectrum, due to statistical errors included in the measured result. In order to avoid

these problems, we employed Bayesian spectrum unfolding method [1].

2.2. Detector model

In order to obtain an accurate neutron spectrum in good energy resolution with the present method,
dimension m of the count vector C, i.e., the number of response function, is an important factor, because
generally, the larger m is, the better the accuracy of the estimated neutron spectrum is. In principle, we can
increase m by changing the neutron sensitive section like neutron moderator, absorber and so on. We finally
designed a conceptual model having liquid moderator and absorber. By adjusting the thickness continuously,
quasi-continuously varying detector response function was successfully obtained.

The conceptual model is shown in Fig.1. In this model, a broad parallel neutron beam was employed. As
shown in the figure, neutrons are incident to the spectrometer from a fixed direction. We utilized a *He
proportional detector as a neutron detector, whose radius was 1 inch and gas pressure was 1.013 MPa. The
absorber and moderator were arranged in front of the detector. Properties of used absorber and moderator are
summarized in Table 1. These materials are selected because they are liquid in room temperature. Also we took

into account how easy to handle and the response function shape.

Table 1 Materials of detector’s moderator and absorber

Material Thickness [mm] Melting Point[K] Boiling point [K]
Absorber  B(OCHj;); 0~30 245 (-28°C) 341 (+68°C)
Moderator CeHy 0~170 178 (-95°C) 342 (+69°C)
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Fig. 1 Conceptual model of the present spectrometer. Emitted neutrons have a parallel broad beam shape

and its energy E is Ej < E < Ej,4, here Ej (j = 0,1,-+,n) is energy bin of neutron spectrum ¢(E).

2.3. Response function

The response function R(E) was evaluated with A General Monte Carlo N-Particle Transport Code,
Version 5 (MCNP-5) [2]. In this study, the energy bin is set to be 10 bins per decade to realize quasi-continuous
response function. For this purpose, we calculated the detector response to various absorber and moderator
combinations formed by increasing their thicknesses by 1 mm. Practical energy structure shows a small bin
(E; < E < Ej4q) to calculate a mean reaction rate of *He(n,p) reaction. The response was normalized by the
emitted neutron flux so as to be per 1 neutron/cm?*/sec incidence. We obtained finally 201 response functions

shown in Fig. 2. It can be confirmed that the response functions are changing quasi-continuously.

10°!
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“]
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Response Fungtion
[ count:ecm
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Fig. 2 Response functions of detector model. The brighter the graph color is, the larger the detector’s

response function value is.
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3. Numerical test

As mentioned in section 2.1, if we know statistical-error free detector count C and correct response
function R(E), and assuming C = R(E) - ¢(E) is strictly met mathematically, we could obtain the exact
neutron energy spectrum ¢p(E) by a certain unfolding process. However, in case count € includes statistical
error, obtained energy spectrum could be different from the true spectrum. We thus performed numerical tests to

confirm the energy spectrum reproducibility in the case that statistical errors are included in the measured
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added. The average energy of the spectrum is 1 keV as shown in Fig. 3. Each of No 001 to No 010

was made by employing a different random number sequence.
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Fig. 5 Numerical test results. TRUE is a true energy spectrum shown in Fig. 3. Numbers, e.g., No 001,

means C' spectra were prepared by employing different random number sequences.
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At first, we assumed neutron energy spectra shown in Fig. 3 as true energy spectra ¢, (E). The true count €
to be measured is obtained by the product of R(E) - ¢p(E). In this numerical test we ignored errors of R(E).
After that, we added statistical error based on normal distribution to the count € and the obtained count was
denoted as C'. To simplify the numerical test calculation, we employed normal distribution approximately
instead of Poisson distribution by assuming that the count €’ would be sufficiently large. Finally, we
unfolded €' with R(E) by Bayesian spectrum unfolding method. The obtained spectra @u,r(E) were
compared with the initial spectra ¢,(E) as shown in Fig. 3 in order to examine the reproducibility.

Figure 4 shows an example of € and C' in the case of neutron average energy of 1 keV, the spectrum of
which is shown in Fig. 3. In this case 10 % statistical error is artificially added.

4. Results and Discussion

Numerical test result for each energy spectrum ¢h,r(E) is shown in Fig. 5. Comparing ¢,.(E)
with ¢;,r(E), we confirmed the energy spectra were reproduced fairly well in energies from 0.01 eV to a few
MeV. This is the case for statistical error of 10 %. We carried out other cases in which errors less than 10 % were
artificially added. From the result, reproducibility was confirmed if statistical errors could be suppressed within
10 %. However, between 100 eV and 10 keV region in Fig. 5 (10 % error case), the energy resolution is
sometimes a little bit poor. It would be caused by the shape of response function as follows: Due to the property
of moderator and absorber shown in Table 1, the response function would not change meaningfully in the energy
region, resulting in the present poor energy resolution. It is expected that this problem could be solved by
examining moderators or absorbers more carefully.

5. Conclusion

In this study, we examined the feasibility of a new high-dynamic-range neutron spectrometer which has
quasi-continuous response function by using liquid absorber and moderator. As a result of numerical tests using
this detector model, we confirmed the energy spectrum reproducibility in the energy range between 0.01 eV and
a few MeV, if the statistical error in the measured spectrum could be suppressed within 10 %. In conclusion, we
could obtain neutron energy spectrum precisely in this region, by developing the presently proposed
spectrometer which can adjust the thicknesses of absorber and moderator by using liquid materials.

In the next step, we are planning to examine reproducibility of more complex or general energy spectra,
like fission spectrum, to confirm applicability of the present spectrometer to real cases. Hereafter, we will design
and develop a proto-type spectrometer having a side moderator and absorber structure to suppress the effect from
room-scattering neutrons.
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We investigate the total and partial scattering cross sections for various potential systems. In order to
obtain the decomposition of scattering cross sections into the resonance and the residual continuum terms,

the complex scaled orthogonality condition model and the extended completeness relation are used.

1. Introduction

The studies of scattering problems in the nuclear science have been developed by using various
experimental techniques and theoretical methods so far. Recently, with the development of unstable nuclear
beam experiments, much interest has been concentrated on many-body resonances. As a very promising
method, the complex scaling method (CSM) [1] has been applied to those resonance problems. This
approach seems to be very promising to unify the description of the nuclear structure, and reactions and
also in nuclear data evaluations, especially, for light nuclear mass systems [2].

In this work, we study the scattering phase shifts using CSM. The scattering phase shifts have been
shown to be calculated from the continuum level density (CLD) [3]. We develop the method of calculating
CLD to investigate the effects of the resonant states which is related to the nuclear structures, separated
from continuum states providing background contributions in the phase shifts. This new method is applied
to the complex scaled orthogonality condition model [4] of several scattering systems including the n-a. and
a-a systems. The background phase shift is also obtained by using the residual continuum solutions in CSM.
We discuss the problems of scattering in this framework, and show that this method is very useful in the

investigation of the effect of the resonance in the observed scattering cross sections.

2. Evaluation and discussion
The CLD A(E) is given as

A(E) = —%Im{Tr[G(E) -G, (E)]}, (1)
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where G(E)=(E-H)"' and G,(E)=(E-H,) 'are the full and free Green’s functions, respectively. In
this study, the Hamiltonian // and H|, are transformed by using the CSM.
The CLD is related to the scattering phase shifts & and it can be expressed by following form in the
single channel case [5]:
1 do do(E) )
dE

Using this relation, we can obtain the phase shift as a function of the eigenvalues in the complex scaled

A(E) = ()

Hamiltonian by integrating the CLD.
When we expand the wave functions in terms of the finite number N of the basis states, the

discretized eigenstates are obtained with number N and the level density can be approximated [3]

Ny 1 N? N?

I
;EHO—EBJF,ZZ;E—E[”HF,,/Z ZE £l +ie! _ZE €£r+i65"] v

c=1

A(E) =—llm
m

where N =N, +N’+ N’ for bound (B), resonant () and continuum (c) solutions. Then we can
obtain the phase shift

o S S ) (55

where E >0.When we define 6., 6, and 5, as
E* -F e, —E g —E

cots, =—-———, cots, = , cotd, =—— (5)
r./2 g, i

respectively, we can write the phase shift

N(l

Sv(E)= N7z+25 +Z§ 25 (6)

c=l1

The geometrical indications for & , 5, and ¢, are given for two energy cases, larger or smaller than
real parts of eigen-energies E , & and ¢, ,inFig.1.

The phase shift 5, for the resonances is the angle of the 7 -th resonant pole measured at the energy
E on the real energy axis. At E=FE*, wehave § =7x/2 for every resonant pole. Furthermore, while
0,>0 at E=0, 0, =n at E=+c0. On the other hand, it is seen that the phase shifts from the
continuum terms of the asymptotic and full Hamiltonian are lay on the 26 line.

The cross section is described by using these phase shifts, and we can identify the contributions from
every resonant pole and continuum terms. When we concentrate our interest on the contribution from a
single resonant pole and other terms which are mainly described as a background phase shift, we can have

the same discussion as done by Fano [6].
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Fig. 1. The geometrical indications for phase shifts: 6, , ¢, and ¢,

The total and partial reaction cross sections can be calculated by using the results of phase shifts
decomposed into the contributions of resonance and continuum. From the results, we can investigate the
contributions of resonance and continuum states in the cross sections.

The partial cross sections o, for the each partial wave with index /is expressed as
4 )
o, = k_z(ZZ +1)sin” 9, . (7)

where k2 = 2@ and g is the reduced mass of a system. The total cross section is expressed as

oc=Y 0. (8)

!

In this work, the scattering phase shifts of two-body two systems is calculated by Eq. (4) which is
derived from the CLD with the extended completeness relation. After the calculation of the decomposed
scattering phase shifts, the partial cross sections of low-lying states are studied with the resonance and
continuum contributions for the n-a and a-o systems, respectively.

The total cross sections of the n-o system shown in Fig. 2 are calculated in terms of the scattering
phase shifts by using Eq. (8). The theoretical total cross section is in reasonable agreement with the
experimental data. The present results of the scattering total cross section that is performed by theoretical
formulation are displayed as the dotted line. The open circles in Fig.2 show the experimental data which
were taken from Refs. [7-10[7]]. The partial cross sections, including contributions of the resonance and
continuum terms, are given in Fig. 2 for j=1/2" and 3/2" waves of the n-a system, respectively. The dashed-,
solid- and dotted-lines represent the partial cross section and the contributions of resonance and

continuum terms, respectively.
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The total cross section is given by a sum of the partial ones which are expressed as an interference of

resonance and continuum contribution as discussed by Fano [6] due to the relation &, =3, +J, in the

phase shifts given in Eq. (6). The continuum contributions of the cross section are almost the same behavior

in both states of p3, and p;, as shown in Fig. 3. These contributions change the form of the cross section

from a symmetric Breit-Wigner shape to asymmetric peaks. Although the resonant peak of the cross section

can be clearly seen in the case of p3,, the p;, results show a mild bump in the partial cross section, the

peak of which is smaller than the peak in the resonance contribution.

These interference of resonance and continuum terms in the cross section are well understood from the

Fano formula.
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Fig. 3. The results of partial cross sections
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terms in j=1/2" and 3/2" waves of the n-a system

Fig. 4 shows the results of cross sections of the a-a system in the relative angular momentum L =

2,4, 8 and 10 waves, respectively.
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Fig. 4. The partial cross sections in L =2, 4, 8 and 10 waves of the a-a system.
The curves, dotted-lines and dashed-lines denote the results of resonance,

continuum contributions of cross sections and partial cross sections, respectively.

It is interesting to see the behavior of cross sections in the relative angular momentum. From Fig. 4, it
can be clearly seen in the L = 2 and 4 partial waves give a bell-shaped structure of cross section. However,

a bell-shaped structure of cross sections in the L = 8 and 10 partial waves is not observed.

3. Summary
We have investigated the scattering cross sections of the various potential systems. In the present study, not
only the scattering cross sections but also the contributions of the resonance and continuum states were

computed for partial states of two various systems.
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Central Asian countries, such as Kazakhstan and Uzbekistan, have a long history of nuclear research and
have been energetic in producing a large quantity of nuclear data. In order to compile such nuclear data, a
new nuclear data centre called the Central Asian Nuclear Reaction Database (CA-NRDB) was established.
The establishment of the CA-NRDB was promoted in collaboration with the Hokkaido University Nuclear
Reaction Data Centre (JCPRG) and the Centre for Photonuclear Experiments Data of the Moscow State
University. The activity of the CA-NRDB will be valuable for researchers of nuclear data in Central Asia, as

well as in the rest of the world.

1. Introduction

Nuclear reaction data are applicable in many fields, including nuclear physics, astrophysics, nuclear
engineering, and radiation therapy. Many experimental works have been performed worldwide to obtain
nuclear reaction data, such as cross sections and product yields. Most of these data are published in scientific
journals, which may entail costs and be accessible only by researchers. In addition, nuclear reaction
experiments can only be performed at enormous expense and require extreme effort of researchers. Such data,

therefore, must be compiled in a database and be freely available via the Internet.

- 157 -



JAEA-Conf 2014-002

2. Nuclear Data Compilation

The compilation of nuclear data requires broad and long-term effort due to the large number and variety
of experiments. One such compilation is the EXFOR database [1], which is maintained by the International
Atomic Energy Agency (IAEA) and the International Network of Nuclear Reaction Data Centres (NRDC).
The NRDC consists of fourteen members worldwide, and cooperates in the compilation of experimental
nuclear reaction data for the EXFOR database.

In order to promote the compilation activities, international cooperation is unavoidable. Cooperation in
Asian countries was supported by the Japan Society for the Promotion of Science for three years, from April
2010 to March 2013. Under their support, annual workshops called Asian Nuclear Reaction Database
Development Workshops, were held to share information, to strengthen collaboration and to promote the
dissemination and improvement of data compilation techniques. Even though the support had been complete
since April 2013, the fourth workshop was held in October 2013 at the Al-Farabi Kazakh National University,
Almaty, Kazakhstan, in order to promote compilation activity in Central Asia.

Central Asian countries, such as Kazakhstan and Uzbekistan, have a long history of nuclear research. In
order to compile nuclear data obtained in Central Asia, a new nuclear data centre, called the Central Asia
Nuclear Reaction Database (CA-NRDB), was established. The CA-NRDB began to compile nuclear data
obtained at their domestic facilities. Two NRDC members, the Hokkaido University Nuclear Reaction Data
Centre (JCPRG) and the Centre for Photonuclear Experiments Data of the Moscow State University, support
the CA-NRDB.

3. Collaboration between Kazakhstan and Japan
Hokkaido University concluded an Inter-University Exchange Agreements with the Al-Farabi Kazakh

National University in August 2011. Under the terms of the agreement, researchers at the two universities

Others
82.63%

India
2.52%

China Japan

Kazakhstan 12.03%
0.22%

1.90%

Figure 1: Asian contributions in the EXFOR database
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promote collaborative research concerning nuclear data. The compilation of nuclear data obtained in
Kazakhstan originated as one of these collaborative enterprises. In the EXFOR database, the contribution of
facilities in which experiments were performed in Japan and Kazakhstan is 12.03% and 0.22%, respectively

(Figure 1). The compilation of nuclear data performed in Central Asia is being promoted.

4. Summary

Nuclear data and its compilation are important for many fields of application. The Central Asia Nuclear
Reaction Database (CA-NRDB) was established in order to compile and distribute nuclear data obtained in
Central Asia. Nuclear data, such as cross sections and product yields, are compiled and transmitted to the
EXFOR database, which is maintained by the International Atomic Energy Agency (IAEA) and the
International Network of Nuclear Reaction Data Centres (NRDC). As one of the NRDC members, and under
the Inter-University Exchange Agreements with Al-Farabi Kazakh National University, the Hokkaido
University Nuclear Reaction Data Centre cooperates on compilation with the CA-NRDB. The ratio of the
contribution by Kazakhstan facilities in the EXFOR database is 0.22% at present and is expected to increase

with compilations from the CA-NRDB.
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IAEA released a new version of Evaluated Nuclear Data Library (FENDL), FENDL-3.0 in 2012
in order to extend the neutron energy range of neutron-induced reactions from 20 MeV to more than 60
MeV and to include general purpose and activation data libraries for proton- and deuteron-induced
reactions up to more than 60 MeV. We already reported the benchmark tests of the general-purpose data
library for neutron-induced reactions below 20 MeV in FENDL-3.0. In this symposium we will present the
benchmark tests of the general-purpose data library for neutron-induced reactions in FENDL-3.0 by using
iron and concrete shielding experiments with the 40 and 65 MeV neutron sources at TIARA in JAEA. As a
result, it is found out that the calculations with FENDL-3.0 agree with the measured ones for the iron
experiment well, while they overestimate the measured ones for the concrete experiment more for the

thicker assemblies.

1. Introduction

A nuclear data library is one of the most important data that control the calculation accuracy in
nuclear analyses for fusion reactor designs. IAEA compiles the best data from the evaluated nuclear data
libraries in the world for each nucleus concerning fusion reactor applications. This library is Fusion
Evaluated Nuclear Data Library (FENDL) and the current version is FENDL-2.1 [1]. In 2008 IAEA
started a new coordinate research project to update FENDL-2.1, to extend the neutron energy range from
20 MeV to 150 MeV and to include general purpose and activation data libraries for p- and d-induced
reactions up to 150 MeV. This new library is named as FENDL-3.0 [2], which was released in December,
2012. We already reported the benchmark tests of the general-purpose data library for neutron-induced
reactions in FENDL-3.0 by using integral experiments with the DT neutron source at FNS in JAEA and
TOF experiments with the DT neutron source at OKTAVIAN in Osaka University [3]. In this paper we
describe the benchmark tests of the general-purpose data library for neutron-induced reactions in
FENDL-3.0 by using iron and concrete shielding experiments [4] with the 40 and 65 MeV neutron
sources at TIARA in JAEA.
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2. Method
The Monte Carlo code MCNP-5 [5] and ACE file of FENDL-3.0 supplied from IAEA Nuclear
Data Section were used for the benchmark test. The source of FENDL-3.0 is the followings,

® 'H:ENDF/B-VILI [6] (<20MeV) + JENDL/HE-2007 [7] (>20MeV)
® '°0, Al %°Si, **Fe, *’Fe : ENDF/B-VILO [8]

® °Fe, ®Fe : JEFF-3.1.1 [9] (<20MeV) + TENDL-2011 [10] (>20MeV)
® “°Ca:JENDL-4.0 [11] (<20MeV) + JENDL/HE-2007 (>20MeV)

We also used JENDL/HE-2007, ENDF/B-VIL1 (where the 'H data are replaced by those in FENDL-3.0,
because the 'H data in ENDF/B-VIL1 are for neutrons less than 20 MeV) and FENDL-3.0 shadow [12]
(where the 'H data in FENDL-3.0 are adopted, because they are not included in FENDL-3.0 shadow, and
the '°O data in FENDL-3.0 shadow are replaced with those in TENDL-2010 [13], because they do not
include mt5 data) for comparison. The ACE files of these libraries are supplied from JAEA [14], NNDC
[15] and IAEA [12], respectively.

In the TIARA shielding experiments, quasi-mono energetic 40 or 65 MeV neutrons were
generated by bombarding 43 or 68 MeV proton to a 'Li target and collimated ones were injected to a test
assembly of 1.2 m x 1.2 m as shown in Fig. 1. The collimated neutron beam and experimental assemblies
with additional shields were modeled in the analysis as shown in Fig. 2. The measured source neutron

spectrum was used. Neutron spectra above 10 MeV on beam axis were obtained.
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|ron ball and iron sand fillers
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monitor 1 beam -
(U-235 FC) ) dump movable stand |
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Fig. 1 Experimental configuration of TIARA shielding experiments
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3. Results and discussion

The typical results for the iron experiment with 40 MeV neutrons are shown in Fig. 3. Figure 3
(a) plots the measured neutron spectra with the calculated ones. Figure 3 (b) and (c) show the ratios of the
calculated peak (35 - 45 MeV) and continuum (10 - 35 MeV) neutron fluxes to the measured ones,
respectively. The calculation results with FENDL-3.0, JENDL/HE-2007 and FENDL-3.0 shadow agree
with the measured ones well, though a strange peak appears around 20 MeV in those in FENDL-3.0 and
those with FENDL-3.0 shadow overestimated the continuum neutrons more at the deeper positions. On
the other hand, those with ENDF/B-VII.1 overestimate the measured neutrons with the thickness of the
assemblies. The similar trend appears in the typical results for the iron experiment with 65 MeV neutrons
as shown in Fig. 4. When checked closely, the calculation results with JENDL/HE-2007 tend to be
smaller than those with FENDL-3.0, the overestimation for the peak neutrons in those with

ENDF/B-VII.1 is smaller and those with FENDL3.0 shadow overestimate the continuum neutrons.
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Fig. 3 Typical results for iron experiment with 40 MeV neutrons

- 162 -



Neutron Flux [n/cm?/lethargy/uC]

JAEA-Conf 2014-002

4 «  Expt. /".t ‘
L FENDL-3.0 o
10 -- JENDL/HE-2007 i 2.0 4"
ENDF/B-VII.1 ﬂ o
--—— FENDL-3.0 shadow /{'
) /: A
10° 1. o 150 L .
;u u Max. expt. error
10° I S 10 - ——
o (8] ‘W _____ 1 TE— T — -
E| ™~
0.4 -/ —e—FENDL-3.0 —e—FENDL-3.0
102 e i a8 JENDL/HE-2007 0.5 | .- JENDL/HE-2007 i
""" 0.2} | --&~ ENDF/B-VIL1 : -4~ ENDF/B-VIL.1
130 cm thick E --¢— FENDL-3.0 shadow --¢— FENDL-3.0 shadow
10 ! 0.0 . . 0.0 ' :
6 810 30 50 70 0 50 100 150 0 50 100 150

Neutron Energy [MeV] Assembly thickness [cm] Assembly thickness [cm]

(a) Neutron spectra (b) C/E for peak neutrons (c) C/E for continuum

(60-70MeV) neutrons (10-60MeV)

Fig. 4 Typical results for iron experiment with 65 MeV neutrons

Figure 5 shows the typical results for the concrete experiment with 40 MeV neutrons. The

calculation results with FENDL-3.0 and ENDF/B-VII.1 are almost the same and overestimate the

measured neutrons more for the thicker assemblies. The strange peak around 20 MeV disappears in those
with FENDL-3.0. Those with JENDL/HE-2007 agree with the measured ones better. Those with
FENDL-3.0 shadow are by 20 % smaller for neutrons from 10 to 35 MeV than those with

JENDL/HE-2007. The typical results for the concrete experiment with 65 MeV neutrons are shown in Fig.
6. Those with FENDL-3.0 and ENDF/B-VII.1 overestimate the measured neutrons above 60 MeV more

for the thicker assemblies, while they do not overestimate the measured neutrons from 10 to 60 MeV.

Those with JENDL/HE-2007 and FENDL-3.0 shadow agree with the measured neutrons.
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Fig. 6 Typical results for concrete experiment with 65 MeV neutrons

4. Summary
We analyzed the iron and concrete shielding experiments at JAEA/TIARA with FENDL-3.0,
HENDL/HE-2007, ENDF/B-VII.1 and FENDL-3.0 shadow in order to benchmark FENDL-3.0 newly

released in 2012. As a result, the followings are found.

1) The calculations with FENDL-3.0 agree with the measured ones for the iron experiment well, while
they overestimate the measured ones for the concrete experiment more for the thicker assemblies.

2) The calculations with JENDL/HE-2007 fairly agree with the measured ones both for the iron and
concrete experiments.

3) The calculations with ENDF/B-VII.1 overestimate the measured ones both for the iron and concrete
experiments.

4) The calculations with FENDL-3.0 shadow agree with the measured ones both for the iron and concrete

experiments except for the continuum neutron flux in the iron experiment with 65MeV neutrons.

We will investigate reasons of the discrepancies between the calculation and measured results
hereafter.
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To measure integral neutronics characteristics of thorium loaded core, critical experiments
had been carried out using Kyoto University Critical Assembly (KUCA). The critical
experiments were performed with various neutron spectrums and thorium inventories. The
thorium loaded cores has two regions which are a test zone and a driver fuel zone. The test
zone consists of thorium plates and graphite plates. In order to systematically vary the
neutron spectrum of the experimental neutron field, the graphite/Th-232 ratio at the test zone
had been systematically varied by changing the combination of the thorium plates and the
graphite plates in a unit cell.

In this study, the criticalities of thorium loaded core were analyzed by MVP2.0 with
JENDL-4.0, JENDL-3.3 and ENDF/B-VII.O. In addition, sensitivity analyses were performed
by SAGEP and uncertainties of the numerical results were evaluated using cross section

covariance matrix.

1. Introduction

To improved Th-232 nuclear data, integral evaluations of thorium loaded cores at Kyoto
University Critical Assembly (KUCA) are carried out. The critical experiments were
performed with various neutron spectrums, thorium inventories and unit cell patterns. On
the other hand, the results of integral evaluations, especially sample reactivity worth, have
large differences(1,2] of the results between uses of JENDL-4.0[3] and JENDL-3.3(4]. Figure
1 shows large difference of Th-232 capture cross section in the neutron energy region of 0.1 —
100 eV between JENDL-4.0 and JENDL-3.3.

In this study, integral evaluations of criticalities for the thorium loaded core at KUCA are
carried out. The numerical calculations of criticalities are performed by continuous energy
Monte-Carlo code MVP2.0[5] with JENDL-4.0, JENDL-3.3 and ENDF/B-VIL.0[6].

In addition, sensitivity analyses are performed by SAGEP[7] and uncertainties of the

numerical results are evaluated using cross section covariance matrix.
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Fig.1 Difference of Th-232 capture cross section between JENDL-4.0 and JENDL-3.3

2. Experimental Geometry

KUCA solid moderated core is able to consist of enriched uranium fuel plate and various
moderator plates (i.e. polyethylene and graphite). In this study, the results of the zone-type
thorium-uranium core experiments are used for integral evaluations of Th-232 capture cross
section as (n,y) reaction cross section. The critical core consists of the central test zone loaded
with thorium plates and graphite plates[8]. In order to systematically vary the neutron
spectrum of the experimental neutron field, the Th-232/graphite ratio at the test zone had
been systematically varied by changing the combination of the thorium plates and the

graphite plates in a unit cell as shown in Fig.2.1. Six cores with thorium loaded test zone were

)
constructed. The fuel elements P°'VE”S‘;':CT; -
. . Th 1 (C/Th=96) .. x 5 cells
with thorium plates are loaded upper
. graphite 1/8"
into the central 3 by 3 zone, 2'x6+1/2' 1 Th metal
. . Th 2 (C/Th=48) . x 10 cells
and the driver zone 1is .
constructed by enrich uranium Th metal " 2" graphite
hit Th 3 (C/Th=24) x 20 cells
plates and polyethylene plates. +graphite I
The H/U-235 ratio was
. . lower Th 4 (C/Th=12) x 35 cells 1/2" graphite
approximate 316. Figure 2.3 graphite
2"x11+1/2"x2
shows the neutron spectrums Th's (C/Th=6) | « 58 cells
. | b -
in the test zones. Allbase 1/4" graphite

Fig.2.1 Unit cell pattern
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Fig.2.3 Neutron spectrums in each test zone

3. Integral Evaluation for Criticality
3.1 Calculational Model

The criticality analysis are performed by the continuous energy Monte-Carlo code MVP2.0
with the JENDL-4.0, JENDL-3.3 and ENDF/B-VIIL.0. In the MVP calculations, 25M neutron
histories are generated to suppress the statistical error of ket to less than 0.025% (1¢)

because the typical experimental error for the ket is estimated to be about 0.03%[9].

3.2 Numerical Result and Discussion

Figure 3 shows the C/E value of kefr for the thorium loaded cores and enriched uranium cores
without thorium (B3/8P36EU). In the case of thorium loaded core, the C/E values with
JENDL-4.0 suffer from a certain pedestal of around 0.25%. Using JENDL-3.3 or
ENDF/B-VII.0, the C/E values are overestimated than using JENDL-4.0. On the other hand,
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4. Sensitivity Analysis
4.1 Calculational Model

To calculate sensitivity coefficients, the 107-group cross section set processed by using the
cell calculation code SRAC2006[10] with JENDL-4.0 and ENDF/B-VIIL.O are utilized. The
sensitivity coefficients are calculated using the generalized perturbation theory code SAGEP.
The cross section covariance matrix was taken from JENDL-4.0 and ENDF/B-VII.O.

4.2 Numerical Result and Discussion

The sensitivity coefficients for the ket with respect to Th-232 effective capture cross section

are shown in Figure 4.1. The 0.0E+00
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reactivity is less than 1X101(%dk/k). However, the C/E values of keff have more than 1X
101(%dk/k) between JENDL-4.0 and JENDL-3.3 or ENDF/B-VII.0. So, we need to perform the
sensitivity analysis for graphite plates in the test zone.

Figure 4.3 is energy dependence variance of keg for thorium loaded core (Th I). The
uncertainty of kett is evaluated by the sensitivity coefficients and cross section covariance. The
ENDF/B-VII.0O has small covariance in thermal region than JENDL-4.0. Thus, the
uncertainty by ENDF/B-VIL.0 is remarkably less than JENDL-4.0. In addition, JENDL-4.0
covariance in neutron energy of thermal region has discontinuous spectrum and large

difference at the boundary.
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Fig.4.2 Energy dependence of reactivity component for thorium loaded core between
JENDL-4.0 and JENDL-3.3
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Fig.4.3 Energy dependence of variance for Th I core
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5. Conclusion

The critical experiments had been carried out using Kyoto University Critical Assembly
(KUCA). The critical experiments were performed with various neutron spectrums and Th
inventories.

In this study, the criticalities of thorium loaded core were analyzed by MVP2.0 with
JENDL-4.0, JENDL-3.3 and ENDF/B-VII.0. In addition, the sensitivity analysis and
uncertainty evaluation were carried out. As the results, the reactivity between JENDL-4.0
and JENDL-3.3 is less than 1X101(%dk/k). However, the C/E values of ket have more than 1
X 101(%dk/k) between JENDL-4.0 and the other nuclear data library. Thus, we need to

perform the sensitivity analysis for graphite plates in the future works.
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Boron Neutron Capture Therapy (BNCT) is a promising cancer treatment. Neutrons are bombarded with
cancer cells accumulating Boron-10 in advance. As a result, cancer cells are destroyed without serious
damages to normal cells. For basic researches for BNCT, standard neutron fields are indispensable. In the
Authors’ group, Am-Be neutron sources are utilized. In this study, with multi-foil-activation method,
property of Am-Be source, i.e. neutron yield and spectrum, was measured. As a result, fairly good
agreement was obtained between the present experiment and previous result and literature. We plan to carry
out more precise experiments to measure more accurate spectrum and absolute intensity of the Am-Be

neutron source for basic researches for BNCT.

1. Introduction

Recently, a new radiation therapy named Boron Neutron Capture Therapy (BNCT) is regarded as a
promising cancer therapy. This is a treatment of the next generation, i.e. accumulating "B in cancer cells in
advance, and neutrons are bombarded there. As a result, cancer cells are destroyed by charged particles

emitted from a nuclear reaction, '°B +n — [''B] — a + "Li. The principle of BNCT is schematically shown

in Fig.1.
Humaw / n
Neutrons n @
(")

<———about one cell

B +n —[!"B]— a + "Li

Fig. 1. Principle of BNCT.
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In the authors’ group, at present, developments of a new neutron spectrometer covering from thermal to
epithermal energy region and a new SPECT system for BNCT to monitor the treatment effect are underway.
For these studies, it is indispensable to construct neutron fields of thermal and epithermal energies which
can be utilized for basic experiments for BNCT. Naturally, neutron sources are necessary to construct this
standard neutron fields [1]. In Osaka University, we have four Am-Be neutron sources, the intensity of
which is 4.7 GBq for each. Am-Be sources are convenient for use and the intensity is very high. Our
Am-Be sources have been utilized for a long time for subcritical reactor experiments. However, it is known
that the spectrum of Am-Be source varies depending on mixture ratio of Am and Be, chemical form of
them and how to mix them. Consequently, it becomes necessary to measure the neutron spectrum of each
source by a user himself/herself.

But, as is well known, it is difficult to measure the neutron spectrum directly because neutrons have no
electrical charge. In this study, we employ the multi-foil-activation method as a convenient measuring

procedure to determine the neutron spectrum of Am-Be source.

2. Multi-foil-activation method

The multi-foil-activation method is a means of determining the neutron spectrum indirectly. The principle
is given briefly in the following: At first, foils are irradiated having different thresholds for activation
reactions. Then, discrete y-rays emitted from the irradiated foils are measured. They are generated after §
decay. The neutron spectrum can finally be estimated by unfolding a lot of pairs of activation reaction rates
and their reaction cross sections. There exist a lot of isotopes known, which emit y-rays if activated by
neutrons. If employing suitable activation foils, their emitted y-rays can easily be measured by a Ge
semiconductor detector. Because energy dependence of activation cross section shows difference among
activation foils, we can obtain the spectral information of neutron source, if we select several activation

foils appropriately. In this study, activation foils were selected as in the following manner:

(DPossible reactions from Mg to Te were extracted from JENDL-4 [2] taking into account their cross
sections above 0.1 barn and threshold energies less than 11 MeV. The reason why reactions having more
than 0.1 barn were chosen is in the following:

At this stage, it is unknown whether these reactions really produce activated nuclides. However, if they
were activated, the activation cross sections would show generally smaller than the reaction cross sections.
And, the upper threshold energy of 11 MeV is for covering the energy range of neutrons emitted from

Am-Be sources.
(@Nuclides having abundance under 1 % out of the selected nuclides in (D were removed. This is because

small abundance ratio causes increase of the sample size, resulting in deterioration of the measurement

precision.
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(Dreactions which are actually not activated taking into account the data of JENDL/A-96 were removed

[3].

@reactions having half-life from 5 minutes to 15 hours are selected. This has two reasons. The first reason
is that a reaction having a very short half-life decreases the amount of radioactivity by over-cooling. The
second reason is that a reaction having a long half-life increases the irradiation time and measuring time as

aresult [4].

Finally, by the above procedure, we selected 9 activation foils. Table 1 shows 9 selected reactions, their

half-lives, y-ray energies and relative intensities.

Table 1 Selected reactions, their half-lives, y-ray energies and relative intensities.

Reaction half-life(s) y-ray energy(keV) incidence of y-ray
*Mg (n,p)**Na 54000 | 1368 : 1
YAl (n,p)'Mg 567 | 843.76 | 0.718
*’Al(n,0)**Na § 54000 | 1368 ! 1
*Fe(n,p)**Mn : 9216 | 840 ! 0.84
PCo(m,a)*Mn 9216 | 840 0.99
%7n(n,p)*Cu 45720 511 | 0.378

Medmam'cd | 2912 | 245395 | 1
B 5970 391.69 | 1
1510 (n,n)™ *In 16150 335 | 0.459

3. Experiment

Experiments were carried out in an arrangement shown in Figs. 2 and 3. The Am-Be source used in this
study is a quasi-point source positioned at the center of a cylindrical casing of 6 cm in height and 3cm in
diameter. The Am-Be source and a foil were set so that the distance between the two was Scm and their
heights on a wooden plate was 3cm. A circular wooden jig placed at the center of the wooden; late is to
easily and firmly fix the Am-Be source as soon as it is taken from the storage container, in order to
suppress unnecessary radiation exposure. By attaching a foil in advance, irradiation can be carried out
correctly in the same condition for every foil even having a short time half-life. Foils were irradiated with
neutrons emitted from the Am-Be source for a prescribed time theoretically calculated in advance. After
irradiation, foils were cooled for 10 minutes (2min. for *’Al(n,p) because its half-life is short), and y-rays

emitted from the foils were measured by an HpGe detector.
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Neutron source region is around the

center of the cylinder, the size of which

Am-Be source | | Expanded polystyrene | is ~1cm cubic.

Fig. 2. Experimental setup. Wooden board and Fig. 3. Photo of the actual experiment

Expanded polystyrene were chosen experimental

material in order not to disturb experiment results

4. Results and Discussion

Measured results were analyzed by the Bayes theorem to estimate the neutron spectrum of the Am-Be

source. The spectrum unfolding process based only on the Bayes theorem was first introduced by Iwasaki

of Tohoku University [5]. It is a standard unfolding process in the authors’ group [6]. The obtained results

are shown in Fig. 4 and Table 2.
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2.00E+03
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Neutron yield[n/sec]

5.00E+02

0.00E+00
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4 6 8
Energy[MeV]
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Table 2 Neutron yield of Am-Be source

neutron yield[n/sec]*
Am-Be source(this study) 4.5 = 0.4 E+06
— experimental Am-Be source(previous data)** 2.4 £ 0.2E+06
value
— Pu-Besource |Am—-Be source(calculated value)** 3.79E+06
IAm-Be source(experiment value)*** 3.24E+06

*per 4.71 X 1010 [Bq]
**|ehito Tsuda, Osaka university student’s graduation thesis(2011)
***K.W.Geiger and L.Van der Zwan,Nucl.Instrum.Meth,131,315(1975)

Fig. 4. Measured energy spectrum of Am-Be source
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The structure of the energy spectrum is slightly different from that of the literature data. There are two
reasons for this discrepancy. Firstly, the energy of a particle inducing nuclear reactions is different from the
energy of neutrons emitted from the Am-Be source. Am-Be neutron source is a mixture of o particle
emitter (Am) and Be which are enclosed in a double-sealed stainless steel casing. The spectrum of neutron
source is known to change according to the mixture ratio of Am and Be and the shape and thickness of an
external stainless steel vessel. Also, molecular formula of Am and Be may change the a particle energy.
Secondly, the neutron spectrum can be described coarsely because only 9 foils were used in this study.
Generally speaking, the more the number of foils is, the worse the energy resolution is.

Next, obtained neutron yield is compared with the previous result by Tsuda performed in 2011 with gold
foils. The neutron yield measured by Tsuda is 2.4x10° n/sec, which is different from the present result of
4.51x10° n/sec by about twice. There are two reasons about this difference. Firstly, there is some possibility
of including systematic error in Tsuda’s experiment. As a matter of fact, according Tsuda’s article, the
measured value of y-ray disagrees with that of the neutron yield, the cause of which is not yet made clear.
Secondly, we have to consider our side problem. The most possible cause is thought to be cross section
errors of foils. About activation reactions used frequently, reliability of the cross sections is expected to be
enough high. But, for activation reactions used not so often, precision of evaluated nuclear data may be low.

This low precision may induce a substantial error seen in this study.

5. Future Work

As a result of the present study, we think of the followings to be carried out as future works. First, about
neutron spectrum, we will carry out more precise spectrum measurements using more number of foils so as
to confirm the complex spectral shape fixed depending on nuclear levels of Be. As for the neutron yield,
disagreement with the previous data, other measuring techniques will be employed to solve above problems,
i.e. increasing the number of activation foils in the multi-foil-activation method and more accurate neutron
spectrum measurements with time-of-flight (TOF) technique, double scintillator measurement and pulse

height spectrum unfolding with n/y discrimination.

6. Conclusion

The purpose of this study was to measure the neutron spectrum of Am-Be source (4.7GBq) stored in
OKTAVIAN facility of Osaka University, which commonly used as standard neutron field for various basic
researches especially for BNCT. The neutron spectrum of the Am-Be source and the absolute intensity were
measured with 9 activation foils having different threshold energies for their activation cross sections. For
an Am-Be source (No.4) stored in the OKTAVIAN facility, the spectrum shape was in acceptably good
agreement with the literature. However, the neutron yield was slightly larger than the previously measured
value. We plan to perform more accurate and precise measurements for better researches for BNCT in the

future.
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Division of Electrical, Electronic and Information Engineering, Graduate School of Engineering,
Osaka University, Yamada-oka 2-1, Suita, Osaka 565-0871, Japan

E-mail: ktsubouchi@ef.cie.eng.osaka-u.ac.jp

In the present study, design result of an epi-thermal neutron column using an accelerator DT neutron source at
the Intense 14 MeV Neutron Source Facility, OKTAVIAN, of Osaka University, Japan, was described. The
neutron intensity of the OKTAVIAN facility is about 1x10''n/sec. Design calculations were conducted with a
general Monte Carlo code, MCNP5[1]. An epi-thermal neutron column was successfully designed giving an
acceptably strong epi-thermal neutron flux, compared to the conventional one with an AmBe source.

In the next step, aiming at utilization of the column for basic researches of BNCT, the construction of it will

start soon with the presently obtained design result.

1. Introduction

Recently, development of various radiotherapies for cancer is underway. Especially boron neutron capture
therapy (BNCT) is a new promising radiation cancer therapy which can destroy selectively tumor cells,
simultaneously suppressing influence against healthy cells. However, in BNCT, cases are reported only using
nuclear reactors now because of requiring strong low-energy neutron sources. Nowadays in Japan, accelerator
based neutron sources (ABNS) which can be constructed in medical facilities such as hospitals are thus being
developed. ABNS is a very convenient neutron source in comparison with nuclear reactors. However, in the case
of ABNS based BNCT, patients should be positioned very close to the accelerator target because the source
strength is quite week at present. This leads to a problem that the spectrum is distorted and becomes different
from the standard field obtained in nuclear reactors. Therefore we should measure the neutron spectrum and flux
intensity precisely and accurately for each ABNS with a suitable low-energy neutron spectrometer.

In the author’s group, a new neutron spectrometer is being developed covering from thermal to epi-thermal
energies. Our previous studies showed that the epi-thermal neutron spectrum could be measured with this
spectrometer using an AmBe neutron source[2]. However, since this AmBe source is not so strong, it required a
very long time to complete a measurement, leading statistical deterioration of the result. The aim of the present

research is to design an intense epi-thermal neutron column for fundamental experiments of BNCT.
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2. Development of low-energy neutron spectrometer

We first describe the current status, including problems to be solved, the results and so on, for the low-energy
neutron spectrometer which is being developed by the authors’ group now. And we described the reason why we

started this study.

2.1 Detection principle of the energy spectrum of keV region

The principle of the present spectrometer is in the following: A *He position-sensitive proportional counter is
used as a base detector. The incident neutron spectrum is deduced from the detection depth distribution by the
use of the relationship between the neutron energy and detection depth. Now we think of neutron incidence from
one edge of the detector along to the detector axis. When neutrons react with BF; or He® gas, the cross-section is
greatly changed by the energy, so that the depth of detection varies depending on the energy. If the energy is low,
it is detected at a location close to the entrance surface, and if the energy is high, it is detected after penetrating
deeply. Thus, by using a position-sensitive proportional counter, it is possible to estimate the energy spectrum of
the incident neutron by measuring the detection depth distribution. Now, assuming X is neutron energy spectrum,
R is response function that links the detection depth and neutron energy, and Y is detection depth distribution, by

solving the inverse problem, i.e., Y = RX, the neutron spectrum can be derived by the equation, X = R™'Y.

Low energy neutron

S
ion

one-to-one correspondence
to energy and cross-section

55

>0 iy,
Detection depth  energy 3o rogs-section

Rejction]rate

High energy neutron

neutron detector .
Response function:R

Fig. 1 Detection principle of the energy spectrum

2.2 Experimental system for measuring the neutron energy spectrum

To measure low energy neutron spectrum, an epithermal neutron column was made with an AmBe neutron
source of 46 GBq as shown in Fig. 2. The column consists of moderator and radiation shield of AlF;, Ti, lead,
and carbon for suppressing over-moderation of neutrons and leakage to the outside. On the right side of the
column, a spectrometer assembly was set up. By this assembly, neutrons can be incident to the proportional

counter from one side in parallel with the detector axis in order to measure detection depth distribution.

R
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\
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Polyethylene
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Fig. 2 Experimental system and construction of epi-thermal column using AmBe
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2.3 Experimental results and discussion with the epi-thermal neutron column

On the left bottom of Fig. 3, the net detection depth distribution is shown. Using the response function in the
left upper figure and the detection depth distribution, neutron spectrum was able to be estimated as shown in the
right figure [3-4]. Compared with the result calculated by MCNPS5, a fairly good agreement was seen. However,
as also shown in this figure, the statistical accuracy of the detection depth distribution is low. This result is
thought to be due to the fact that the used AmBe neutron source was weak, and therefore it took several days to

obtain the data with an acceptable S / N ratio.

R: response function
‘R i -1
,:\ 10 T T TTII T T TTIT T T T T T T TTE
5\7 = [ epi-thermal spectrum
i\ E— “E ( Comparison of calculation +— Calculated
I 15 and experiment ) —o— Measured
ot 2 102 §
i % £ _—
C from the d e (cm) 2
§7 3 2 ]
x| 2 J
| £ 3 .
"Vrspecval devouon | = 107F ey 3
Y 5 Foo ]
;v 0 E "I
Pl 10‘4 Ulfllllllll]l ”““”ZI L Ll 4
H 10 1 1 ¥ 10
L] Energy[eV]
Detsction dopts [ (=1keV)

Fig. 3 Comparison of neutron spectrum measured with the epi-thermal neutron field

using an AmBe source

In this study, from the above result, by making the epi-thermal neutron column with DT accelerator neutron
source, researches have been started to aim at improvement of the measurement accuracy. In Osaka University,
there is an accelerator DT neutron source facility, named OKTAVIAN, the neutron intensity of which is 1000
times larger than the AmBe. It may be possible to construct a strong epithermal neutron field with the DT

neutron source. In the following chapters, the details of the design will be described.

Design of strong epi-thermal neutron field with DT neutron source

We designed a strong epithermal neutron column referring the AmBe neutron source described in Section 2.3 as
a basic form, using the DT neutron source of OKTAVIAN and materials, i.e., Be, heavy water(D20), graphite, Ti,
Cd and AlF; [5].

The following design criteria were considered to design the present epi-thermal neutron field.

‘Graphite 70em , 1 @ Epi-thermal neutron intensity ()
DT
neutron [{. (pN1X10'4n/cm2/source
souree | l “ This value was estimated semi-empirically from design of the

D+

70cm|

50cm

neutron field using accelerators so far. It is presumably thought that
this level can ideally be achieved. In the case of OKTAVIAN
facility, because the source strength is about 10'' n/sec, the

epi-thermal neutron flux intensity is about 1x10” n/cm?/sec.

Fig. 4 Design example of epi-thermal column using DT neutron source
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(@Epi-thermal to fast neutron flux ratio (1)
n> 10

For the design calculations, a three-dimensional universal neutral particle Monte Carlo code, MCNP5, was used
with the nuclear data library of JENDL-3.3. F2 tally was used to estimate surface averaged flux.
The following three parameters in Fig. 4 were varied in the design.
1) AlF; (first moderator) thickness 2) D20 (second moderator) thickness and 3) Ti (to cut several tens keV

neutrons)

In fact, it was difficult to meet conditions D and @ at the same time. Therefore, the column design was
divided into two models as follows:
OBalanced (B) source: 1 should be as high as possible, i.e., n > 3, called Criteria: D.
OPure (P) epi-thermal source: Meeting 1> 10, ¢ should be as high as possible, i.e., o~ 1x10™ n/cm*/source,
called Criteria: @).

In the following, columns meeting criteria D and @ are called B-source and P-source, respectively. In this

study, details of P-source and B-source column design are described.

4. Epi-thermal neutron column design results and discussion

4.1 Optimization of the length of AlF;

Firstly, for the column of Fig. 4, AlF; was optimized. n value and epi-thermal neutron flux intensity are plotted
in Fig. 5 as a function of AlF; thickness. For > 3, 40 cm or thicker one was necessary. When moderation is
enhanced by addition of D20, n value can be improved without deterioration of epi-thermal flux performance. It
was found that the best n value could be obtained if the AlF; thickness was 33 cm. This is the design of the
B-source.

On the other hand, it was necessary to increase the 1 value in the design of P-Source. From the figure,

60 cm or thicker one is required. By adding an appropriate thick D20, 1 value can be greater than 10. As shown
in Table. 1, the design goal was met when the D20 thickness was 10 cm and the AlF; layer was set to 63 cm

thick.

Table. 1 Result of P-source design

7 0.00014

. — length Epi/fast Epi flux
6 000012 § [em] ratio [n/cm?/sec]
s I 4‘\ 77777777777777 070001 % AIF3:65cm 8.50 1.82E-05
. / - E AIF3:65cm + D20:5¢cm 11.58 1.52E-05
2 N Z AIF3:65cm + D20:10cm 12.92 1.11E-05
= 4 K./ 0.00008 ¥ - -
- 73 £ AIF3:65cm + D20:15¢cm 10.44 8.49E-06
ﬁ@ s Nl 2 AIF3:60cm + D20:10cm 9.60 1.52E-05
@ ey 0.00006
«© e / 2 AlF3:63cm + D20:10cm 11.00 1.26E-05
) / s 0.00004 E
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0 ‘ 33cm AIF3 length[cm] 0
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Fig. 5 Graph for determining an optimum thickness of AlF;

(line on the left shows the ratio of epi-thermal / fast , dot-line on the right shows the epi-thermal

- 183 -



neutron flux)

JAEA-Conf 2014-002

Then, cadmium sheet of 0.05 cm thickness was added in front of the column to cut the thermal

neutron component. For Ti layer to cut several tens keV neutrons, calculations were carried out to

apply it to the P-source and B-source for 4 patterns, that is, Ocm, lcm, Scm, 10cm thick Ti. As a result,

when employing the thicknesses of 1cm in the B-source and Scm in P-source, the values of 1 and

epi-thermal neutron flux showed the best. Table. 2 summarizes the design results of P-source and

B-source.
Table. 2 Design results of B and P-sources
AlF;s D20 Ti cqg | EpV/fast | Epiflux
ratio rn /rm //Ser
B-source 33cm 10cm 1cm 0.05cm| 3.07E+00, 8.61E-05
P-source 63cm 10cm 5cm 0.05cm| 9.27E+00, 1.38E-05

4.2 Reduction of DT neutron contribution

Figure 6 shows the result of calculation for the neutron spectrum obtained for the B-source and P-source of
Table .2. From this figure, epi-thermal neutrons have successfully been generated in energy range from 0.5eV to
10keV. However, in the present design DT neutrons were used as a neutron source. In the figure, a strong peak at
14MeV is thus seen. Especially in the B-source, the intensity of epi-thermal neutrons was lower than the peak
strength of 14MeV. It means it should be necessary to reduce this contribution. The strong influence of 14MeV

may arise a bad result especially in basic researches of BNCT.

=#=AlF3:33cm D20:10cm Tizlem
~@-AlF3:63cm D20:10cm Ti:5cm

Neutron flux

DT neutron
source

anaiira,

A A
wiCasuicu

point

L 2
A
=

Flux Intensity[n/cm?/sec]

0 SeV

14.1MeV
1.E-09

1.00E-07 1.00E-06 1.00E-05 1.00E-04 1.00E-03 1.00E-02 1.00E-01 1.00E+00 1.00E+01 1.00E+02

Energy[MeV]

Fig. 6 Neutron flux intensity of P-source and B-source Fig. 7 Final design of the B-source with iron shield

In this study, in order to reduce direct 14MeV neutrons, calculations were carried out by adding an iron shield
between Be and D20 inside the column of the B-source as shown in Fig. 7.

Figure 8 was the result of calculation as a function of iron thickness.
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Fig. 8 Neutron intensity of B-source with iron to reduce the contribution of 14MeV

As shown in Table 3 and Figure 8, by increasing the iron thickness from 0 cm to 25 cm,
the flux intensity of 14 MeV was able to be suppressed down to about half of that without iron shield. Even
though iron shield was added, the neutron performance did not deteriorate so much. Hence, physically
acceptable iron thickness of 25 cm was finally employed. Final design for the B-source with iron shield was in
the following:

Cd; 0.05cm, AlF3; 33cm, D20; 10cm, Ti; 1cm, Fe; 25cm.

5. Conclusions and Future works

Design of an epi-thermal neutron field with a DT neutron source was carried out. Compared to the previous
design with AmBe sources, the performance was really improved to be more than 3 orders of magnitude in
epi-thermal neutron flux value. After contribution of gamma-rays will be examined the presently designed
assembly will be constructed at the OKTAVIAN facility of Osaka University. The characteristics measurement
will be carried out to compare with the simulation. Thereafter, it will be expected to be utilized for fundamental

experiments of BNCT.
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We have investigated the performance and the production method of alternative isotopes of >**Pu
as a radioisotope fuel for use in space radioisotope power generators. Polonium-209 has the possibility
to be an alternative material of ***Pu. It has enough half-time of 102 years and the specific power of
490 W/kg. From the simulation, the beam current of 14 A with 40 MeV proton energy provides 1 kg/yr

of **’Po annually.

1. Introduction

Historically, plutonium-238 has been proven to be the best radioisotope for the provision of space
nuclear power because of its high power density (540 W/kg), enough half-life (87.7 years), low
radiation levels, and stable fuel form at high temperature. But currently there is no large-scale
production of **Pu in the World [1]. Plutonium-238 produced by irradiation of **’'Np targets in a
nuclear reactor. The *’Np is derived from the production and irradiation highly enriched uranium fuel.
Chemical processing is used to separate the ***Pu. It was only the United States and Russia that have
such reactors and processing facilities. In the U.S., the K-Reactor at the Savannah River Site in South
Carolina, which was shut down in 1996, was the last reactor to produce significant quantities of >**Pu.
And Russia has also lost its capability to produce new ***Pu. In addition, plutonium has a safeguards
issue. International Atomic Energy Agency in their publication, INFIRC 153 [2], mentioned that
plutonium containing 80% of ***Pu or more is exempted from proliferation concerns. There is no
problem if pure ***Pu can be produced but **’Pu is contained in actuality. Therefore, isotope ratio of
>¥Pu would be less than 80% by its half-life eventually.

Current concerns over the limited supply and difficult treatment of ***Pu have increased the need
to explore alternative isotopes for space nuclear power applications. Polonium-209 has the possibility
to be an alternative material of **Pu. The **Bi (p, n)*”Po reaction is one of production method. The

purpose of this study is to evaluate the production efficiency of **’Po by the proton accelerator.

2. Polonium-209 and their production method

The key factors involved in selecting the radioisotope fuel for use in radioisotope power
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generators are: long half-life compared to the operational mission lifetime; a high power density and
high specific power [W/kg]; low radiation emissions; and a stable fuel form with a high melting point
suitable for the application. Moreover cost of fuel production and cost relative to benefits must be
reasonable. A simple calculation of specific power was performed to find an alternative radioisotope of
28py. Specific power q, [W/kg] by a decay can be expressed as
o = AQebaNy
M
where A is the decay constant[1/s], Q, is the Q-value of a decay [J] [3], b, is the branching ratio

of a decay, N4 is the Avogadro constant [1/mole] and M is the Molar mass [kg/mole]. Assuming

(D)

that all energy of charged particles is converted to heat and the decay of the daughter nuclides are
ignored.

f 2*Pu and major nuclides which have long half-life (> 10

Table 1 shows the calculation results o
years) and high specific power (> 100 W/kg). Considering the production by nuclear reaction, **’Po is
the best alternative material of *Pu. It has an enough half-time of 102 years compared to the
operational mission lifetime. In addition it does not depend on the nuclear fuel such as uranium and
plutonium. 'Y’Gd also has good performance but there is no production path from natural element by
one or two nuclear reaction. For *”Po, the **Bi (p, n)**Po reaction is a promising production path
from natural element.

Figure 1 shows the measurements [4-8] and evaluations [9, 10] of **Bi (p,n)*”’Po reaction cross
section. The threshold energy of this reaction is 2.69 MeV. Above the threshold energy the cross
section has a peak around 12 MeV because (n, 2n) reaction channel is opened at 9.69 MeV. It means
that using high energy proton produces Po isotopes. Po isotopes other than *’Po have shorter half-life
than **Po, for example ***Po is 2.898 y, *'’Po is 138.4 d. It requires enough cooling time. For this

reason, it is better that the Po isotopes production is smaller.

Table 1. Specific power of major o decay nuclides

Nuclide Specific power Half-life [year]
[W/kg]
>%py 567.5 87.7
Gd 660.9 70.9
29pg 492.5 102.0
22U 717.5 68.9
' Am 114.5 432.6
*$Cm 1842.4 29.1
*Cm 2830.2 18.1
*crf 152.5 351.1
20ct 3965.7 13.1
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Figure 1. Cross section of **Bi(p,n)*”Po reaction

3. Calculation results

Simulations for the production rate of Po isotopes were performed using the PHTIS code [11] with
a simple geometry. In this calculation, INCL (Intra-Nuclear Cascade of Liege) [12] was used as
nuclear reaction model for nucleons induced reactions. The target was natural Bi (metallic form of
*Bi) and was thick enough that all protons stopped completely. It was assumed that the target
composition does not change with irradiation. The calculation results of Po isotope production rate are

shown in Figure 2 and the ratio of 209

Po is shown in Figure 3. The production rate of ~~Po rapidly
increases as the incident proton energy increases around the threshold energy. Above 10 MeV, its
increase was moderate. Additionally, the ***Po is generated and the ratio of **Pu/(**""Pu) was
constant of about 0.2 above 20 MeV. Using these results, requirement for the proton beam were
obtained. Figure 4 and 5 are show the beam requirement of current and power for annual production
of 1 kg **Po, respectively. The incident proton energy of 40 MeV is the most efficient regarding beam
power. But it requires large beam current of 14 A to product 1 kg **’Po per year. This requirement for
accelerator is quite large in comparison with the current accelerator technology.

The reaction of *”Bi (n, y)*'°Bi (B decay) *'°Po (n, 2n)**Po is another production path. This
reaction may be possible in a system to use nuclear reactor and accelerator such as the ADS with
Lead-Bismuth target. For evaluating the production rate using this system, transport calculation of

proton and neutron and burnup calculation of Pb-Bi target are needed.
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4. Summary

209

The performance and the production method of © Po were investigated as a radioisotope fuel for

use in space radioisotope power generators. The **Po has the possibility to be an alternative material
of ***Pu. It has an enough half-time of 102 years compared to the operational mission lifetime. The
production by **Bi(p, n)*”Po reaction with the proton accelerator is the method which is independent
of nuclear fuel. The beam current of 14 A with 40 MeV proton provides 1 kg/yr of **Po annually.
However, the requirement for accelerator is quite large in comparison with the current accelerator

technology.
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Neutrons attract scientist’s attention as an important probe to see material because it can
easily transmit through matter and it has appropriate reaction cross section for most nuclides.
In particular, researches are underway in fields such as mine exploration, neutron CT,
visualization of coolant flow. In the authors' group, study on visualization of coolant is carried
out with a DT neutron source. As a part of these efforts, there is a study of temperature
measurements of fluid using slow neutrons. In this study, the possibility of temperature
measurements of fluid by using an AmBe neutron source is examined. The principle is quite
simple, that is, the peak of the Maxwellian distribution is shifted by temperature change. As a
result, the reaction rate of (n, y) reactions is changed by it. In this time, because we confirm
the principle verification, we examine a water sample, which is most-frequently used out of
coolants. Varying the temperature of the water, we measured hydrogen capture y-rays
emitted from the sample. As a result of measurements, the feasibility was confirmed
experimentally by checking the intensity change of discrete peaks of capture y-rays of
hydrogen. By this technique, temperature measurements can be performed non-destructively

and safely inside machines and at places difficult in entering and/or approaching.

1. Introduction

The authors’ group has carried out studies on visualization of the coolant, such as an
automobile engine by using a DT neutron source. Recently, as a part of these efforts,
researches on non-destructive measurements of the fluid temperature has been advanced
with slow neutrons. In the case of visualization of water flow, DT neutrons are necessary
because beta decay of the 16N reaction produced by 160(n, p) reactions is utilized. In the case
of the temperature measurement, as described in detail in the following chapter, it uses
neutron capture reactions. It is thus not necessary to use the DT neutron. An AmBe neutron
source 1s very easy to use compared to the DT neutron. In this study, thermal neutrons are

created using the AmBe neutron source, in order to investigate the possibility of temperature
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measurements of the fluid experimentally. By this study it can be expected to be possible to
safely measure the temperature nondestructively in a machine, even in a difficult place to

enter.

2. Principle
For most nuclides, as shown in an example of hydrogen in Fig. 1, the cross section of neutron
capture depicts a shape that is inversely proportional to the velocity of neutrons.

3 H-1
10 MR EREA B A B B B B me s

———————— elastic
—-—-— capture

10%
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a
o
°
A

Cross Section (barns)
3
T

chod vl vl 3l 10

102 107" 10° 10" 102 10° 10* 10° 10° 10
Neutron Energy (eV)

Fig 1 Cross section of 'H(n,y)2H.[1]

When the substance reaches its equilibrium state in a room, the neutron spectrum in the
substance varies depending on the kind of the composition and its temperature. It shows the
Maxwellian distribution as shown in Fig. 2 schematically. The peak position of the

distribution is determined by the material temperature.

n(e)/N

€

! 1 ! e
0 kT  2kT 3 kT
Fig. 2 The Maxwellian distribution at the temperature T, where k is Boltzmann's

constant and n(e)/N is the relative particle number density distribution.[2]
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The reaction rate, Nog, for the (n, y) reaction, can be calculated by the energy integral of o.
When the temperature rises, the distribution of @ shifts to the high energy side. Because o
decreases with increase of neutron energy, the reaction rate decreases accordingly. By

measuring the decrease, it is possible to estimate the fluid temperature.

3. Experiment and results

In this study, in order to perform proof-of-principle of temperature measurements, water
that is most commonly used as a coolant was selected as the sample. Capture cross sections of
1H contained in water are large. Monochromatic y rays of 2.22MeV are thus emitted via this
reaction. In addition, we use an AmBe source (185 GBq), because it is easy to use as a neutron
source. As shown in Figs. 3 and 4, the source was placed on the side surface of water in a
constant temperature bath. By adjusting the temperature of the bath, the average energy of
the hydrogen can be controlled through the water temperature. It is verified how much
change is seen in the measured intensity of the neutron capture gamma rays.

The 2.22MeV gamma-rays emitted by 'H (n, y) capture reactions were measured by an HpGe

semiconductor detector shielded heavily, which was arranged to view only the water sample.

HpGe semiconductor detector

.......................... Shield

............
__________

AmBe neutron source
250cm

Fig. 3 Horizontal cross section of the experimental arrangement

Fig. 4 Photos of experimental equipments; side view (left) and top view (right)
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Two kinds of experiments were carried out as follows:

OExperiment 1: 11 L water measured at temperatures, 22.6°C, 53.1°C, and 77.6°C.

OExperiment 2: 7.5 L ice and 3 L water measured at temperatures, 1.2°C and 53.2C.

In each measurement, gamma-rays of 2.22MeV emitted by the capture reaction from water
were measured. From the latter measurement, the data of 0°C can be obtained by
normalizing the value at 53.2°C. Figure 5 shows an example of the spectrum measured at
22.6°C (room temperature). In order to accurately measure the small changes due to the
small temperature difference, measurement was continued so that the net area counts of 2.22

MeV gamma rays (shown as a ROI in Fig. 5) reached more than 10000 counts.
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Fig. 5 Gamma-ray pulse height spectrum for water sample at 22.6 °C

Figure 6 shows the measured net area count divided by the measurement time (CPS).
Measured values are summarized in Table 1. For experimental values in the figure, after
plotting three-point data of Experiment 1, the data of 1.2°C was plotted which was evaluated
by normalizing the data of Experiment 2 at 50°C with three data of Experiment 1. This is
because the measurement conditions are different in Experiments 1 and 2. Lines in Fig. 6
were obtained by a least-squares fitting of points. A red dotted line shows the fitted analytical
calculation result performed with MCNP5[3] under the following conditions. A computational
model was made by simulating the real system precisely in three dimensions as shown in Figs
3 and 4. As a detector, the F2 tally was used to measure gamma-rays. In addition, in order to
accurately evaluate the difference by neutron temperature, was used S(a, B) of the light water.
Temperature points are 300K, 400K and 500K. The results of the three points are shown in

the figure together with the experimental values.
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Table 1 Reaction rate change due to temperature change

Gross | Total
Temperature(°C) Live time(sec) | Net area/Live time

22.6 9915 10272 633263 22780.72 0.435236

53.1 31724 32769 2112404 75296.33 0.421322 =
77.6 25275 26176 1746282 62507.69 0.404350 =

1.2 10011 10427 694032 25829.02 0.387587 0.443496
53.2 10186 10568 721236 27788.11 0.366560 0.419435
27* = = = = = 0.434
il = = = = = 0.377
227* = = = = = 0.326

*: MCNP calculation, **: Normalized to Experiment 1 at 50°C

0.5 -
+ Water
+ Water and ice
+ MCNP5
0.45 -
Water
Water and ice
w S e
3 0.4 - MCNP5
[]
B
o
g‘ 1st and 2nd experiments
a . .
% 0.35 - with the water and ice samples
3]
Z
0.3 -
1st experiment
with the water sample
0025 L] L] L] L] L] 1
0 50 100 150 200 250 300

Temperature(’C)

Fig. 6 Experimental values and calculation results.
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4. Discussion and conclusion

In Fig. 6, a clear change is experimentally observed in reaction rates through the difference
in the water temperature. However, in order to obtain accurate data, i.e., with statistical
errors of 1-2%, using a strong AmBe neutron source of 185 GBq, it took necessarily several
hours to complete the measurement for the water sample of about 10L. The quantity of fluid
seems to give not so large influence to the results. However, since it is difficult to utilize
neutron sources stronger than the present case, there is still a severe issue that the
measurement time is too long. On the other hand, the theoretical values evaluated with the
MCNP5 code were in good agreement with the measured values. As a result, it can be
expected that applications with the presently proposed technique can be designed and
predicted by theoretical calculatiion. However, in the case of water, it seemed to be possible to
estimate the temperature difference by using the evaluated S(a, B). As for other materials, if
S(a, B) is not evaluated particularly, it may be difficult to estimate the accurate effect. It
should be noted that when a Ge detector is used for measuring y rays, because it is set in a
very large background neutron field, it is seriously irradiated. In this point, we should pay
great attention to take an extreme care for radiation shielding.

From the result, it was confirmed that it is in principle possible to perform temperature
measurements nondestructively. However, we think of the following problems to be solved in
the future:

-Examination of the experimental conditions

More detailed discussions about conditions for practical applications should be necessarily
carried out for amount of sample, measurement time, AmBe strength, experimental
arrangement, performance of the detector and so on.

- It 1s necessary to evaluate how the minimum temperature difference can be measured in
acceptable accuracy for each material.

- Finally, feasibility studies should be carried out for other material, e.g., L1, F, Na, Hg, Pb

and so on.
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35. Present Status of BNCT-SPECT Development with CdTe Detector
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BNCT is a new radiation therapy which can destroy only tumor cells and will not damage healthy
cells. This therapy is not yet established to be a usually utilized treatment at the present time, because it has
some very serious unsolved problems. One of them is that the treatment effect cannot be known during
BNCT in real time. We are now developing a SPECT system to measure the treatment effect in real time. In
this paper, we describe the present status of BNCT-SPECT development.

1. Introduction

Recently, boron neutron capture therapy (BNCT) attracts medical field as a new radiation therapy.
BNCT can destroy tumor cells by alpha particles(c)) and lithium nuclei ("Li) emitted by the reaction of
thermal neutron or epithermal neutron with boron (‘’B). Ranges of emitted a and "Li particles are as long as
the same size as a human bodye cell. If '’B would be accumulated only in tumor cells, it would be expected
that only the tumor cells would be killed without damage of healthy cells. Also, BNCT has an advantage
that drugs containing boron compounds have already been developed which could be accumulated only in
tumor cells.

However, this therapy was not yet established as a usually utilized therapy at the present time. The
reason is that there are some very serious problems unsolved. One of them is that the treatment effect
cannot be known during BNCT in real time. In the present study, we have been developing BNCT with a
SPECT technology, named BNCT-SPECT, as a gamma-ray measuring device in real time in order to solve
the problem mentioned above. The BNCT treatment effect can be estimated by measuring 478keV
gamma-rays emitted from the exited state of 'Li nucleus created by 10B(n,(>L)7Li reaction by the SPECT
technology. However, it is known to be very difficult to measure 478keV gamma-rays, because capture
gamma-rays of 2.22MeV produced by 'H(n,y)’H reaction and annihilation gamma-rays of 511keV to be
detected just adjacent to 478keV gamma-rays become a large and critical background.

In this paper, we explain present status of BNCT-SPECT development.

2. BNCT-SPECT

At first, the principle of BNCT-SPECT is given in this chapter. "%B(n,0) Li reaction is expressed by the
next two nuclear reactions:

"B + n—a+ 'Li + 2.79 MeV (6.1%)
—at'Li*+2.31MeV+y(478keV)(93.9%) (1)

94 % of 'Li is in the first excited state, i.e., 'Li*. 7Li*decays in its half-life of 107" sec to emit a 478keV
gamma-ray via transition from the first excited state to the ground state. If the intensity distribution of
478keV gamma-rays can be measured, we can obtain the distribution of '’B(n,)’Li reaction rate in the
tumor. Also, the attenuation coefficient of this photon in tissues is about 0.1 cm’'. The 478keV gamma-rays
can escape from a human body to a large extent. The result of the measurement can be regarded as the
treatment effect of BNCT. A BNCT-SPECT device is used to measure the emission position and intensity
of the 478keV gamma-rays as shown in Fig.1

Collimator
~

Neutrons ___ Tumor cells - ray  Ey=478keV \
/—— = _— @’ \ Detectors
—— <. - -
& ——= 1015 QU
/= Sum
——@ S~ 19B+n " Lita+2.79MeV  (6.1%)
W " b Ny Li*ta+2.31MeV  (93.9%)
* 7Li+y(478keV)
Schematicarrangement
of BNCT-SPECT

Fig.1 Principle of BNCT-SPECT
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BNCT-SPECT is composed of a collimator and a multiple y-ray detector (arrayed vy-ray
detector).Emitted 478keV gamma-rays are collimated by this collimator, and measured by this array
detector. The BNCT treatment effect (local tumor dose) can be estimated from an obtained three
dimensional image of the gamma-rays.

However, the 478keV gamma-rays must be measured in a very high neutron field. The point is that
many secondary neutrons and gamma-rays emitted by primary neutrons form a very high
background field. It is thus quite difficult to accurately measure only 478keV gamma-rays out of such
various unwanted radiations.

3. Design requirements for BNCT-SPECT

As mentioned in the previous chapter, BNCT-SPECT should be so designed that 478keV
gamma-rays have to be measured in a very high background field. Also, actual medical site must be
considered. Considering the above condition, we set four design conditions as follows.

(D The spatial resolution should be about several mm in the obtained SPECT image from the viewpoint of
medical treatment.

@ 1t is necessary to complete a measurement in about 60 minutes, because the treatment time of BNCT is
normally less than one hour.

(® The number of counts per unit detector should be more than 1000 counts so that the statistical accuracy
can be kept to be less than several percent.

@ The energy resolution, full width at half maximum (FWHM), should be less than 33keV (511keV —
478keV) so as to measure annihilation gamma-rays and 478keV prompt gamma-rays separately.

To meet requirement (D, an elemental gamma-ray detector should be downsized to be as large as the
spatial resolution. However, to meet requirement (2 being contrary to requirement (), a gamma-ray
detector having an enough high counting efficiency for 478keV gamma-rays should be selected. In addition,
the detector should have a good energy resolution for requirement (. Finally, we decided using a CdTe
device with the following reasons[1]: a CdTe crystal is not necessarily enclosed with a casing, so that the
area of radiation incidence can be kept to be small enough to easily improve the spatial resolution. Recently,
a larger wafer can be produced and a high counting efficiency can be obtained so as to clear requirements
@ and . Also, a Schottky type CdTe crystal was introduced. The energy resolution can thus be
improved in order to meet requirement (4.
Next, the present status of BNCT-SPECT Development using a CdTe detector is described.

4. Present Status of BNCT-SPECT Development

Size and productivity of a CdTe element were investigated to meet design requirements((D~@))
mentioned in the previous chapter. According to theoretical calculations, necessary efficiency of the CdTe
element was fixed. Then, the thickness of it was determined to keep the incident surface small to some
extent by the spatial resolution limit.[2,3] Consequently, thickness of over 30 mm is necessary in case of
assuming that the incident surface is 2x1.5mm.[4]

Thereafter, the CdTe element was produced and the basic performance was confirmed
experimentally.[5,6]The efficiency and energy resolution of the CdTe element are shown in Figs.2 and 3,
respectively.
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Fig2. Intrinsic efficiency of the CdTe detector Fig3. Energy resolution of the CdTe detector

We successfully confirmed feasibility of the BNCT-SPECT, because a larger wafer of around 40 mm
was able to be produced by the currently proven technology. Then a precise design of the BNCT-SPECT
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was started.
(1) Separate measurement of 478keV and annihilation gamma-rays[7]

We have measured a pulse height spectrum with the produced CdTe element and confirmed possibility
of separate measurement of 478keV and annihilation gamma-rays (requirement (@) in a real BNCT case.
Figures 4 and 5 show the produced trial CdTe elemental detector (2x1.5%30mm) and electronic circuit.

<«— y-ray

O —

(a)CdTe element (2x1.5x30mm).  (b)CdTe detector.
Fig.4 Produced trial CdTe elemental detector

CdTe detector Electronic circuit

Bias voltage || Preamplifier || Amplifier || MCA
._) ORTEC428 ORTEC142 APTEC6300

y-ray source

Basic arrangement

Fig.5 Experimental scheme of the energy resolution measurement with standard gamma-ray sources

The experimental procedure consists of the following three processes. First, 478keV gamma-rays were
measured by the CdTe detector, using boric acid (300g) and an AmBe neutron source set in a graphite
column. (Fig.6(a)) Next, 511keV gamma-rays were measured using a *Na gamma-ray source set just
beside the CdTe detector.(Fig.6(b)) Figure 7 shows photos of experimental arrangements and used CdTe
detector.

Graphite column

22 o
(110¢m X 110cm X 100cm) Na (Gamma-ray source )
e
AmBe (Neutron source) Jeutrons Gamma-rays

Plastic container
Boric acid

CdTe detector CdTe detector
(a)Measurement of prompt gamma-rays of 478keV (b)Measurement of annihilation gamma-rays of
0.511MeV
Fig.6 Schematic experimental arrangements of 478keV and 511keV gamma-rays measurements by the

CdTe detector

dde.
AmBe neutron source
inside the graphite column

-
N

\ ES‘ Boric acid (300g)

247
CdTe detector /

(a)Expérimental setup. (b)CdTe detector.
Fig.7 Photos of experimental arrangement and CdTe detector

o -5

Omp

CdTe detector wrapped around plastic wrap
because of not entered boric acid

Finally, the measured two spectra were synthesized by using the intensity ratio observed in an actual
BNCT scene.[8] The synthesized spectrum is shown in the Fig. 8 together with pulse height spectra for 478
keV and 511keV gamma-rays in the left side of the figure. It was confirmed according to a preliminary
experiment with a HpGe detector carried out before the present experiment that the Doppler broadening of
478keV gamma-rays was surely appearing.[6] Then, it became clear that the 478keV gamma-ray peak was
expanded due to the Doppler broadening from Fig. 8. FWHMSs of 478 and 511keV were 17.7 and 16.9keV
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respectively. We finally confirmed experimentally that both gamma-rays could be measured separately even
if considering statistical errors of the measurements and the Doppler broadening of 478keV gamma-rays as
shown in Eq. (2).

Measured resolution= (17.7+11.3+16.9+3.66) /2=9.8~24.8<33keV 2)
|
0 20 1
— Iy 478keV
7 g Ell
g 20 § § \( 511keV
z | S Z0
";fl()‘ ‘ | | * - g 5
L
R L ' i
0360200 500 600 700 9360 200 500 600 700 07360 400 500 600 700 800
Energy[keV] Energy[keV] Gamma-ray enegry[keV]

Fig.8 Synthesized pulse height spectrum of 478keV and 511keV gamma-rays to be observed in the real
BNCT scene. Left upper and lower figures are for 478keV and 511keV gamma-rays, respectively.

(2)Collimator design for array type CdTe detector[9]
Next, we designed a collimator for an array type CdTe detector for requirements @ and ().

In the present collimator design pulse height spectra to be measured at the actual BNCT spot were
calculated by using MCNP5(Three-dimensional Monte Carlo N-Particle Transport Code).Design goals are
as follows: The number of peak net counts at 478keV is greater than 1000 for one hour and supplementary
the signal to noise (S/N) ratio at the 478keV peak is larger than unity. As for a neutron source condition, a
10 keV broad parallel neutron beam was used. We employed F4, F5 and F8 tallies to estimate reaction rate,
flux and pulse height spectrum, respectively. The CdTe detector size is assumed to be the achievable
maximum dimensions( 2x2.5x40mm) at present in Japan. Collimator diameter and number of holes were
decided considering this CdTe detector dimensions. Figure 9 shows finally obtained model of
BNCT-SPECT.
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Fig.9 Final calculation model of BNCT-SPECT taking into account even irradiation room

The calculation model is composed of an irradiation room, detector assembly and human body phantom.
As shown in the figure, the CdTe detector is mainly shielded with polyethylene, tungsten, boron and
lithium. Also, the CdTe detector is heavily shielded with tungsten and lithium especially in the forward
direction, because there are collimator holes in the direction. The thicknesses of the tungsten and lithium
are parameters to be used in the design calculations later.

The results of calculations are shown in Figs.10 and 11. Figure 10 is a pulse height spectrum at
478keV nearby From this result, it was confirmed that a peak of 478keV gamma rays from '’B(n,a)’Li
reaction is distorted greatly by noises due to gamma-rays other than 478keV gamma-rays. Among them,
highly-influential cause is a created Compton continuum by 2.22MeV gamma rays emitted from 1H(n,y)zH
reaction. According to the calculation results, 2.22MeV gamma-rays, the contribution ratio of which is
72%, have a bad influence. Figure 11 shows the S/N ratio and net count rate at 478 keV as a function of Li
and W thicknesses in front of the collimator.

From the figure, we decided the optimum thicknesses of tungsten and lithium to be 14 cm and 1.5 cm,
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respectively. The count rate of 478keV is 1159 counts per 60 minutes, which is larger than the target value.
On the other hand, the S/N ratio is 0.21 being less than the supplementary reference value.

Neutron flux intensity : 10 thermal neulrom/qec/cm at the tumor
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Fig.10 Calculated PHS at 478keV nearby  Figl1. S/N ratio and count rate at 478 keV as a function of Li
and W thicknesses

Next, we started to improve the S/N ratio. As described earlier, deterioration of the S/N ratio is caused
by the influence of Compton scattering. We then examined whether anti-Compton measurement in the
arrayed CdTe crystals could decrease the noise due to Compton scatterings.The calculation was carried out
with MCNPS5. Figure 12 shows a calculation model example, that is, a case of nine elemental detector
crystals. In calculations, firstly, assuming 2.22MeV gamma-rays are incident only to the center detector.
Compton continuum at 478keV is formed when the energy of Compton scattering gamma-ray of 2.22MeV
gamma-ray is 1.742 MeV. By F1 tally was calculated the leakage rate of the gamma-rays, a, escaping to an
outside sphere model without detection of 8 surrounding CdTe detectors. It means that the amount of 1.742
MeV gamma-rays detected by the surrounded CdTe detectors is 1 —a. Through the above simple
calculation, the percentage of anti-coincidence detection so as to reduce the Compton base part at 478 keV
can be obtained without “event mode” by the next equation.

n(1-2)*100% 3)

Actually, n, which is a correction factor for the angular distribution, is required for this calculation,
because the angular distribution of emitted Compton scattering gamma-rays is not taken into consideration.
However, this effect is known to be not so large, as high as 0.9 from the precise calculation. Figure 13
shows the result of anti-coincidence decreasing rate as a function of the number of detectors surrounding
the central detector. The vertical axis is anti-coincidence decreasing rate, and horizontal axis is reciprocal
of the total number of detectors. We calculated several cases for the total number of detectors, i.e., 9, 25, 49
and so on. The anti-coincidence decreasing rate is estimated to be 46 % by extrapolation to the actual case,
in which there are 4096 detectors, that is, a 64 by 64 array detector case. The S/N ratio would be doubled,
that is improved to be 0.42.
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Fig.12 Anti-coincidence calculation model Fig.13 Anti-coincidence decreasing rate

S5.Future Work
As a future work, we are planning to carry out measurement of actual anti-coincidence detection ratio
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by using a two-element CdTe detector. For this purpose, we already produced a first-trial two-element
CdTe detector this year. Figure 14 shows a photo of the two-element CdTe detector. Furthermore, to reduce
the Compton base at 478keV more substantially, a scintillation detector is set just behind the CdTe detector
as shown Fig. 15.

Scintillator
Compton scattering

. CdTe detector

Fig.14 Photo of the two-element CdTe detector. Fig.15 Schematic view of anti-coincidence detection.

6.Conclusion

To realize a SPECT system to estimate the treatment effect of BNCT in real time, we have been
developing the so-called BNCT-SPECT in Osaka University. After basic theoretical examination for the
elemental device, we produced a CdTe elemental detector by which we carried out the characterization
measurement. We thereafter confirmed possibility of separate measurement of 478keV and 51lkeV
annihilation gamma-rays experimentally with the developed CdTe detector by synthesizing their spectra
measured separately.

We then designed a collimator for BNCT-SPECT, and the best result was obtained when using a
combination of 14 cm thick tungsten shield and neutron shield of 1.5 cm thick lithium. As a result, the
count rate was 1159 counts per 60minutes, but the S/N ratio was 0.21 due to influence of Compton
scattering of 2.22 MeV hydrogen capture gamma-rays mainly. By considering the arrangement of an array
type CdTe detector to be implemented to the real BNCT-SPECT, the anti-coincidence decreasing rate of the
Compton scattering of 2.22MeV at 478 keV can be reduced by about 46%, that is, the S/N ratio of 0.42.

After testing the two-element CdTe detector, we will start designing of the real BNCT-SPECT soon.
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The object of this study is to clarify the validity of Thorium cross-section in JENDL-4.0!") through the
analysis of Thorium replacement worth experiments measured at Kyoto University Critical Assembly
(KUCA). The analysis results of Thorium experiment worth underestimate the experimental results. The
sensitivity analysis was carried out to clarify the cause of the underestimation and it is suggested that the
underestimation is caused by the smaller estimation of Thorium capture cross-section at energy range of

0.0542 eV-0.532 eV and 22.6 eV-4.31 keV.

1. Introduction

Recently, Thorium fuel has been re-focussed because of its potentials. However, the accuracy of
Thorium cross-section remains lower than other major actinides such as Uranium, Plutonium etc. The
objective of this study is to clarify the validity of Thorium cross-sections and covariances of JENDL-4.0,
and to suggest the desirable reaction types and energy range in order to enhance the validity of the

cross-section data.

2. Experiment and Analysis

Thorium replacement worths were measured at KUCA during 2011-2013 as the collaboration work
among Osaka University, Tokai University (later Tokyo City University) and Kyoto University. In this
campaign, the worths were measured at several cores with different spectrum field by changing the
arrangement of unit fuel where H/U (Hydrogen to Uranium-235 Ratio) =50, 140 and 210. Figure 1 shows
neutron spectrum of several cores measured worths. For measurement of Thorium replacement worth, the
excess reactivity of two core types were measured. One was replaced no Thorium plate, the other was
replaced four Thorium plates with Aluminium plates in central fuel rod. After measurement the excess
reactivity of each core, Equation 1 was used to evaluate Thorium replacement worths. The experimental
results were summarized in Table 1 with experimental error.

Thorium replacement worth = p’' —p (1)

where p is the excess reactivity before replacement and p’ is the excess reactivity after replacement.

- 204 -



JAEA-Conf 2014-002

SE-2
——H/U=210core

= 4E-2 ==:HfU=140core
=
=]
o HfU=50core
o
g 3E-2 -
2
i
[}
2 2E-2 -
c
o
B
i
2 1E2 -

DE+0 - - -

1E5 1E-3 1E-1 1E+1 1E+3 1E+5 1E+7

neutron energyleV]

Figure 1 Neutron spectrum of H/U=50,140 and 210 core

Table 1 Experimental results of excess reactivity and Thorium replacement worth

Excess reactivity [% A k/k] Thorium
Core H/U
before replacement after replacement replacement worth
50 0.1157+0.0037 0.3379+0.0029 0.2222+0.0047
140 0.0435+0.0003 0.2438+0.0011 0.2003+0.0012
210 0.0492+0.0004 0.3029+0.0010 0.2537+0.0011

The analysis of the worths was performed by continuous energy Monte Carlo code MVP™ with
JENDL-4.0, 1 billion history. The analysis results of Thorium replacement worth were summarized in
Figure 2 with one standard deviation of experimental error and statistical (Monte Carlo) error. The analysis

results show the underestimation of 5-10 %.

1.20
& H/U=210core
m H/U=140core
1.10 -
H/U=50core
(NN )
?J-.l.DO =
i
T
0.90 - ; *
0.80 T | \ |
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Figure 2 C/E of Thorium replacement worth at H/U=50,140,210 core

3. Uncertainty Analysis with covariance data
Sensitivity analysis was carried out by SAGEPY! so as to clarify the detail of the underestimation of
C/E by considering cross-section covariances. Cross-section covariances were evaluated by using the

ERRORR module of NJOY99.364"*!. The following equations were used to calculate the sensitivity of the
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worth and uncertainty of worth.

(-3
k k'
=

8E = |S,"VS,, 3)

Sw=— 2)

where Sy is the sensitivity coefficient of effective multiplication factor before replacement, S+ is the
sensitivity coefficient of effective multiplication factor after replacement, k is effective multiplication
factor before replacement, k' is effective multiplication factor after replacement, S, is the sensitivity
coefficient of worth, S,,” is the transposed matrix of the sensitivity coefficient of worth, V is
cross-section covariance matrix, 6E is the uncertainty of worth.

Figure 3 shows the uncertainty of C/E considering the uncertainty of cross-section. This figure reveals
that all cores cover C/E=1 within one standard deviation. Figure 4 shows the breakdown of the uncertainty
of C/E evaluated by nuclides. This figure reveals that Thorium cross section has a remarkable contribution
to the uncertainty. Figure 5 shows the breakdown of the uncertainty of C/E evaluated by Thorium
cross-section covariances of several reaction types; capture, fission, elastic, inelastic, (n,2n) scattering. This

figure reveals that the capture reaction has a remarkable contribution to the uncertainty of C/E.
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Figure 3 C/E of worth considering the uncertainty of cross-section
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Figure 4 Breakdown of uncertainty of C/E by nuclide
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Figure 5 Breakdown of uncertainty of C/E by reaction

Energy regions were decomposed based on capture cross-section covariance matrix so as to clarify the
contribution of each energy range to the uncertainty of C/E. Figure 6 shows the sensitivity coefficient of
worth by capture reaction, capture cross-section. Table 2 show the contribution to the uncertainty of C/E by
the capture cross-section decomposed into several energy ranges. The main contribution to the uncertainty

comes from 0.0542 eV—0.532 eV and 22.6 eV—4.31 keV where one standard deviation of capture reaction
covers the underestimation shown in Figure 2.
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Figure 6 Sensitivity coefficient of worth by capture reaction, capture cross-section

Table 2 Uncertainty of C/E by energy range

energy range[eV]
core H/U 100E-5~ 147E-3~ 542E-2~ 5.32E-1~ 226E+1~ 4.31E+3~

147E-3 5.42E-2 5.32E-1 2.26E+1 4.31E+3

100E+7 ot
210 0012 0021 0.086 0033 0.059 0014 0108
140 0015 0022 0.089 0037 0075 0018 0116
50 0.021 0024 0.065 0042 0087 0024 0106
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Figure 7 shows C/E for the case of changing capture cross-section at certain energy range so as to be
unity of C/E at H/U=50 core. About 26 % of capture cross-section at energy range of 0.0542 eV—0.532 eV
and about 20 % of capture cross-section at energy range of 22.6 eV—4.31 keV are changed in Figure 7.This
figure reveals that C/E for the case of changing capture cross-section at energy range of 22.6 eV—4.31 keV
is smaller effect on the difference between neutron spectrum of each core than C/E for the case of changing
capture cross-section at energy range of 22.6 eV—4.31keV. It is concluded that Thorium capture
cross-section at energy range of 22.6 eV-4.31 keV is more likely to be underestimation than that of 0.0542
eV-0.532 eV.

1.20 1.20

1.10 ¢ 4 110 - 20 %
w T w T ‘
S 1.00 - A 26 % o 1.00 - A ¢
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Figure 7 C/E of worth after changing capture cross-section at each energy range

4. Conclusion

The validity Thorium cross-section in JENDL-4.0 was evaluated through the experimental analysis
and the sensitivity analysis of Thorium replacement worth. The analysis results show that Thorium
cross-section is likely to be underestimation of about 20 % at energy region of 0.0542 ¢V-0.532 eV and
22.6 eV-4.31 keV. Considering the difference between neutron spectrum of each core, Thorium capture
cross-section at energy range of 22.6 eV—4.31 keV is more likely to be underestimation than that of 0.0542
eV-0.532 eV.
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