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The 2021 Symposium on Nuclear Data was held as an online connection conference on November 

18-19, 2021. The symposium was organized by the Nuclear Data Division of the Atomic Energy Society 

of Japan (AESJ) in cooperation with the Sigma Investigative Advisory Committee of AESJ, J-PARC Center, 

Nuclear Science and Engineering Center of Japan Atomic Energy Agency (JAEA), and High Energy 

Accelerator Research Organization (KEK).  

In the symposium, tutorials "New Developments in TALYS and TENDL-2021" and "Role of ADS 

and its Development Issues" were proposed and held. Three sessions of lectures and discussions were 

held: "J-PARC and JAEA Facilities", "Current Status and Future Prospects of Nuclear Data Research", 

and "Medical, Isotope Production, and Analysis". In addition, recent research progress on experiments, 

nuclear theory, evaluation, benchmark, and applications were presented in the poster session. The total 

number of participants was 132 participants. Each oral and poster presentation was followed by an active 

question and answer session. This report consists of a total of 36 papers including 14 oral and 22 poster 

presentations. 
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2021 年度核データ研究会報告集 

2021 年 11 月 18 日～19 日 

オンライン開催 

 

日本原子力研究開発機構 原子力科学研究部門 J-PARCセンター 

 

（編）山口 雄司、明午 伸一郎 

 
（2022 年 7 月 13 日受理） 

 
2021 年度核データ研究会は、2021 年 11 月18 日～19 日にオンライン形式で開催された。本

研究会は、日本原子力学会核データ部会が主催し、日本原子力学会「シグマ」調査専門委員会、

J-PARCセンター、日本原子力研究開発機構（原子力機構）原子力基礎工学研究センター、およ

び高エネルギー加速器研究機構（KEK）が共催した。 

チュートリアルとして「TALYSの新展開とTENDL-2021」および「ADSの役割と開発課題」

を企画し実施した。講演・議論のセッションとして、「J-PARCおよび原子力機構の施設」、「核

データ研究の現状と展望」および「医療、アイソトープ生成および分析」の 3 セッションを企画し実

施した。さらに、ポスターセッションでは、実験、理論、評価、ベンチマーク、応用等、幅広

い研究内容について発表が行われた。参加者総数は 132 名であった。それぞれの口頭発表及び

ポスター発表では活発な質疑応答が行われた。本報告集は、本研究会における口頭発表 14 件、

ポスター発表 22 件の合計36の論文を掲載している。 

 
キーワード： 2021 年度核データ研究会、実験、原子核理論、核データ評価、ベンチマークテ

スト、核データ応用 

 

原子力科学研究所：〒319-1195 茨城県那珂郡東海村大字白方2-4 
2021 年度核データ研究会実行委員会： 

明午伸一郎 (委員長、原子力機構)、佐野忠史 (副委員長、近畿大学)、片渕竜也 (東京工業大学)、 

佐波俊哉 (高エネルギー加速器研究機構)、木村敦 (原子力機構)、西尾勝久 (原子力機構)、 

北田孝典 (大阪大学)、国枝賢 (原子力機構)、湊太志 (原子力機構)、執行信寛 (九州大学)、 

渡辺幸信 (九州大学)、大津秀暁 (理研) 
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2 A Plan of Proton Irradiation Facility at J-PARC and Possibilities 

of Application to Nuclear Data Research

Fujio MAEKAWA1*

1J-PARC Center, Japan Atomic Energy Agency
2-4 Shirakata, Tokai-mura, Naka-gun, Ibaraki-ken 319-1195, Japan

*Email: maekawa.fujio@jaea.go.jp

The partitioning and transmutation (P-T) technology has promising potential for volume reduction 
and mitigation of degree of harmfulness of high-level radioactive waste. JAEA is developing the P-T
technology combined with accelerator driven systems (ADSs). One of critical issues affecting the 
feasibility of ADS is the proton beam window (PBW) which functions as a boundary between the 
accelerator and the sub-critical reactor core. The PBW is damaged by a high-intensity proton beam and 
spallation neutrons produced in the target, and also by flowing high-temperature liquid lead bismuth 
eutectic alloy which is corrosive to steel materials. To study the materials damage under the ADS 
environment, J-PARC is proposing a plan of proton irradiation facility which equips with a liquid lead -
bismuth spallation target bombarded by a 400 MeV–250 kW proton beam. The facility is also open for 
versatile purposes such as soft error testing of semi-conductor devises, RI production, materials 
irradiation for fission and fusion reactors, and so on. Application to nuclear data research with using the 
proton beam and spallation neutrons is also one of such versatile purposes, and we welcome unique ideas 
from the nuclear data community.

1. Introduction
The partitioning and transmutation (P-T) technology has promising potential for volume reduction 

and mitigation of degree of harmfulness of high-level radioactive waste. Japan Atomic Energy Agency 
(JAEA) is developing the P-T technology combined with accelerator-driven systems (ADSs). A proton 
beam of 30 MW and 1.5 GeV is introduced into a subcritical core of the ADS, and thermal power of 800 
MW is generated by fission reactions of minor actinides (MA) and other fissile fuel [1, 2]. In the ADS,
2.5 tons of MA are loaded, and 10 % of the MA, which corresponds to the amount of MA generated in 
10 units of light water reactors per year, can be transmuted per year.

To facilitate the development, JAEA has proposed Transmutation Experimental Facility (TEF) [3] 
since 2000 as one of experimental facilities of Japan Proton Accelerator Research Complex (J-PARC). 
The TEF consists of two individual facilities: ADS Target Test Facility (TEF-T) [4, 5] and Transmutation 
Physics Experimental Facility (TEF-P) [6]. The TEF-T equips with a spallation target in which liquid 
lead-bismuth eutectic (LBE) alloy flows. The LBE target is bombarded by a 400 MeV–250 kW proton 
beam in which ADS’s candidate proton beam window (PBW) materials are irradiated to establish a 

This is a blank page. 
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materials irradiation database. The TEF-P equips with a critical/subcritical assembly to investigate 
physical and dynamic properties of ADS’s sub-critical cores by using a low power proton beam of 10 W 
at maximum. Nuclear fuel pins containing MA are loaded to the assembly. A technical design report for 
TEF-T [5] and a safety design report for TEF-P [6] have been published in 2017 and 2018, respectively.

In 2018, JAEA has started reorienting the concept of the experimental facility to make it more 
attractive and effective by introducing leading edge knowledge to its purposes and specifications [7]. The
facility’s primary mission stays in challenging one of the most important engineering issues in the ADS 
development, that is, revealing irradiation and corrosion behavior of PBW materials by proton irradiation 
under high-temperature LBE flowing. In this sense, the facility is a proton irradiation facility similar to 
TEF-T. In addition to the primary mission, the facility is also open for versatile purposes such as soft 
error testing of semi-conductor devises, RI production, materials irradiation for fission and fusion reactors 
and high-energy accelerator facilities, and so on. Application to nuclear data research with using the 
proton beam and spallation neutrons is also one of such versatile purposes, and we welcome unique ideas
from the nuclear data community.

2. Outline of TEF-T
Since the baseline design of the proton irradiation facility takes over the design of TEF-T, this 

section briefly explains about TEF-T. As shown in the upper part of Figure 1, a vacuum duct is inserted 
vertically into an ADS’s sub-critical core immersed in LBE to introduce a proton beam provided by an 
accelerator. The PBW is the end plate of the duct located at the bottom, and is a boundary between high 
vacuum in the accelerator side and LBE in the reactor core side. The PBW is exposed under very severe 
environment such as radiation damage due to the proton beam and spallation neutrons, high temperature 
around 500°C, corrosion and erosion of materials due to LBE, thermal stress and pressure difference 
between the high vacuum and LBE. Since engineering feasibility of the PBW is one of critical issues for 
the ADS development, TEF-T is proposed as a materials irradiation facility where the severe ADS 
environment can be simulated.

Figure 1 ADS’s PBW and proton beam irradiation of the PBW materials at TEF-T
A high-power proton beam of 400 MeV–250 kW is impinged to the LBE target of TEF-T to irradiate 
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sample materials in the LBE target by the primary protons and spallation neutrons as shown in the lower 
part of Figure 1. After the irradiation, the sample materials are taken out from the target. Sample 
specimens are cut out from the irradiated sample materials, and transported to JAEA’s PIE facilities, i.e., 
Reactor Fuel Examination Facility (RFEF) and/or Waste Safety Testing Facility (WASTEF). The sample 
specimens are then served for post-irradiation examination such as tensile tests and metallographic 
observation. The TEF-T equips with a hot-cell to yearly exchange the target vessel and to prepare the 
sample specimens.
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research reactors dedicated for materials irradiation are decreasing. Actually, it has been decided to shut 
down the JAEA’s Japan Material Testing Reactor (JMTR) [8]. The International Fusion Materials 
Irradiation Facility (IFMIF) [9] is under development while it takes time to realize it. To satisfy these 
strong needs for materials irradiation, spaces around the LBE target where neutron flux is very high can 
be served. The most important parameter to characterize irradiation fields in terms of particles’ energy is 
the ratio of He production to displacement damage (He/dpa ratio). Figure 3 illustrates a map of required 
irradiation parameters of the He production and displacement damage. Figure 4 shows distributions of 
the He/dpa ratio around the LBE target. The interior of the LBE target is suitable for high-energy 
accelerator materials irradiation because the He/dpa ratio is around 100. A question is how to realize the 
irradiation fields for fusion and fission reactors for which the He/dpa ratios of 10~15 and around 1, 
respectively, are required. The answer can be found in Figure 4. The He/dpa ratios outside the LBE target 
vary from over 10 to around 1 with changing angles with respect to the direction of the proton beam. The 
positions for the forward and backward angles outside the target are suitable for irradiation of fusion and 
fission reactor materials, respectively. Accordingly, the new facility is capable of irradiating materials 
for fusion and fission applications in addition to high-energy accelerator facilities including ADS.

Figure 3 Map of irradiation parameters

Figure 4 He/dpa ratio around the LBE target

3.2. Soft-error testing of semi-conductor devises
Semiconductor devices are key components to realize the Society 5.0 such as self-driving and IoT

while cosmic-ray neutrons can induce soft-errors on semiconductor devices resulting in malfunction of 
the systems. It is expected that the number of semiconductor devises will increase by 60 times in 20 years.
High integration of semiconductor devices enhances effects of soft-errors. However, lack of neutron 
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irradiation field for testing soft-errors of semiconductor devices is one of serious issues in the world.
Under this situation, a neutron irradiation field suitable for the soft-error testing can be realized by using 
high-energy neutrons produced in the LBE target. As shown in Figure 5, the neutron flux intensity 
expected in the proton irradiation facility is as at least 10 times high as the existing facilities. Owing to 
the high flux intensity, testing time can be shortened to less than 1/10. Thus the facility can contribute to 
realize the Society 5.0, and strengthen the international competitiveness of semiconductor devices
produced in Japan.

3.3. RI production
Many kinds of radioactive isotopes (RIs) can be produced by spallation reactions induced by high-

energy protons. Needs for medical RIs, especially -emitters such as 225Ac for prostate cancer, are 
increasing in recent years. Production of 225Ac (T1/2 = 9.92 d) by high-energy proton reactions has been 
demonstrated at the TRIUMF facility in Canada [10]. They utilized the 232Th(p, x)225Ra reactions induced 
by the 438 MeV protons, and chemically extracted 225Ac which was the decay product of 225Ra (T1/2 =
14.9 d). By referring the TRIUMF’s result, how much 225Ac can be produced in the proton irradiation 
facility was estimated with the following assumptions: a 10 mm thick 232Th target, use of 10 % of full 
beam (400 MeV, 25 kW), 2 weeks irradiation for one cycle, and 12 cycles per year. As a result, it was 
found that about 80 GBq of 225Ac could be produced per year. This amount is almost equivalent to the 
annual amount of 225Ac currently in circulation in the world.

Figure 5 Comparison of neutron flux intensities
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Figure 6 Neutron spectra at TEF-T and other facilities

3.4. RI beam by ISOL
The RIs are also crucial for fundamental physics research. As one of multi-purpose uses of TEF-T, 

a plan of heavy-ion science which would be realized by producing a radioactive beam created in the 
proton-induced reactions was proposed. The central framework for the RI production was based on the
Isotope Separation On-Line (ISOL). The TEF-T ISOL is described in detail in the report [5].

3.5. Hot-labo
The idea of TEF-T is to irradiate sample materials with the proton beam, and once they are irradiated, 

the materials are transported to the JAEA’s hot-labo facilities for post-irradiation examination (PIE). 
Although this method utilizes the existing hot-labo facilities efficiently, it is not always suitable because 
of the following two reasons: the transportation of irradiated samples is inefficient in time and cost, and 
the JAEA’s hot-labo facilities are rather old as they are built more than 40 years ago. Furthermore, 
although there are many high-intensity accelerator facilities in the world, facilities in which PIE is 
possible are scarce. Hence, it is desirable to furnish the new facility with a hot-labo. The hot-labo can be 
used for PIE of the sample materials irradiated in the facility, and also it can accept irradiated materials 
from the existing J-PARC’s experimental facilities, and so on. Accordingly, the new facility can 
contribute not only to the ADS development but also to upgrading and enhancing safety and efficient 
operation of the J-PARC’s existing facilities.

4. Specification of the facility for the versatile needs
This section summarizes specifications of the facility for the versatile needs.

Proton beam
Energy: 400 MeV
Peak current: 50 mA (would be upgraded to 60 mA)
Pulse width: 500 s (would be upgraded to 600 s)
Short width pulses, several ns for example, can be separated from the 500- s long width pulses by 
using the laser charge exchange method [11] but with the peak current unchanged.
Beam power: 250 kW (would be upgraded to 360 kW)
Repetition rate: 25 Hz
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Neutron field
: 2×107 [n/cm2/s] (Figure 5)

at 30 cm from the LBE target, fast: 7×1012 [n/cm2/s], >20 MeV: 3×1010 [n/cm2/s],
spectrum shown in Figure 6

5. Summary
To study the materials damage under the ADS environment, J-PARC is proposing a plan of the 

proton irradiation facility which equips with the LBE spallation target bombarded by the 400 MeV–250
kW proton beam. The facility is also open for versatile needs such as soft-error testing of semi-conductor 
devises, RI production, materials irradiation for fission and fusion reactors and high-energy accelerator 
facilities, and so on. Application to nuclear data research with using the proton beam and spallation 
neutrons is also one of such versatile needs, and we welcome unique ideas from the nuclear data 
community.
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Abstract

The search for sterile neutrinos is one of the hottest topics in neutrino physics in this
decade.

JSNS2 (J-PARC Sterile Neutrino Search at the J-PARC Spallation Neutron Source) and
the second phase of the experiment JSNS2-II aim to search for neutrino oscillations with
Δm2 near 1 eV2 at the J-PARC Materials and Life Science Experimental Facility (MLF).
With the 1 MW of 3 GeV proton beam created by Rapid Cycling Synchrotron (RCS) and
spallation neutron target, an intense neutrino beam from muon decay at rest is available.
Neutrinos come predominantly from μ+ decay: μ+ → e+ + ν̄μ + νe. The oscillation searched
for is ν̄μ to ν̄e, which is detected via the inverse beta decay interaction ν̄e + p → e+ + n,
followed by gammas from neutron capture of Gd. The JSNS2 detector (and the near detector
in the JSNS2-II) with a fiducial volume of 17 tonnes is located 24 m away from the mercury
target. The new far detector of the JSNS2-II that is being newly constructed is located
outside the MLF building with the baseline of 48 m. This far detector has a 32 tonnes of
the fiducial volume. These experiments directly test the LSND anomaly.

Additional physics programs include the cross section measurements with neutrinos with
order 10 MeV from muon decay at rest and with monochromatic 236 MeV from kaon decay
at rest. These are important for the potential observation of a supernova explosion using
neutrinos and nuclear physics.

JSNS2 started data taking in 2020 and the accumulated Proton-On-Target (POT) is
1.45×1022. The far detector of JSNS2-II is under the construction. This article describes
the status of these experiments.

1 Introduction

The Nobel Prize in 2015 was awarded for the discovery of neutrino oscillations in 1998 [1].
However, there are still a lot of things to be investigated in oscillation phenomena and the one
of the hottest topics is to decisively confirm or refute of the existence of the sterile neutrinos
with neutrino oscillations.

The existence of the sterile neutrinos was indicated by the Liquid Scintillator Neutrino
Detector (LSND) experiment originally in 1998 [2]. They have no weak interaction, thus they
are only sensitive to the gravity.

However, there have been no final conclusions from experiments so far, especially some other
indications are shown to be in contradiction with LSND [3, 4, 5]. Many ongoing experiments
have continued the search recently. For these other experiments, please refer to other references,
for example [6].

JSNS2 [7] (J-PARC Sterile Neutrino Search using J-PARC Spallation Neutron Source)
will make a direct test of the LSND result. Also the new detector of the next phase of the
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experiment, JSNS2-II [8], using two detectors with different baselines, is under construction.
This article briefly explains the current status of both JSNS2 and JSNS2-II.

2 Setup and principle of the experiments

Figure 1 shows the setup and sensitivities of the experiments. 3 GeV protons hit the mercury
target and the collisions create the pure ν̄μ via μ+ decay-at-rest. The neutrino oscillation
(ν̄μ → ν̄e) is studied using two liquid scintillator detectors at two short baselines: 24 m and
48 m.

The current JSNS2 experiment has 50 tonnes of liquid scintillator detector and is located on
the third floor of the MLF. This includes 17 tonnes of Gd loaded liquid scintillator (Gd-LS) inside
an inner acrylic tank. JSNS2 is taking data and it will accumulate POT, which corresponds to
1 MW (beam power) × 3 years. This detector will also be used as the near detector of JSNS2-II
after the designed JSNS2 POT has been reached. The JSNS2-II experiment adds 163 tonnes of
liquid scintillator detector outside of the MLF building. This includes 32 tonnes of the Gd-LS
inside an inner acrylic tank. JSNS2-II aims to start data taking from 2023. Using two different

Figure 1: The setup and the sensitivities of the JSNS2 and JSNS2-II experiments.

baselines, the neutrino oscillation and therefore the LSND anomaly will be investigated directly.
JSNS2-II provides a better sensitivity in the low Δm2 region than that of the current JSNS2,
as shown in the bottom two plots in Fig. 1. The new far detector therefore is essential in the
investigation of the LSND anomaly.

If the ν̄μ → ν̄e oscillation or conversion occurs, this will be observed via the Inverse-Bata-
Decay (IBD) reaction in the Gd-LS: ν̄e + p → e+ + n. The resulting neutron is thermalized and
captured by Gd, and the coincidence with the signals between IBD prompt (e+) and delayed
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(n-Gd) can be detected. Using this coincidence eliminates most of the accidental background.
MLF has an excellent short-pulsed beam profile: two bunches with 100 ns width and sepa-

rated by 600 ns. The frequency of the repetition of these two bunches is 25 Hz. To reduce the
cosmic ray-induced and beam-related backgrounds, this timing structure is ideal.

Compared to the LSND experiment, the low duty factor beam and Gd-LS are strong advan-
tages (LSND used a Linac beam with a poor duty factor and pure liquid scintillator). JSNS2

and JSNS2-II will have a smaller accidental background rate and therefore JSNS2(-II) will be a
direct and ultimate test for the LSND anomaly.

3 Current status

3.1 JSNS2

JSNS2 started data taking from 2020. The accumulated POT is 1.45×1022 POT, which corre-
sponds to approximately 13% of the designed POT.

The analysis of the accumulated date is on-going. As shown in the recent paper [9], the
neutron background induced by cosmic rays is the dominant background for the JSNS2. To
address this, JSNS2 dissolved 10% Di-Isopropyl-Naphthalene (DIN) by weight into the Gd-LS
in 2020-2021. DIN will improve the Pulse-Shape-Discrimination (PSD) power between neutrons
and positrons and thus help to reduce any accidental coincidences due to the cosmic ray induced
background.

As a result of the DIN dissolution, the neutron rejection power is 97.4±0.5%, while the
positron efficiency is 94.2±2.6% in the detector central region (Fig. 2). The goal of the neutron

Figure 2: The Pulse Shape Discrimination (PSD) capability of the JSNS2. The black graphs
shows Michel electrons (ME) and the red shows fast neutrons (FN). The events with scores
above zero correspond to “electron-like” and those below zero correspond to “neutron-like”.

rejection factor is ∼100 and therefore we are achieving the good PSD capability which is near to
the goal. Note that the rejection factor and the efficiency are estimated by the Michel electron
made by stopped muons inside the detector and the fast neutrons control sample. Currently,
the impurity inside the control samples is being estimated.

In addition to the sterile neutrino search, the events created by the monochromatic 236 MeV
from kaon decay-at-rest (KDAR) are being studied. KDAR neutrinos provide quasi-elastic
interactions inside the Gd-LS, resulting in a sequence of scintillation light events from the muon
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and proton (the prompt signal) to the Michel electron created from the prompt muon (the
delayed signal). A detailed analysis is on-going.

The next physics run will start in February 2022. The JSNS2 collaboration is currently
preparing for the data taking.

3.2 JSNS2-II

The construction of the new far detector was started in September 2021, and being performed
smoothly. Figure 3 shows the status of the construction of the stainless steel (s.s.) tank. The

Figure 3: The status of s.s. tank construction of the JSNS2-II as of 17 December 2021. The
inner s.s. tank can be seen in the back, while the base of the detector and the support structure
of the outer s.s. tank can be seen in the front.

base, the support structure and the inner s.s. tank have already been produced and the outer
s.s. tank for the veto region is being built at present. The construction of the s.s. tank will be
completed by March 2022.

The acrylic tank will be produced in 2022. The liquid scintillator and Gd-LS were already do-
nated by the Daya-Bay experiment [10]. Thirty Photo-Multiplier-Tubes (PMTs) will be donated
from the Double-Chooz experiment [11]. The remaining ∼180 PMTs will be purchased from
Hamamatsu company or donated from Double-Chooz further. The installation of the PMTs will
be completed in 2022.

Most of the construction schedule follows the original schedule in the reference [8]. The data
taking will start in 2023.

4 Summary

JSNS2 is directly testing the LSND anomaly using the same neutrino source, the neutrino target
and the detection principle (IBD). The JSNS2-II will continue this test with higher precision.
JSNS2 has accumulated data corresponding to 1.45×1022 POT. The data is extensively being
analyzed. The new far detector of JSNS2-II is being built at present. The construction is
progressing smoothly and the data taking will start in 2023.
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and proton (the prompt signal) to the Michel electron created from the prompt muon (the
delayed signal). A detailed analysis is on-going.

The next physics run will start in February 2022. The JSNS2 collaboration is currently
preparing for the data taking.

3.2 JSNS2-II

The construction of the new far detector was started in September 2021, and being performed
smoothly. Figure 3 shows the status of the construction of the stainless steel (s.s.) tank. The

Figure 3: The status of s.s. tank construction of the JSNS2-II as of 17 December 2021. The
inner s.s. tank can be seen in the back, while the base of the detector and the support structure
of the outer s.s. tank can be seen in the front.

base, the support structure and the inner s.s. tank have already been produced and the outer
s.s. tank for the veto region is being built at present. The construction of the s.s. tank will be
completed by March 2022.

The acrylic tank will be produced in 2022. The liquid scintillator and Gd-LS were already do-
nated by the Daya-Bay experiment [10]. Thirty Photo-Multiplier-Tubes (PMTs) will be donated
from the Double-Chooz experiment [11]. The remaining ∼180 PMTs will be purchased from
Hamamatsu company or donated from Double-Chooz further. The installation of the PMTs will
be completed in 2022.

Most of the construction schedule follows the original schedule in the reference [8]. The data
taking will start in 2023.

4 Summary

JSNS2 is directly testing the LSND anomaly using the same neutrino source, the neutrino target
and the detection principle (IBD). The JSNS2-II will continue this test with higher precision.
JSNS2 has accumulated data corresponding to 1.45×1022 POT. The data is extensively being
analyzed. The new far detector of JSNS2-II is being built at present. The construction is
progressing smoothly and the data taking will start in 2023.
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4 Outline of JENDL-5
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The latest version of Japanese Evaluated Nuclear Data Library, JENDL-5, was released in December 
2021. JENDL-5 was developed to meet the needs of various fields including nuclear energy and 
accelerator application. The neuron reaction data of JENDL-5 were largely improved and increased from 
the previous version JENDL-4.0. In addition to the neutron data, the various data in the JENDL special 
purpose files were integrated into JENDL-5. In this paper, the outline of JENDL-5 is described.

1. Introduction
The first version of Japanese Evaluated Nuclear Data Library (JENDL-1)1) aiming at fast reactor

development was released in 1977. Since then, the neutron induced reaction data were continuously 
updated in the general-purpose files2) to improve accuracies of neutronics calculation for nuclear reactors 
including thermal and fast reactors and also fusion reactors. For other applications, various kinds of data
files were developed and released as special-purpose files since 1991. The release history of the JENDL 
general and special purpose files is shown in Fig. 1. Before 2000, the special-purpose files focused on
neutron induced reaction cross sections for dosimetry and activation that were not provided by the 
general-purpose files. In contrast, after 2000 the files were extended to charged-particles and photon 
induced reactions. Those energy range including for neutron increased up to around 200 MeV for high 
energy accelerators. So far, may special-purpose files have been released but they sometimes arise
problems in the consistencies between the general and special purpose files.

More than 10 years had already passed since the release of JENDL-4.03) in 2010 and large amounts
of experimental data have been accumulated. The JENDL-5 project was launched to develop a new 
general-purpose file that covered over not only nuclear reactors but also accelerator applications by
merging the special purpose files; it also targeted to update the data with reflecting current experimental 
and theoretical knowledge of nuclear data. In addition to the reaction data, fission yields and decay data 
were also newly evaluated using available experimental data with theoretical models. For the first time 
in the JENDL development, thermal scattering law data were originally evaluated for many materials 
including light and heavy water. For charged particles such as proton, deuteron, alpha-particle, and photon,
the data of the special purpose files were integrated into JENDL-5 with improving the data. Since the 
alpha-particle induced reaction data in JENDL/AN-20054) contain only neutron-emission related data, the
data needed for radiation transportation calculations were complemented. Regarding neutron induced 
reaction, in addition of the incident energy extension, the neutron cross sections were also integrated with
the activation data of JENDL/AD-20175).

This is a blank page. 
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JENDL-5 was released in December 2021; it consists of sublibraries of neutron reaction, proton 
reaction, deuteron reaction, alpha-particle reaction, photo-nuclear reaction, fission product yield, decay
data, thermal scattering law, photo-atomic, electro-atomic, and atomic relaxation. In this article, outline 
of JENDL-5 and some of the evaluated data are described.

2. Neutron reaction sublibrary
The neutron reaction sublibrary provides the data of various reactions, the secondary particle 

emission, and residual nucleus production for neutron induced reactions on 795 nuclides from H to Fm
isotopes. The number of the nuclides became almost double of 406 as of JENDL-4.0. They include all of 
stable isotopes and a large number of unstable isotopes that are considered as much enough for various 
kinds of radiation simulations. The upper energy limit of incident energy was extended to 200 MeV 
(partially 20 MeV) by merge of JENDL-4.0/HE6) and JENDL/ImPACT-20187) and by new evaluations.
The activation related data such as isomer productions, which were provided in special purpose files so 
far, were also merged into JENDL-5.

The revisions of cross sections in JENDL-4.0 were carried out across from light to heavy nuclei 
including important data for nuclear reactors. Main points in the revision of major actinide data are listed 
below:
- the resolved resonance parameters of ENDF-B/VIII.0 (CIELO-1) for 235, 238U and 239Pu were adopted 

with modifications
- fission cross sections for fast neutrons were fully updated for 233, 235, 238U, and 239, 240, 241Pu with the 

new SOK evaluation taking into accounts recent experimental data with extending the energy upper 

Fig. 1. Release history of the JENDL general and special purpose files. The data types are indicated 
by light-blue letters and the boxed ones are integrated into JENDL-5.

JAEA-Conf 2022-001

- 22 -



limit to 200 MeV
- the fission neutron spectra below 5 MeV for 235U were evaluated by fitting with the Los Alamos 

model to the experimental data
- the fission neutron multiplicities were revised taking into accounts both differential experimental 

data and integral benchmark testing
- the minor adjustments of fission and capture cross sections were made with the results of integral 

benchmark tests of fast reactors
The cross-section variations from JENDL-4.0 in group averages for 235U fission and capture reactions are
shown in Fig. 2. JENDL-5 adopted the resonance parameters of ENDF/B-VIII.0 which was based on the 
new experimental data of neutron capture cross sections. The fission cross section above 10 keV is the 
new evaluation by SOK. While thermal values are almost the same values as JENDL-4.0, the fission cross 
sections are changed by several % over wide energy region and capture cross section in resonance region 
also shows larger variation. After the release of JENDL-4.0, neutron capture cross sections for minor 
actinides were actively measured with ANNRI at J-PARC. The resonance parameters of 237Np, 241,243Am
and 244,246Cm were updated with the results of those data.

Revisions of the data for structure materials and light nuclei were one of the main targets of JENDL-
5. Many nuclides including isotopes of C, N, O, F, Na, Ne, Ti, Cr, Mn, Fe, Co, Ni, Zn, Zr, Nb, Sn, Ho,
Lu, Re, Ir, Pt, Tl, Po, Rn, Pb etc. were revised or newly evaluated. The newly developed R-matrix 
resonance analysis code AMUR was applied to the evaluation for the light nuclei such as C, N, O, F, and 
Na isotopes. Above the resonance region, the nuclear reaction model code CCONE were widely used for 
evaluation of the various reaction cross sections and the spectrum of secondary particle emissions. 
JENDL-5 provides isomer production cross sections that is needed for evaluations of neutron activation 
of materials. Figure 3 shows the results of 58Ni(n,p) reaction that were evaluated consistently for total 

Fig. 2. Relative change of group-wise cross sections from JENDL-4.0 for fission and neutron capture

JENDL-5 was released in December 2021; it consists of sublibraries of neutron reaction, proton 
reaction, deuteron reaction, alpha-particle reaction, photo-nuclear reaction, fission product yield, decay
data, thermal scattering law, photo-atomic, electro-atomic, and atomic relaxation. In this article, outline 
of JENDL-5 and some of the evaluated data are described.

2. Neutron reaction sublibrary
The neutron reaction sublibrary provides the data of various reactions, the secondary particle 

emission, and residual nucleus production for neutron induced reactions on 795 nuclides from H to Fm
isotopes. The number of the nuclides became almost double of 406 as of JENDL-4.0. They include all of 
stable isotopes and a large number of unstable isotopes that are considered as much enough for various 
kinds of radiation simulations. The upper energy limit of incident energy was extended to 200 MeV 
(partially 20 MeV) by merge of JENDL-4.0/HE6) and JENDL/ImPACT-20187) and by new evaluations.
The activation related data such as isomer productions, which were provided in special purpose files so 
far, were also merged into JENDL-5.

The revisions of cross sections in JENDL-4.0 were carried out across from light to heavy nuclei 
including important data for nuclear reactors. Main points in the revision of major actinide data are listed 
below:
- the resolved resonance parameters of ENDF-B/VIII.0 (CIELO-1) for 235, 238U and 239Pu were adopted 

with modifications
- fission cross sections for fast neutrons were fully updated for 233, 235, 238U, and 239, 240, 241Pu with the 

new SOK evaluation taking into accounts recent experimental data with extending the energy upper 

Fig. 1. Release history of the JENDL general and special purpose files. The data types are indicated 
by light-blue letters and the boxed ones are integrated into JENDL-5.
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reaction and isomer productions, showing good agreement with available experimental data.

3. Other sublibraries
Neutron thermal scattering law data are important for thermal nuclear reactors. However, original 

evaluations were not performed in Japan so far. For the first time in JENDL, JENDL-5 included new 
original evaluated data of H2O, D2O, methane, mesitylene, benzene, etc. that were obtained using 
molecular dynamics simulations8,9). In addition, by adopting evaluated data of ENDF/B-VIII.0 and JEFF-

Fig. 3. Cross sections of 58Ni(n,p) reaction for total reaction and isomer productions. Evaluated 
results of JENDL-5 are shown by red solid and dashed lines for total and isomer production, 

respectively.

Fig. 4. Calculated results with fission yield and decay data for the decay heat for 235U (left panel) and 
for the delayed neutron (right panel). The results are shown as ratios to the experimental data 

measured at YAYOI reactor for the decay heat and to the fitted value by Keepin et al. for the delayed 
neutron. Doted lines indicate experimental uncertainties.
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3.3, JENDL-5 provides the data for 62 elements (37 materials) in total in the thermal scattering law 
sublibrary.

The fission product yield sublibary is based on the evaluation by Tsubakihara et al. They are 
evaluated with large amounts of the available experimental data and theoretical aspects on nuclear 
structure using statistical estimation with physical consistency10). Their covariance data were also 
provided as a part of JENDL-5.

The decay data sublibrary consists of 4,071 nuclides including neutron and nuclei from H-1 (Z=1) 
to Og (Z=118). The data were created by adopting the data of Evaluated Nuclear Structure Data File 
(ENSDF)11) with complementing the total absorption gamma-ray spectroscopy (TAGS)12) data, the 
theoretical model calculations, etc. Figure 4 shows the results of summation calculation of decay heat and 
delayed neutron with fission product yield and decay data sublibraies.  While the results of delayed 
neutron data with JENDL/DDF-2011 and JENDL/FPY-2011 largely overestimates the data of Keepin et 
al.13), which was obtained by fitting to the experimental, the result of JENDL-5 agree with it in the whole-
time region with showing also good agreement for the decay heat.

JENDL-5 integrated charged particle (proton, deuteron and alpha-particle) and photon induced 
reaction data that were released as the special purpose files so far. The revision and addition of stored 
data were also made. Among the charged particle data, the alpha-particle induced reaction data, which 
were released as JENDL/AN-20054), were largely improved by adding the necessary data for particle 
transportation calculation and by updating emission spectrum taking into accounts new theoretical 
calculation with CCONE. Figure 5 shows neutron yields from a UO2 thick target for 5.5 MeV alpha-
particle irradiation. The calculated result with JENDL-5 was largely improved from JENDL/AN-2005.

4. Summary
The developed JENDL-5 has the next features: (1) increase of the number of nuclei (795) for neutron 

reaction data with complete isotopes in natural abundance, (2) revision of large amount of nuclear data 
taking into accounts up-to-date knowledge from light to heavy nuclei, (3) adoption of the first original 
evaluation of neutron thermal scattering law in Japan, (4) integration of special purpose files of neutron-

Fig. 5. Results of PHITS calculation for neutron yields form a UO2 thick target for 5.5 MeV alpha-
particle irradiation with JENDL-5 and JENDL/AN-2005.

reaction and isomer productions, showing good agreement with available experimental data.

3. Other sublibraries
Neutron thermal scattering law data are important for thermal nuclear reactors. However, original 

evaluations were not performed in Japan so far. For the first time in JENDL, JENDL-5 included new 
original evaluated data of H2O, D2O, methane, mesitylene, benzene, etc. that were obtained using 
molecular dynamics simulations8,9). In addition, by adopting evaluated data of ENDF/B-VIII.0 and JEFF-

Fig. 3. Cross sections of 58Ni(n,p) reaction for total reaction and isomer productions. Evaluated 
results of JENDL-5 are shown by red solid and dashed lines for total and isomer production, 

respectively.

Fig. 4. Calculated results with fission yield and decay data for the decay heat for 235U (left panel) and 
for the delayed neutron (right panel). The results are shown as ratios to the experimental data 

measured at YAYOI reactor for the decay heat and to the fitted value by Keepin et al. for the delayed 
neutron. Doted lines indicate experimental uncertainties.
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induced activation and high energy reactions, (5) addition of recoil spectra with newly developed method, 
(6) integration of the data for the proton, deuteron, alpha-particle, photon induced reactions. JENDL-5 
was released in December in 2021 and the data are available at the web site of JAEA: 
https://wwwndc.jaea.go.jp/jendl/j5/j5.html.
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The latest version of Japanese Evaluated Nuclear Data Library, JENDL-5, is planned to be released 
in 2021. To this end, we have performed integral tests of JENDL-5 3 update 1 for critical and shielding 
experiments. We have confirmed that JENDL-5 3 update 1 gives better than or the same prediction 
accuracy as JENDL-4.0 in many test cases for the critical and shielding experiments.

1. Introduction
The latest version of Japanese Evaluated Nuclear Data Library, JENDL-5, is planned to be released 

in 2021. To this end, we have performed integral tests of preliminary versions (4 alpha versions and 3 
beta versions) of JENDL-5 since 2018. In this presentation, we show the integral test results of JENDL-
5 3 update 1 (J5b3u1) for critical and shielding experiments. The test results for critical experiments
include three parts: 1) small-sized fast systems and intermediate-spectrum systems, 2) middle- and large-
sized fast systems, and 3) thermal-spectrum systems. The test calculations for the first and third parts 
were done for experiments mainly in the International Criticality Safety Benchmark Evaluation Project
(ICSBEP) handbook1) and conducted at JAEA. The test calculations for the second part were done for 
integral experiments used for generation of the unified cross section data set of ADJ2017.2) The shielding 
benchmark tests were done mainly for FNS experiments at JAEA and OKTAVIAN experiments. We have 
confirmed that J5b3u1 gives better than or the same prediction accuracy as JENDL-4.03) (J40) in many
test cases for the critical and shielding experiments.

2. Integral Tests for Critical Experiments
2.1. Small-sized Fast Systems and Intermediate-spectrum Systems

At first, we performed integral tests for small-sized fast systems and intermediate-spectrum systems
to investigate the impact of major heavy nuclides of U-233, U-235, U-238, and Pu-239. Monte Carlo
calculations with the MVP code4) were performed; the total number of histories is 2.1 million, the number 
of histories per batch is 10,000, and the number of skipped batches is 100. Figure 1 shows the C/E values 
of criticality for heavy-metal loaded systems. Reflectors are natural or depleted uranium for the reflected 
systems except for MMF1-1 and THOR; their reflectors are high-enriched uranium and Th-232, 
respectively. Obviously, J5b3u1 gives the better results than J40.

induced activation and high energy reactions, (5) addition of recoil spectra with newly developed method, 
(6) integration of the data for the proton, deuteron, alpha-particle, photon induced reactions. JENDL-5 
was released in December in 2021 and the data are available at the web site of JAEA: 
https://wwwndc.jaea.go.jp/jendl/j5/j5.html.
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2.2. Middle- and Large-sized Fast Systems
We also performed integral tests for 

middle- and large-sized fast systems.
These test calculations were done for the 
experimental database of fast reactor core 
design, which was used for generation of 
the unified cross-section set ADJ2017.2) In 
the database, more than 600 experimental 
data are included. To get the test results 
quickly, we adopted sensitivity analysis 
and selected 11 experiments from the 
database, which represent major and 
important nuclear characteristics for fast 
reactors. Specifically, the following 
experiments are selected: criticality, 
sodium void reactivity (SVR), and control 
rod worth (CRW) of MOX core (ZPPR-9
and ZPPR-10A); criticality and SVR of U-
enriched core (BFS-62-3A); and criticalities of core with blanket (JOYO MK-I) and core with reflector 
(JOYO MK-II). The sensitivity analysis was also utilized to evaluate nuclide- and reaction-wise 
contributions to the C/E value changes. The test results for the selected experiments were obtained by the 
sensitivity analysis and the reference results by MVP4) with J40. In addition, we performed test 
calculations for the other experiments in the database by using the sensitivity analysis and the calculation 
results by a deterministic method using MARBLE5) with UFLIB.J40.6)

Figures 2 – 4 show the C/E values of the selected experiments. In principle, the C/E values of J5b3u1
are almost equal to those of J40. The sensitivity analysis, however, reveals that there are significant 
cancellations between many nuclides and reactions for criticality and SVR. For example, in the criticality 
of ZPPR-9, there are cancellations between the Pu-239 fission and capture, U-238 fission, and O-16 
elastic scattering cross sections. In SVR, there are cancellations between the Pu-239 capture and U-238

Fig. 1 C/E values of criticality for heavy-metal
loaded systems.

*Error bars show the experimental uncertainty.

Fig. 2 C/E values of criticality for ZPPR-9,
BFS-62-3A, JOYO MK-I and -II.

Fig. 3 C/E values of SVR and CRW for 
ZPPRs (MOX core).
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inelastic scattering cross sections for ZPPR-9; and between the U-235 fission and capture for criticality,
U-235 fission and capture cross sections for BFS-62-3A. Table 1 shows the chi-squared values of the 
selected experiments. It is seen that the chi-square values of criticality and CRW are improved. Figures 5
and 6 show the C/E values of the fission reaction rate ratio obtained by the deterministic method and the 
sensitivity analysis. It is seen that the C/E values of fission rate ratio related to Pu-242 and Cm-244 are 
significantly improved. The sensitivity analysis reveals that the improvements related to Pu-242 and Cm-
244 are due to fission cross section changes of Pu-242 and Cm-244, respectively.

2.3. Thermal-spectrum Systems
The new MVP input files for the ICSBEP benchmarks are prepared to validate JENDL-5 for

intermediate and thermal spectrum systems. 
The numbers of ICSBEP benchmark cases 
are shown in Table 2.

Table 3 shows the comparison of the 
average of C/E-1 and the chi-squared values
of the ICSBEP benchmark calculations 
listed in Table 2 among J40, ENDF/B-VIII.0 
(B80),7) ENDF/B-VII.1 (B71) and J5b3u1.
The chi-squared values of J5b3u1 are similar 
to those of B80 and these are smaller than 
those of J40 in many cases.

Fig. 4 C/E values of SVR for BFS-62-3A
(U-enriched core).

Table 1 Chi-squared values.

JENDL-4.0 JENDL-5β3u1

All
(11 experiments) 2.29 1.99

Criticality
 (keff) 2.02 1.26

Sodium void reactivity
(SVR) 3.39 3.39

Control rod worth
(CRW) 3.27 2.58

Fig. 5 C/E values of Pu fission rate ratio. Fig. 6 C/E values of Am and Cm fission rate ratio.

Table 2 The number of ICSBEP benchmark cases 
for intermediate and thermal spectrum 

COMP METAL SOL Total
PU 0 0 159 159

HEU 7 62 42 111
IEU 6 0 0 6
LEU 249 10 8 267
MOX 63 0 0 63
U233 9 10 147 166
Total 334 82 356 772

2.2. Middle- and Large-sized Fast Systems
We also performed integral tests for 

middle- and large-sized fast systems.
These test calculations were done for the 
experimental database of fast reactor core 
design, which was used for generation of 
the unified cross-section set ADJ2017.2) In 
the database, more than 600 experimental 
data are included. To get the test results 
quickly, we adopted sensitivity analysis 
and selected 11 experiments from the 
database, which represent major and 
important nuclear characteristics for fast 
reactors. Specifically, the following 
experiments are selected: criticality, 
sodium void reactivity (SVR), and control 
rod worth (CRW) of MOX core (ZPPR-9
and ZPPR-10A); criticality and SVR of U-
enriched core (BFS-62-3A); and criticalities of core with blanket (JOYO MK-I) and core with reflector 
(JOYO MK-II). The sensitivity analysis was also utilized to evaluate nuclide- and reaction-wise 
contributions to the C/E value changes. The test results for the selected experiments were obtained by the 
sensitivity analysis and the reference results by MVP4) with J40. In addition, we performed test 
calculations for the other experiments in the database by using the sensitivity analysis and the calculation 
results by a deterministic method using MARBLE5) with UFLIB.J40.6)

Figures 2 – 4 show the C/E values of the selected experiments. In principle, the C/E values of J5b3u1
are almost equal to those of J40. The sensitivity analysis, however, reveals that there are significant 
cancellations between many nuclides and reactions for criticality and SVR. For example, in the criticality 
of ZPPR-9, there are cancellations between the Pu-239 fission and capture, U-238 fission, and O-16 
elastic scattering cross sections. In SVR, there are cancellations between the Pu-239 capture and U-238

Fig. 1 C/E values of criticality for heavy-metal
loaded systems.

*Error bars show the experimental uncertainty.

Fig. 2 C/E values of criticality for ZPPR-9,
BFS-62-3A, JOYO MK-I and -II.

Fig. 3 C/E values of SVR and CRW for 
ZPPRs (MOX core).
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The cross sections of Gd-155 and -157 for 
J5b3u1 are largely revised as shown in Fig. 7. To 
investigate the impact of the revisions on
neutronics calculations, reactivity contributions of 
Gd-155 and -157 were calculated for benchmark 
cases including Gd. Figure 8 shows the 
contributions as a function of Gd concentration;
they were obtained from the criticality difference 
between J40 calculations and those where only Gd-
155 or -157 cross section data was replaced with 
J5b3u1. The reactivity contributions of Gd-155 
and -157 are almost canceled out. As a result, the
revisions of the Gd cross sections have no large 
impact on the criticality calculations. The 
additional investigations indicate that the contributions of Gd-155 and -157 cancel each other.

3. Integral Tests for Shielding Experiments
We performed the benchmark tests for J5b3u1 with the following shielding experiments: 1) TIARA

iron experiment8) with 40 and 65 MeV neutrons, 2) FNS iron and copper experiments8) with DT neutrons, 
and 3) JASPER sodium experiment10,11) with fission neutrons. We used the MCNP6.212) or PHITS 3.2413)

codes and J5b3u1, J40 (or JENDL-4.0/HE14)), B80, and JEFF-3.3.15)

Fig. 7 Comparison of radiation cross sections (MT=102) of Gd-155 and -157.

(a) Gd-155 (b) Gd-157

Table 3 Comparison of average of C/E-1 and chi-squared values of the ICSBEP benchmark 
calculations.

J40 B71 B80 J5b3u1 J40 B71 B80 J5b3u1
All -0.012% 0.053% -0.055% -0.017% 5.35 4.90 3.87 3.95

HEU 0.046% 0.025% 0.075% 0.171% 4.72 4.88 4.20 4.24
IEU -0.375% -0.201% 0.038% 0.057% 3.89 1.81 0.85 1.00
LEU -0.058% -0.020% 0.054% 0.071% 4.31 3.19 3.00 3.71
MOX -0.010% -0.089% -0.053% -0.044% 0.58 0.45 0.90 0.97

Pu 0.610% 0.578% 0.090% 0.007% 11.10 11.13 6.24 5.80
U233 -0.550% -0.242% -0.457% -0.295% 4.02 3.69 4.13 3.71

Average of C/E-1 Chi-squared values

J5b3u1
J40

J5b3u1
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–

J4
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/J
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Fig. 8 Reactivity contributions of Gd-155 and 
-157 for benchmark cases including Gd.
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3.1. TIARA Iron Experiment
Figure 9 shows the measured and calculation results for the experiment with 65 MeV neutrons. This 

figure demonstrates that the calculation result with J5b3u1 agrees with the measured one the best.

3.2. FNS Iron and Copper Experiments
The calculation result 

with J5b3u1 for the iron 
experiment was almost the 
same as that with J40. On the 
contrary, the calculation 
result with J5b3u1 for the 
copper experiment agrees
with the measured one better 
than that with J40 as shown 
in Fig. 10.

3.3. JASPER Sodium Experiment
Figure 11 shows the measured 

and calculated transmission neutron 
spectra in JASPER IHX-IB/Pb 
(231.5 cm sodium). The calculation 
result with J5b3u1 is slightly higher 
than that with J40, but it is almost the 
same as that with JEFF-3.3.

Fig. 9 Results for TIARA iron experiment with 65 MeV neutrons.

(a) Neutron spectra (b) Calculation/Experiment (C/E) of 
neutron flux from 60 – 70 MeV

(c) C/E of neutron flux 
from 10 – 60 MeV

(a) C/E of 93Nb(n,2n)92mNb 
reaction rate

(b) C/E of 197Au(n, )198Au 
reaction rate

Fig. 10 Results for FNS copper experiment.

Fig. 11 Neutron spectra for JASPER 
IHX-IB/Pb experiment.

J5b3u1
JEFF-3.3

The cross sections of Gd-155 and -157 for 
J5b3u1 are largely revised as shown in Fig. 7. To 
investigate the impact of the revisions on
neutronics calculations, reactivity contributions of 
Gd-155 and -157 were calculated for benchmark 
cases including Gd. Figure 8 shows the 
contributions as a function of Gd concentration;
they were obtained from the criticality difference 
between J40 calculations and those where only Gd-
155 or -157 cross section data was replaced with 
J5b3u1. The reactivity contributions of Gd-155 
and -157 are almost canceled out. As a result, the
revisions of the Gd cross sections have no large 
impact on the criticality calculations. The 
additional investigations indicate that the contributions of Gd-155 and -157 cancel each other.
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4. Conclusion
The integral tests of JENDL-5 3 update 1 have been performed for critical and shielding 

experiments. It has been confirmed that JENDL-5 3 update 1 gives better than or the same prediction 
accuracy as JENDL-4.0 in many test cases for the critical and shielding experiments.
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Abstract

A newly developed fission fragment decay model in TALYS that adopts the Hauser-
Feshbach statistical decay theory for the deexcitation by evaporating neutron and γ is ex-
plained. The fission fragment database, which consists of the list of yield Y , charge Z, mass
A, excitation energy Ex, spin J , and parity Π, i.e. Yff(Z,A,Ex, J,Π), is prepared for TALYS’
input of the fission fragment deexcitation calculation. We examine the fission fragment data
for 235U(n, f) at thermal to 5 MeV incident neutron energy range produced by the GEF
code. The calculated independent fission product yield YI(A), average prompt fission neu-
tron emission ν̄, neutron multiplicity distribution P (ν), and prompt fission neutron spectra
are compared with experimental and evaluated data. The database can be produced by
any kind of theoretical or phenomenological model and TALYS calculates the prompt fission
observables that are comparable to the experimental data.

1 Introduction

Nuclear fission is a very complex process that involves the collective motion of hundreds of
nucleons in a single nucleus toward separation into two nuclei. There has been much recent
interest in nuclear fission, due in part not only to engineering and applications but also to the
formation of elements in the rapid neutron capture process (r-process) of nucleosynthesis in
stellar environments.

The probabilities of producing fission fragments (yield) and characteristics of the emitted par-
ticles such as multiplicity and energy distribution (spectrum) of neutron and γ contain valuable
information to understand pre- and post-scission physics. Many experimental and theoretical
works have been made toward describing nuclear fission [1–3], while the experimental inves-
tigation in fission time scales is not generally accessible directly. In consequence, only scarce
experimental data exist, limited to a few important isotopes and incident neutron energies, es-
pecially for primary fission fragments right after scission. On the theoretical side, the theoretical
calculation often provides quantitative fission fragment yields in given mass and/or charge with
their total kinetic energies. However, the feasibility of such theoretical calculation remains in
question since it cannot be directly compared with experimental data.

In order to compare the theoretical fission calculation with experimental fission observables,
the prompt neutron and γ evaporation process need to be taken into account, which is a different

∗Present address: Laboratory for Advanced Nuclear Energy, Tokyo Institute of Technology, 2-12-1 Ookayama,
Meguro-ku, Tokyo, 152-8550, Japan
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process in terms of physics. The evaporation process is handled by nuclear reaction codes that
are traditionally established on the basis of the Hauser-Feshbach statistical decay theory [4–8].
The increased interest in more unrestrictive fission observable calculations has demanded more
detailed models. Various models have been developed using Monte Carlo [9–11] or determinis-
tic [12–14] approaches associated with the Hauser-Feshbach statistical decay.

The Nuclear Data Section in the IAEA initiated the Coordination Research Project on
“Updating fission product yield data for applications” [15]. The project requires enormous
evaluation efforts on fission product yields in a wide incident energy range, where the past
evaluations have employed phenomenological models [16, 17], and more comprehensive models
are desired. In order to support its activities, we extended TALYS [6] by implementing fission
fragment deexcitation by the Hauser-Feshbach statistical decay theory to calculate desired fission
observables. In this report, we describe the fission fragment distribution data in TALYS and show
sample cases of calculated results so that the users can produce and use their own theoretical
data.

2 Methodology

The deexcitation of the fission fragments by the Hauser-Feshbach statistical decay theory is
implemented in TALYS (later than version 1.96). The methodology used here is to apply
the deterministic technique for primary fission fragment decay calculation similar to the HF3D
model [13]. In order to calculate the deexcitation of the fission fragment, input of the initial
conditions is needed. Generally, the fission fragment is characterized by the yield Yff , charge Z,
mass A, excitation energy Ex, spin J , and parity Π, i.e. Yff(Z,A,Ex, J,Π).

Recently, Nordström et al. [18] produced such fission fragment distributions for more than 700
fissionable nuclides and 0–25 MeV incident neutron energies by the GEF code [19]. Including the
GEF produced database mentioned above, TALYS incorporates three fission fragment databases
produced by GEF [18, 19], HF3D [13], and Scission Point Yield (SPY) [3] models, so far. The
user can specify the fission fragment model in the TALYS input with ffmodel keyword (See
TALYS manual for details).

The fission fragment distribution parameters generated by such models are stored in a tab-
ulated format file, which is inspired by the format used in the HF3D model [13] and is shown
below for 235U+nthermal reaction from the GEF model as an example.

# Z = 92

# A = 236

# Ex (MeV) = 6.55e+00

# Ntotal = 868

# Zl Al Zh Ah Yield TKE[MeV] TXE[MeV] El[MeV] Wl[MeV] Eh[MeV] Wh[MeV]

46 118 46 118 3.9358e-03 1.6387e+02 3.5404e+01 1.7702e+01 2.7264e+00 1.7702e+01 2.7264e+00

45 117 47 119 4.4534e-03 1.6379e+02 3.4714e+01 1.5507e+01 2.2652e+00 1.9207e+01 4.0430e+00

44 116 48 120 6.9902e-03 1.6453e+02 3.5142e+01 1.4014e+01 1.9368e+00 2.1128e+01 5.5635e+00

43 115 49 121 1.9397e-03 1.6661e+02 3.2898e+01 1.3628e+01 2.0851e+00 1.9270e+01 6.3823e+00

42 114 50 122 9.2456e-04 1.7326e+02 2.8813e+01 1.4316e+01 2.8689e+00 1.4496e+01 7.0989e+00

In this format, Zl,h, Al,h, and Y ield are the charge, mass, and yield of the complemental
fission fragment pair that are supposed to be symmetric with respect to ACN/2. Therefore,

Yff(Zl, Al) = Yff(ZCN − Zl, ACN −Al) = Yff(Zh, Ah) , (1)

where CN, l, and h denote the compound nucleus, light, and heavy fragment. TKE and TXE are
the mean value of total kinetic energy and total excitation energy. In the GEF code, the TXE
partitioning is determined according to a probability distribution that is given by the product of
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Figure 1: Primary fission fragment yield as
a function of fragment mass Yff(A) at in-
cident neutron energies from thermal to 5
MeV generated by GEF and stored in TALYS
database[18].
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Figure 2: Calculated independent fission prod-
uct yield as a function of product mass YI(A)
using the fission fragment yields shown in
Fig. 1.

the level densities of the individual fragments [20]. El,h and Wl,h are Gaussian mean and width
of the partitioned TXE into two fragments. Such initial conditions of fission fragments are
obtained from the MonteCarlo sampling by GEF and are reformatted by Nordström et al. [18].

TALYS reads these conditions from the file and reconstructs the excitation energy distribu-
tion Gl,h(Ex) assuming to be a Gaussian form expressed as

Gl,h(Ex) =
1√

2πWl,h

exp

{
−(Ex − El,h)

2

2W 2
l,h

}
. (2)

The spin distribution R(J,Π), which is the probability of having the state of J and Π, is assumed
to be proportional to the available spin states in the level density formula

R(J,Π) =
J + 1/2

2f2σ2
l,h(U)

exp

{
− (J + 1/2)2

2f2σ2
l,h(U)

}
, (3)

where σ2
l,h(U) is the spin cutoff parameter that can be altered by a keyword Rspincut and set

to 1 by default, f2 is the global adjustable constant for the spin cutoff parameter for fission
fragments that can be altered by a keyword Rspincutff set to 9 by default following Ref. [13],
and U is the excitation energy corrected by the pairing energy. After creating an initial popu-
lation P (Ex, J,Π) = R(J,Π)Gl,h(Ex) for the individual fission fragment, the Hauser-Feshbach
statistical decay calculation is performed for each fission fragment.

The center-of-mass system neutron spectra φl,h from light and heavy fission fragments are
calculated and normalized to the neutron multiplicity νl,h as

∫
dEx

∑
JΠ

∫
d�R(J,Π)G(Ex)φl,h(J,Π, Ex, �) = νl,h . (4)

The φl,h is transformed into the LAB frame using Feather ’s formula and the spectrum is
weighted by the fission fragment yield Yff(Zl, Al). Other representative neutron quantities in
TALYS outputs are listed in Table 1.
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The Nuclear Data Section in the IAEA initiated the Coordination Research Project on
“Updating fission product yield data for applications” [15]. The project requires enormous
evaluation efforts on fission product yields in a wide incident energy range, where the past
evaluations have employed phenomenological models [16, 17], and more comprehensive models
are desired. In order to support its activities, we extended TALYS [6] by implementing fission
fragment deexcitation by the Hauser-Feshbach statistical decay theory to calculate desired fission
observables. In this report, we describe the fission fragment distribution data in TALYS and show
sample cases of calculated results so that the users can produce and use their own theoretical
data.

2 Methodology

The deexcitation of the fission fragments by the Hauser-Feshbach statistical decay theory is
implemented in TALYS (later than version 1.96). The methodology used here is to apply
the deterministic technique for primary fission fragment decay calculation similar to the HF3D
model [13]. In order to calculate the deexcitation of the fission fragment, input of the initial
conditions is needed. Generally, the fission fragment is characterized by the yield Yff , charge Z,
mass A, excitation energy Ex, spin J , and parity Π, i.e. Yff(Z,A,Ex, J,Π).

Recently, Nordström et al. [18] produced such fission fragment distributions for more than 700
fissionable nuclides and 0–25 MeV incident neutron energies by the GEF code [19]. Including the
GEF produced database mentioned above, TALYS incorporates three fission fragment databases
produced by GEF [18, 19], HF3D [13], and Scission Point Yield (SPY) [3] models, so far. The
user can specify the fission fragment model in the TALYS input with ffmodel keyword (See
TALYS manual for details).

The fission fragment distribution parameters generated by such models are stored in a tab-
ulated format file, which is inspired by the format used in the HF3D model [13] and is shown
below for 235U+nthermal reaction from the GEF model as an example.

# Z = 92

# A = 236

# Ex (MeV) = 6.55e+00

# Ntotal = 868

# Zl Al Zh Ah Yield TKE[MeV] TXE[MeV] El[MeV] Wl[MeV] Eh[MeV] Wh[MeV]

46 118 46 118 3.9358e-03 1.6387e+02 3.5404e+01 1.7702e+01 2.7264e+00 1.7702e+01 2.7264e+00

45 117 47 119 4.4534e-03 1.6379e+02 3.4714e+01 1.5507e+01 2.2652e+00 1.9207e+01 4.0430e+00

44 116 48 120 6.9902e-03 1.6453e+02 3.5142e+01 1.4014e+01 1.9368e+00 2.1128e+01 5.5635e+00

43 115 49 121 1.9397e-03 1.6661e+02 3.2898e+01 1.3628e+01 2.0851e+00 1.9270e+01 6.3823e+00

42 114 50 122 9.2456e-04 1.7326e+02 2.8813e+01 1.4316e+01 2.8689e+00 1.4496e+01 7.0989e+00

In this format, Zl,h, Al,h, and Y ield are the charge, mass, and yield of the complemental
fission fragment pair that are supposed to be symmetric with respect to ACN/2. Therefore,

Yff(Zl, Al) = Yff(ZCN − Zl, ACN −Al) = Yff(Zh, Ah) , (1)

where CN, l, and h denote the compound nucleus, light, and heavy fragment. TKE and TXE are
the mean value of total kinetic energy and total excitation energy. In the GEF code, the TXE
partitioning is determined according to a probability distribution that is given by the product of
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Table 1: Representative prompt neutron quantities in TALYS.
Description

YI(A), YI(Z,A,M) Independent fission product yield
ν, ν(A) Average number of neutrons per fission
〈En〉, 〈En〉(A) Average prompt neutron energy
P (ν) Neutron multiplicity distribution
χ(ν) Prompt fission neutron energy spectrum (PFNS)

3 Calculated prompt neutron observables

We run calculations using the input attached in Appendix A by changing incident energy. Fig-
ure 1 shows Yff(A) of

235U(n, f) reactions at incident neutron energies from thermal to 5 MeV
produced by Nordström et al.[18] using GEF code. Figure 2 shows independent fission product
yields YI(A) calculated based on the fission fragments shown in Fig. 1. The calculated YI(A) at
the thermal energy well reproduced the experimental trend of fission product mass distribution.

The prompt neutron multiplicity distribution P (ν) can be deduced from the evaporation
calculations, whereas the most important value, the average value ν̄ = 2.414 (ENDF/BVIII),
which is 2.30876 at thermal energy, is slightly smaller than the evaluated value. The calculated
P (ν) are compared with the experimental data in Fig. 3. The calculated P (ν) reproduce the
experimental trend although the dispersion is around 15%.

The prompt fission neutron spectra (PFNS) at thermal, 3, 5 MeV incident neutron energies
are shown in Fig. 4 together with the Los Alamos model [16] for comparison. The PFNS from
the fission fragment deexcitation seems to be in fairly good agreement with that of the Los
Alamos model in a log scale. However, the TALYS calculation gives a too soft shape compared
to that of the Los Alamos model at high outgoing neutron energy also quite a large deviation
in the Maxwellian ratio at low outgoing neutron energy.

Note that we examined the incident energy range from thermal to 5 MeV only. We will work
on further implementation including multi-chance fission.
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4 Conclusion

The fission fragment deexcitation process by adopting the Hauser-Feshbach statistical decay
theory to the evaporation of neutrons and γs from the excited fission fragment is implemented in
TALYS (later than version 1.96). The initial conditions of the fission fragment, Yff(Z,A,Ex, J,Π),
are prepared in the tabulated format file using GEF, HF3D, and SPY models.

The calculated results of 235U(n, f) reactions at thermal to 5 MeV neutron energies using
the fission fragments database produced by the GEF model reproduce trends in experimental
or other model data for YI(A), P (ν), and PFNS.

This implementation allows users to calculate prompt fission observables with TALYS using
the fission fragment distribution defined by Yff(Z,A,Ex, J,Π) from any kinds of phenomenolog-
ical or microscopic model. The calculated prompt observables can be compared with available
experimental data. This would be helpful for users who do theoretical fission studies that are
not directly comparable to the experimental observables.
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Lemâıtre JF, Goriely S, Hilaire S, Sida JL. Fully microscopic scission-point model to predict
fission fragment observables. Phys Rev C. 2019 Mar;99:034612.

Young PG, Arthur ED, Chadwick MB. Comprehensive nuclear model calculations : intro-
duction to the theory and use of the GNASH code. Los Alamos National Laboratory; 1992.

LA-12343-MS.

Kawano T. CoH3: The Coupled-Channels and Hauser-Feshbach Code. Proc CNR2018:
International Workshop on Compound Nucleus and Related Topics, LBNL, Berkeley, CA,
USA, September 24 – 28, 2018. 2021;.

Koning AJ, Hilaire S, Duijvestijn MC. TALYS: Comprehensive Nuclear Reaction Modeling.
AIP Conference Proceedings. 2005;769(1):1154–1159.

Herman M, Capote R, Carlson BV, Oblozinský P, Sin M, Trkov A, et al. EMPIRE: Nuclear
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Table 1: Representative prompt neutron quantities in TALYS.
Description

YI(A), YI(Z,A,M) Independent fission product yield
ν, ν(A) Average number of neutrons per fission
〈En〉, 〈En〉(A) Average prompt neutron energy
P (ν) Neutron multiplicity distribution
χ(ν) Prompt fission neutron energy spectrum (PFNS)

3 Calculated prompt neutron observables

We run calculations using the input attached in Appendix A by changing incident energy. Fig-
ure 1 shows Yff(A) of

235U(n, f) reactions at incident neutron energies from thermal to 5 MeV
produced by Nordström et al.[18] using GEF code. Figure 2 shows independent fission product
yields YI(A) calculated based on the fission fragments shown in Fig. 1. The calculated YI(A) at
the thermal energy well reproduced the experimental trend of fission product mass distribution.

The prompt neutron multiplicity distribution P (ν) can be deduced from the evaporation
calculations, whereas the most important value, the average value ν̄ = 2.414 (ENDF/BVIII),
which is 2.30876 at thermal energy, is slightly smaller than the evaluated value. The calculated
P (ν) are compared with the experimental data in Fig. 3. The calculated P (ν) reproduce the
experimental trend although the dispersion is around 15%.

The prompt fission neutron spectra (PFNS) at thermal, 3, 5 MeV incident neutron energies
are shown in Fig. 4 together with the Los Alamos model [16] for comparison. The PFNS from
the fission fragment deexcitation seems to be in fairly good agreement with that of the Los
Alamos model in a log scale. However, the TALYS calculation gives a too soft shape compared
to that of the Los Alamos model at high outgoing neutron energy also quite a large deviation
in the Maxwellian ratio at low outgoing neutron energy.

Note that we examined the incident energy range from thermal to 5 MeV only. We will work
on further implementation including multi-chance fission.
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A Example of TALYS input

projectile n

element U

mass 235

energy 2.53E-8

ejectiles g n

massdis y

fymodel 4

ffmodel 1

elow 1.e-6

Rfiseps 1.E-09

outspectra y

bins 60

channels y

maxchannel 8
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Many capabilities, e.g., the generation of the multi-group neutron cross-section files, the 
modification of evaluated nuclear data files, are implemented after we released FRENDY version 1. 
FRENDY version 2 is developed including these new capabilities. This paper describes the overview of 
FRENDY version 2.

1. Introduction
FRENDY (FRom Evaluated Nuclear Data librarY to any application) [1] is a nuclear data processing 

code for the evaluated nuclear data libraries JENDL [2], ENDF/B [3], JEFF [4], TENDL [5], and so on.
FRENDY can treat two input formats. One is the FRENDY original input format and the other is the 
NJOY compatible format [6]. FRENDY original input format is very simple, and it requires only the 
processing mode and the evaluated nuclear data file name at the minimum. Users can generate the cross-
section file even if they do not have expert knowledge of the nuclear data processing method.

The first version of FRENDY was released in 2019 as an open-source software under the 2-clause 
BSD license. FRENDY Version 1 generates the ACE files [7] which are used for the continuous energy 
Monte Carlo codes such as PHITS [8], Solomon [9], Serpent [10], and MCNP [11]. Though a lot of 
functions are required to process the nuclear data file, the coverage of FRENDY version 1 is not yet 
satisfactory. New functions have been developed after the release of FRENDY version 1. The major 
developed capabilities are as follows:

Multi-group neutron cross-section file generation function [12],
Perturbation of the ACE file for the uncertainty quantification using a continuous energy Monte 
Carlo code [13],
Modification of the evaluated nuclear data file.
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A Example of TALYS input

projectile n

element U

mass 235

energy 2.53E-8

ejectiles g n

massdis y

fymodel 4

ffmodel 1

elow 1.e-6

Rfiseps 1.E-09

outspectra y

bins 60

channels y

maxchannel 8
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FRENDY version 2 will be released in 2022 including these capabilities. This paper describes an 
overview of FRENDY and the new capabilities implemented in FRENDY version 2.

2. System Structure
The system structure of FRENDY is shown in Fig. 1. The modules with solid-lined shapes have been 

already implemented while the ones with dashed-lined shapes have not been developed yet. FRENDY is
designed to treat not only the ENDF-6 format [14] but also other nuclear data formats, e.g., GNDS format 
[15]. FRENDY converts the nuclear data from each nuclear data format to NuclearDataObject. FRENDY 
can treat the other nuclear data formats if parser, writer, and converter modules are implemented. Each 
module can be easily improved, extended, and modified to satisfy future needs since each module is 
encapsulated and is not affected by other modules. FRENDY keeps all data on NuclearDataObject and 
uses NuclearDataObject for the data transfer between different processing modules, e.g., the resonance 
reconstruction and Doppler broadening, to reduce the effect of rounding errors and overhead by file access. 

Fig. 1 The system structure of FRENDY Version 2

FRENDY has the parser and writer modules to handle the ACE file. These modules are useful for 
the generation and modification of the ACE file. There are some cases where users want to modify a 
cross-section data library by themselves to estimate the impact of the modification of the cross-section 
data library on the nuclear calculation results. The ACE file uses random access with pointers to the 
various parts of the data. If the number of energy grid points is modified, modification of the pointer data 
is also required. To modify the pointer data is difficult for the nuclear calculation code users who do not 
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know well about the ACE format. FRENDY automatically adjusts the pointer data by the ACE data writer 
module. Users can modify the ACE file when they write a main (control) program with the ACE data 
parser and writer modules in FRENDY. The ACE file perturbation tool [13] is also using these modules 
to handle the ACE file.

3. Input Format
As described in Sec. 1, FRENDY accepts two types of input formats, i.e., FRENDY original input 

format and NJOY compatible input format. The original input format requires only the processing mode 
name and evaluated nuclear data file name at the minimum. FRENDY has the default values in the source 
code for the processing. Users can give the parameters in the input file if they want to change the 
parameters. The original input format is simple and does not require expert knowledge of nuclear data 
processing.

The sample input format to generate the neutron induced (fast) ACE file is as follows:

ace_file_generation_fast_mode // Processing mode name
nucl_file_name U235.dat // Nuclear data file name

The above sample input data generates the ACE file at a temperature of 293.6 K from the evaluated 
nuclear data file named “U235.dat”. Note that after “//” means the comment line. FRENDY original input 
format accepts the C++ style comments, i.e., “//” for a single line comment and “/* … */” for multi-line 
comments.

The sample input format to generate the multi-group neutron cross-section file is as follows:

mg_neutron_mode //Process mode name
nucl_file_name U235.dat /Nuclear data file name
temp 300.0 //Temperature [K]
mg_structure ( xmas_nea-lanl_172 ) // Identical to ign=18 in GROUPR/NJOY
mg_weighting_spectrum ( 1/e ) // Identical to iwt=3 in GROUPR/NJOY

The above sample input data generates the multi-group neutron cross-section file at a temperature of 
300.0 K from the evaluated nuclear file named “U235.dat”. The energy group structure and the weighting 
spectrum to generate the multi-group neutron cross-section file are XMAS 172 group structure and 1/E,
respectively.

FRENDY can also accept input files for NJOY. NJOY is widely used in many laboratories and 
companies to generate the cross-section data library for their nuclear calculation codes. The NJOY users 
can easily use FRENDY without modification of their processing environment, e.g., running shell scripts, 
input files, and post-processing programs. FRENDY has the compatible capabilities for the MODER, 
RECONR, BROADR, PURR, UNRESR, THERMR, ACER, GROUPR, and MATXSR modules in NJOY.
Note that the UNRESR module is not prepared in FRENDY. FRENDY calculates the effective self -
shielded cross-sections in the unresolved resonance region using the probability table method even if the 
user selects the UNRESR module. Users can easily use FRENDY without changing the input files for 
NJOY. They can therefore replace NJOY modules with FRENDY ones as they need. In addition, the 
modules of FRENDY and NJOY can be used in combination. For example, users can generate the multi-

FRENDY version 2 will be released in 2022 including these capabilities. This paper describes an 
overview of FRENDY and the new capabilities implemented in FRENDY version 2.

2. System Structure
The system structure of FRENDY is shown in Fig. 1. The modules with solid-lined shapes have been 

already implemented while the ones with dashed-lined shapes have not been developed yet. FRENDY is
designed to treat not only the ENDF-6 format [14] but also other nuclear data formats, e.g., GNDS format 
[15]. FRENDY converts the nuclear data from each nuclear data format to NuclearDataObject. FRENDY 
can treat the other nuclear data formats if parser, writer, and converter modules are implemented. Each 
module can be easily improved, extended, and modified to satisfy future needs since each module is 
encapsulated and is not affected by other modules. FRENDY keeps all data on NuclearDataObject and 
uses NuclearDataObject for the data transfer between different processing modules, e.g., the resonance 
reconstruction and Doppler broadening, to reduce the effect of rounding errors and overhead by file access. 

Fig. 1 The system structure of FRENDY Version 2

FRENDY has the parser and writer modules to handle the ACE file. These modules are useful for 
the generation and modification of the ACE file. There are some cases where users want to modify a 
cross-section data library by themselves to estimate the impact of the modification of the cross-section 
data library on the nuclear calculation results. The ACE file uses random access with pointers to the 
various parts of the data. If the number of energy grid points is modified, modification of the pointer data 
is also required. To modify the pointer data is difficult for the nuclear calculation code users who do not 

ENDF-6
format

Endf6Parser
/Writer

NuclearData
Object

Resonance
Reconstructor

HeatingCross
SectionGenerator

ThermalScattering
DataProcessor

DopplerBroader

UnresolvedResonance
DataProcessor

Endf6
Converter

AceDataGenerator

ACE
format

AceDataObject

AceDataParser/Writer

GasProduction
CrossSection

Calculator

NuclearData
Modifier

Multi-Group XS Generator

GendfParser/Writer MatxsParser/Writer

GENDF format MATXS 
format

Implemented

Not implemented

GNDS
format

Gnds
Converter

GndsParser
/Writer

AceFilePerturbator

JAEA-Conf 2022-001

- 41 -



group cross-section data library using the GROUPR module of NJOY with the PENDF file generated by 
FRENDY.

The input format of NJOY99 [16] is slightly different from that of NJOY2016 [6]. The “iform” 
option in the THERMR module and the “ismooth” option in the GROUPR module in NJOY2016 are 
ignored to treat both NJOY99 and NJOY2016 formats.

4. Overview of New Capabilities Implemented in FRENDY Version 2
4.1. Multi-Group Neutron Cross-Section Generation

FRENDY incorporates the multi-group neutron cross-section generation module FRENDY/MG [12]
to generate the multi-group neutron cross-section file. FRENDY can generate GENDF and MATXS
formatted multi-group neutron cross-section files from the ACE file. FRENDY can also create the multi-
group neutron cross-section file based on the existing ACE file created by other nuclear data processing 
codes beforehand. The impact of the difference of the nuclear data processing on the neutronics 
calculation can be ignored if users use these ACE files as the cross-section files of the Monte Carlo codes.

FRENDY prepares new functions, e.g., the automatic background cross-section setting with the 
minimum number of background cross-sections [17] and the explicit consideration of the resonance 
interference effect among the compound of different isotopes. These new functions are only available for 
the FRENDY original input format.

4.2. ACE File Perturbation
The perturbation of the cross-section, the number of neutrons per fission, fission spectrum, and so 

on are required for sensitivity analysis. The perturbation of these data is also used for uncertainty 
quantification of the nuclear characteristics due to the covariance of the nuclear data. FRENDY prepares 
the ACE file perturbation tool to easily perturb the cross-section, the number of neutrons per fission, and 
fission spectrum [13]. As shown in Fig. 2, the perturbation tool multiplies the perturbation factor f by
cross-section, the number of neutrons per fission, and the fission spectrum at the arbitrary energy region. 
Note that this tool does not consider the continuity of the distribution. The energy boundary of the 
perturbation becomes discontinuous.

The ACE file contains many reaction-type data, e.g., total, elastic, fission, and radiative capture 
reactions. The perturbation tool not only perturbs the target reaction data but also modifies the total 
reaction data. The energy integral of the fission spectrum must be 1.0. The perturbation tool normalizes 
the fission spectrum after the fission spectrum is perturbed. The perturbation tool modifies the other 
energy range so that the energy integral of the fission spectrum is 1.0 if users want to perturb the fission 
spectrum at the specified energy range.

FRENDY also prepares the ACE file editing tool. This editing tool outputs the one-dimensional data, 
i.e., cross-section, the number of neutrons per fission, and fission spectrum. Users can plot the one-
dimensional data using plotting tools such as Excel, GNUPLOT, and Matplotlib. Users can easily 
compare the original ACE file and the perturbed ACE file using this editing tool.

This perturbation tool was implemented in FRENDY version 1.01 and is widely used in the world 
[18].
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Fig. 2 Overview of ACE perturbation tool

4.3. Modification of Evaluated Nuclear Data File
Users may need the modification of the ENDF-6 formatted file when they want to add or replace the 

other data in the evaluated nuclear data file; e.g., the covariance data is not found in the original nuclear 
data file or users want to investigate the impact of the neutronics calculation on the difference of evaluated
nuclear data file in each reaction type. However, the modification of the ENDF-6 formatted file is difficult 
for beginners. FRENDY prepares the modification tool to easily modify the ENDF-6 formatted file.

As shown in Fig. 3, the ENDF modification tool removes the specified MF/MT data in the original 
evaluated nuclear data file and adds and replaces the specified MF/MT data from the other evaluated 
nuclear data file. Note that the modified evaluated nuclear data file must be checked carefully since this 
tool does not check the consistency of the new file.

Fig. 3 Example of ENDF modification tool

5. Conclusions
Many capabilities, e.g., the generation of the multi-group neutron cross-section files, the 

perturbation of the ACE file for the uncertainty quantification using a continuous energy Monte Carlo 
code, and the modification of evaluated nuclear data files, are implemented after we released FRENDY 
version 1. FRENDY version 2 will be released including these new capabilities in 2022.
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group cross-section data library using the GROUPR module of NJOY with the PENDF file generated by 
FRENDY.

The input format of NJOY99 [16] is slightly different from that of NJOY2016 [6]. The “iform” 
option in the THERMR module and the “ismooth” option in the GROUPR module in NJOY2016 are 
ignored to treat both NJOY99 and NJOY2016 formats.

4. Overview of New Capabilities Implemented in FRENDY Version 2
4.1. Multi-Group Neutron Cross-Section Generation

FRENDY incorporates the multi-group neutron cross-section generation module FRENDY/MG [12]
to generate the multi-group neutron cross-section file. FRENDY can generate GENDF and MATXS
formatted multi-group neutron cross-section files from the ACE file. FRENDY can also create the multi-
group neutron cross-section file based on the existing ACE file created by other nuclear data processing 
codes beforehand. The impact of the difference of the nuclear data processing on the neutronics 
calculation can be ignored if users use these ACE files as the cross-section files of the Monte Carlo codes.
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4.2. ACE File Perturbation
The perturbation of the cross-section, the number of neutrons per fission, fission spectrum, and so 
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the ACE file perturbation tool to easily perturb the cross-section, the number of neutrons per fission, and 
fission spectrum [13]. As shown in Fig. 2, the perturbation tool multiplies the perturbation factor f by
cross-section, the number of neutrons per fission, and the fission spectrum at the arbitrary energy region. 
Note that this tool does not consider the continuity of the distribution. The energy boundary of the 
perturbation becomes discontinuous.
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energy range so that the energy integral of the fission spectrum is 1.0 if users want to perturb the fission 
spectrum at the specified energy range.

FRENDY also prepares the ACE file editing tool. This editing tool outputs the one-dimensional data, 
i.e., cross-section, the number of neutrons per fission, and fission spectrum. Users can plot the one-
dimensional data using plotting tools such as Excel, GNUPLOT, and Matplotlib. Users can easily 
compare the original ACE file and the perturbed ACE file using this editing tool.

This perturbation tool was implemented in FRENDY version 1.01 and is widely used in the world 
[18].
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Although significant efforts have been devoted to evaluation and application of covariance 
data of nuclear data so far, there remain several issues which should be addressed.  In Japanese 
nuclear data community, a new working group was established under the JENDL committee to 
tackle this and has ended three-year activity with the publication of a final report.  This paper 
describes some personal comments on the covariance data utilization and promotion from one 
member of this working group. 

1. Background
A lot of works on uncertainty quantification (UQ) of various parameters of nuclear systems

have been actively carried out in recent years, and importance of covariance data of nuclear data 
has been recognized in the nuclear engineering community.  In order to promote covariance data 
application to actual problems such as design studies and safety assessments of nuclear systems, 
the covariance data use promotion working group was established under the JENDL committee in 
FY2018.  Information exchanges, discussions, and identification of required future works had 
been done among domestic experts on the nuclear data measurement/evaluation/application fields 
through the activities of this working group.  A final report summarizing the three-year works of 
this working group has been published in 2021 as an official JAEA report [1].  The following are 
the contents of this final report. 

- Reviews of fundamental information 
- Evaluation of uncertainties in nuclear data measurement and current issues 
- Current status and issues of uncertainty evaluation in nuclear data evaluation 
- Current status and issues of uncertainty evaluation in reactor physics experiments 
- Summary of theory about uncertainty quantification and data assimilation using 

covariance data 
- How the reliability of covariance data should be assured 
- How covariance data should be positioned in evaluated nuclear data file 

In the present manuscript, some personal comments on the covariance data utilization and 
promotion will be presented by the author who joined and worked under this working group with 
review of the previous works related to sensitivity analysis (SA), UQ, and data assimilation (DA). 
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2. Is nuclear data a random variable?
Nuclear data itself is a physical constant and is not a random variable.  On the other hand,

evaluated nuclear data depend on some measurable quantities which are random variables. 
Even if most part of the evaluation is conducted with the theoretical model, used parameters in 
the model would be determined from measurable quantities which are random variables.  Thus, 
evaluated nuclear data should be considered as a random variable and are represented by a 
specific probability density function. 

Figure 1 shows an example of C/E values of the neutron multiplication factor of the several 
critical assemblies.  The error bars represent the uncertainties in C values induced by the nuclear 
data and are calculated from the covariance data.  When this figure is provided, do we have to say 
that these C/E values and their nuclear data-induced uncertainties are inconsistent with each 
other from the statistical point of view?  If it is not assured that the covariance data of this 
nuclear data have been evaluated with knowledge on these reactor data, someone can say that 
what we should do is to update the covariance data with this “new” information.  However, if 
nuclear data are random variables, this result cannot be practically obtained from the viewpoint of 
the statistics, and we have to say something like that the uncertainty of nuclear data would be 
“overestimated”.  

Fig.1 C/E values and nuclear data-induced uncertainties of fast critical assembly neutron 
multiplication factors 

We must keep in mind that nuclear data evaluation is not a simple statistical and 
mathematical process, and it should implicitly include various professional knowledge of 
evaluators.  If we say that covariance data of the nuclear data imply just the “degree of 
uncertainty” for the evaluator, evaluated nuclear data would not be random variables.  If 
evaluated nuclear data are not random variables, further discussions and manipulations based on 
the statistics would be impossible.  If nuclear data evaluation can be conducted with the “rigorous” 
statistical and mathematical process, reasonable covariance data would be obtained.  The 
problem is how to develop evaluation method/procedure including the various professional 
knowledge of evaluators, which should be explicitly explained and documented.   
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3. Problems in very uncertain nuclear data
In uncertainty propagation calculations from nuclear data to reactor parameters, the random

sampling method is generally used now.  Since no detailed information on the probability 
distribution of nuclear data is provided in evaluated nuclear data files, the normal distributions 
are often assumed to nuclear data.  Importance of the sensitivity of the assumed probability 
density function of the input nuclear data to the UQ results was recognized in the past, and 
several practical techniques to see that were proposed[2]. Nowadays, direct evaluation of this 
sensitivity becomes possible. 

Sometimes relative standard deviation of over 50% is given to nuclear data.  If we assume the 
normal distribution to this nuclear data, this means that this nuclear data can take negative 
values with non-negligible probability. For such nuclear data, we can insist to use other probability 
density functions in which positivity is assured.  If the positivity should be assured, the truncated 
normal distribution is chosen from the maximum entropy principle[3].  Practical sampling 
method for the multi-variate truncated normal, however, has not yet been developed as far as the 
author knows.  Positivity is assured also in the log-normal distribution, but possible range of the 
correlation coefficients between two random variables following the log-normal is limited[4]. 

We have to assume the probability density function for nuclear data in random sampling 
calculations, but it would not be meaningful to do this for very uncertain nuclear data since “very 
uncertain” means that there are almost no information including the probability distribution. 

4. Review of sensitivity analysis, uncertainty quantification, and data assimilation
In order to identify important nuclear data for accurate predictions of reactor parameters,

sensitivities of reactor parameters with respect to nuclear data are very useful quantities. Since 
the number of nuclear data is huge, direct numerical differentiation to calculate sensitivities is 
impractical. Several techniques to reduce the number of input variables had been developed in the 
past[2].  The perturbation theory has been developed and advanced in the field of reactor physics, 
and it has become possible to calculate sensitivity of various kinds of reactor parameters. 

If covariance data of nuclear data are available, it becomes possible to quantify the uncertainty 
in reactor parameters caused by input nuclear data uncertainty with sensitivities.  Uncertainty 
quantification calculations with covariance data and sensitivities have been conducted so far. As 
far as the author knows, comprehensive uncertainty quantification calculations using the 
evaluated nuclear data files have been initially carried out in Japan for fast reactor analyses using 
JENDL-3.3 since JENDL-3.3 would be the first evaluated library which contains the covariance 
data for a wide variety of nuclides and reactions. Nowadays, most nuclear data files contain the 
covariance data, and UQ calculations have been conducted everywhere. 

By virtue of the rapid increase of the computer ability, sampling procedure has become 
practical, and for every reactor parameter which can be numerically calculated, UQ calculations 
become possible. The possibility of the uncertainty propagation calculations from the basic nuclear 
parameters to the reactor parameters was discussed before[5], and it has been realized as the 
well-known total Monte Carlo[6].  

Use of the information on measured reactor parameters (integral data) to improve the 
prediction accuracy of nuclear data has been attempted.  The approach can be categorized into 
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We must keep in mind that nuclear data evaluation is not a simple statistical and 
mathematical process, and it should implicitly include various professional knowledge of 
evaluators.  If we say that covariance data of the nuclear data imply just the “degree of 
uncertainty” for the evaluator, evaluated nuclear data would not be random variables.  If 
evaluated nuclear data are not random variables, further discussions and manipulations based on 
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the following: the bias factor method, the bias operator method, and the data adjustment 
method[7]. The data adjustment is known as the data assimilation at present.  The history of the 
nuclear data adjustment is very old[8].  Japanese experts also contributed to this field, and they 
pointed out that undetected uncertainty can result in not chi-squared distribution but non-central 
chi-squared distribution, and this can be utilized to identify the undetected uncertainty[9]. In 
recent years, the adjusted library applicable to fast reactor analyses has been developed by Japan 
Atomic Energy Agency known as a series of the “ADJ” libraries.   

Consistency check for the original nuclear data and added integral data can be carried out by 
observing the chi-square/DOF of the adjusted data.  Also, changes in cross section data through 
the adjustment can be compared with the standard deviations of the original data[7]. If the 
existence of undetected uncertainty is suspicious, chi-square values can be useful indicators: the 
integral data causing large chi-square value can be identified.  Observation of the changes in 
cross section data is also important to identify undetected uncertainty in evaluated nuclear 
data[5]. 

The fundamental theory for radiation shielding calculations is essentially same as that for 
reactor calculations from a viewpoint of the particle transport, and it is possible to find works 
relevant to SA and UQ in the field of radiation shielding in the old literature[10]. A code dedicated 
for the shielding problems has been developed and advanced[11-12]. Several papers about SA and 
UQ have been published based on the perturbation theory[13-14], and the sampling method has 
been also adopted[15]. The data assimilation simultaneously using the shielding, critical and 
kinetics benchmark experiments has been also reported[16]. 

5. Summary
The final report has been published from the covariance data use promotion working group

established under the JENDL committee after the three-year activity.  In this manuscript, two 
relevant topics have been described by one of the members of this working group.  In addition, 
reviews for SA, UA, and DA have been provided. 
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Abstract
The size of an atomic nucleus is one of the most fundamental quantities to characterize

atomic nuclei. Electron scattering is known to be the best method to study their size and
shape. In this report, our ongoing research activities for exploring the size of the proton and
exotic nuclei by electron scattering are presented.

1 Introduction

One of the most fundamental properties of atomic nuclei is their size. The exact size provides
the cornerstone in our understanding of nuclei, and is an essential input to test nuclear structure
models.

The size is defined by the second moment of the nucleon density distributions, ρ(r), namely

< r2 >=

∫
r2ρ(r) d3r. (1)

Electromagnetic probes have played an essential role in determining the size, thanks to
the fully understood nature of the electromagnetic interaction. The probes, such as electron
scattering, μ X-ray, and isotope-shift, make it possible to determine the radius in the least
model-dependent way. These electromagnetic probes are primarily sensitive to the proton only,
as the neutron is a net-charge zero particle. The size precisely determined by the electromagnetic
probes refers to the charge radius.

Among various electromagnetic probes, electron scattering has consistently played a leading
role in determining the size (and shape) of the atomic nuclei. The best known historical example
is the charge density distributions measured by high-energy electron scattering pioneered by the
Nobel Laureate Prof. R. Hofstadter and his colleagues in the 1950s[1].

The measured charge density distributions of many stable nuclei by elastic electron scattering
visualized how the charge densities and radii change as a function of mass number A[2]. Under
an independent-particle picture, the charge density distribution, ρc(r), is an incoherent sum of
the wave function squared of all protons, |φi(�r)|2 as,

ρc(�r) =
Z∑
i=1

|φi(�r)|2 , (2)

where Z is the proton number. Thus it provides a direct and stringent testing ground of nuclear
structure theories.

In this report, I will briefly introduce our ongoing research activities on the size of proton
and nuclei including exotic ones using electron scattering.

This is a blank page. 
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2 Proton charge radius

After Hofstadter’s work [3] which revealed that the proton is not a point particle but has a
finite size, the size, especially the charge radius, has been long studied by electron scattering in
addition to the intensive studies, using the higher-energy electron, of its internal structure by
deep inelastic scattering followed by a discovery of the quarks.

In the 1990s, hydrogen spectroscopy started to provide the proton size as well, utilizing the
fact that the orbital energy of the s-wave electron is sensitive to the finite size of the proton.
Since their results were consistent with the radius determined by electron scattering, the proton
charge radius has been considered to be ∼ 0.88 fm[4]. In 2010, however, a new result on the
proton charge radius determined by the μ-hydrogen spectroscopy appeared [5] with surprise.
The radius was reported as 0.844 fm, which is not consistent with that determined by electrons.

This problem, later called the “Proton radius puzzle” [6] had a significant impact on nuclear
physics as the fundamental physical quantity of the building block of atomic nuclei and on atomic
physics as well. This is because the Rydberg constant being the fundamental physical constant
determined so far with the greatest precision depends strongly on the proton radius. Further-
more, speculation linking this disagreement to an unknown difference in physical properties of
electron and μ [7], which is beyond the Standard Model, called public attention.

Since then, experiments with state-of-art technologies have been planned and conducted
worldwide, from some of which new results have been published recently [8, 9, 10, 11, 12].
Some of the recent results by electron scattering and hydrogen spectroscopy experiments were
reported to be consistent with that by μ-hydrogen spectroscopy. The situation thus becomes
further confused since we do not know the reason for the disagreement with the previous results.

As for the proton radius by electron scattering, possible non-negligible model dependence to
extract the radius from the measured data has been pointed out[13]. It is, thus, highly desired
to perform electron scattering which allows determining the radius in the least model-dependent
as possible.

60 MeV electron linac

High-Power 
RI station

a newly constructed ULQ2 setup
at

ELPH, Tohoku University

Twin spectrometers

Figure 1: A newly installed ULQ2 setup at ELPH, Tohoku University aiming at determining
the proton radius by low-energy electron scattering.
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The proton charge radius, < rp >, is defined as[14]

�r2p� ≡ −6
dGE(Q

2)

dQ2
|Q2→0 , (3)

here GE(Q
2) is the proton charge form factor. Q2 is the four-momentum transfer ,

Q2 ≡ �q2 − ω2 = 4 Ee E
�
e sin2(θ/2). (4)

ω、�q are the energy and three-momentum transfer, Ee, E
�
e are electron energies before and after

scattering, and θ electron scattering angle, respectively.
Considering the fact that elastic cross section goes infinity at Q2 = 0, it is evident from

Equation 3 that the measurement of GE(Q
2) under extremely small Q2 region as possible with

great accuracy is essential.
This is why we decided to start the ULQ2 (Ultra-Low Q2) project at Tohoku, where a

low-energy electron linac is still in operation. The ULQ2 project aims to measure the elastic
cross section under the lowest-ever momentum transfer using the low energy electron beam,
Ee = 20 − 60 MeV, available at the Research Center for Electron-Photon Science, Tohoku
University. Using experimentally separated GE(Q

2) from the measured cross section with the
Rosenbluth-separation technique, the proton charge radius will be determined in the least model-
dependent way. To our knowledge, no electron-accelerator facility for nuclear physics exists today
to perform such low-energy electron scattering.

The ULQ2 setup consisting of a new electron beamline and twin spectrometers, shown in
Fig. 1, was completed in Dec. 2021, and their commissioning is underway. The physics run is
expected to start in FY 2022.

3 Short-lived exotic nuclei

The charge radii of many exotic nuclei are available today, which were determined by isotope-
shift measurements[15]. The transition-frequency difference between isotopes, measurable with
super-precise technique, is directly related to their charge-radius difference. Using the charge
radius of stable isotopes determined by electron scattering, one can bridge to unstable isotopes
using isotope-shift measurements.

The charge radius, however, is an integrated quantity of the charge density distribution as
Equation (1); thus it is not possible to discriminate different ρ(r) providing the same radius. To
study the internal structure in further detail, the importance of electron scattering to determine
ρ(r) is unquestionable.

As for the charge radius, electron scattering is also important for unstable nuclei, because
it provides an absolute value of the charge radius. Note that the isotope shift provides only a
relative charge radius difference between isotopes where their errors may be piled up further for
those far from the stability line.

Nuclei ever studied by electron scattering strictly remained within and in the vicinity of
the “valley of stability”[16]. This is simply because no thick-enough targets needed for electron
scattering have been available so far for the production-hard short-lived exotic nuclei.

To apply electron scattering, the most powerful tool for structure study, to unstable exotic
nuclei[17], we have constructed the world’s first electron-scattering facility at the RIKEN RI
Beam Factory in Japan (Fig. 2). This facility employs a novel target forming technique[18],
which we invented and named as SCRIT (Self-Confining RI ion Target), to achieve the required
luminosity for elastic scattering, L ∼ 1027 /cm2/s using a pretty small number of target nuclei,
N ∼ 107−8.

2 Proton charge radius

After Hofstadter’s work [3] which revealed that the proton is not a point particle but has a
finite size, the size, especially the charge radius, has been long studied by electron scattering in
addition to the intensive studies, using the higher-energy electron, of its internal structure by
deep inelastic scattering followed by a discovery of the quarks.

In the 1990s, hydrogen spectroscopy started to provide the proton size as well, utilizing the
fact that the orbital energy of the s-wave electron is sensitive to the finite size of the proton.
Since their results were consistent with the radius determined by electron scattering, the proton
charge radius has been considered to be ∼ 0.88 fm[4]. In 2010, however, a new result on the
proton charge radius determined by the μ-hydrogen spectroscopy appeared [5] with surprise.
The radius was reported as 0.844 fm, which is not consistent with that determined by electrons.

This problem, later called the “Proton radius puzzle” [6] had a significant impact on nuclear
physics as the fundamental physical quantity of the building block of atomic nuclei and on atomic
physics as well. This is because the Rydberg constant being the fundamental physical constant
determined so far with the greatest precision depends strongly on the proton radius. Further-
more, speculation linking this disagreement to an unknown difference in physical properties of
electron and μ [7], which is beyond the Standard Model, called public attention.

Since then, experiments with state-of-art technologies have been planned and conducted
worldwide, from some of which new results have been published recently [8, 9, 10, 11, 12].
Some of the recent results by electron scattering and hydrogen spectroscopy experiments were
reported to be consistent with that by μ-hydrogen spectroscopy. The situation thus becomes
further confused since we do not know the reason for the disagreement with the previous results.

As for the proton radius by electron scattering, possible non-negligible model dependence to
extract the radius from the measured data has been pointed out[13]. It is, thus, highly desired
to perform electron scattering which allows determining the radius in the least model-dependent
as possible.
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Figure 2: SCRIT electron scattering facility in RIKEN RI Beam Factory.

The performance study of the SCRIT facility using N ∼ 108/s of a stable 132Xe[19] success-
fully demonstrated that electron scattering for unstable nuclei is feasible.

The first unstable-nuclear targets for electron scattering at this facility will be 137Cs and
138Xe as they are relatively easy to produce and extract enough number of ions from the ISOL,
ERIS (Electron-beam-driven RI separator for SCRIT), which uses the photo-fission reaction of
uranium to deliver neutron-rich unstable nuclei.

4 Neutron-distribution radius of exotic nuclei

Electron scattering has revealed how the charges distribute spatially in stable nuclei. Since
the proton charge mostly dominates the charge density distribution, less knowledge has been
obtained so far about the neutron by electron scattering. In addition to magnetic electron
scattering[20], a recent parity-violating electron scattering off 208Pb at JLAB[21, 22] aiming to
measure the radius of the neutron distribution is an exceptional example. Since both experiments
require extremely high luminosities due to small magnetic-scattering cross section and extremely
small weak-interaction effects, it is hard to imagine their application to exotic nuclei, where high-
luminosity is not realistic.

Recently, one new way to access the neutron distributions by electron scattering has been
proposed. Kurasawa and Suzuki have shown in their relativistic nuclear-structure models, for
the first time, that the fourth moment of the nuclear charge density distribution includes the
radius of the neutron distribution explicitly[23].

Here, let us start discussion about the second moment, < r2c >, is expressed as,

< r2c >=< R2
p(point) > +r2p +

N

Z
r2n + rel. corr., (5)

where < Rp(point) >, rp,rn are the radius of the point proton distribution, the proton charge
radius and the neutron charge radius, respectively. The relativistic correction includes the
contributions from the spin-orbit interaction. < r2c > is measured experimentally by electron
scattering, μ-X ray, and isotope shifts, and Rp(point) calculated theoretically.
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Since the second moment corresponds to the exact (charge) size of atomic nuclei providing
a strict testing ground for our understanding of the nuclear structure, they have been measured
extensively, including unstable nuclei.

The fourth moment, < r4c > is shown to include the neutron-distribution radius[23] as,

< r4c > =< R4
p(point) > +

10

3
< R2

p(point) >< r2p >

+
10

3
< R2

n(point) >< r2n >
N

Z
+ (rel.corr.).

(6)

One finds that the neutron-distribution radius, < Rn(point) >, appears explicitly. Assuming
one measures < r4c > experimentally and knowing < R2

p(point) >,< r2p > and < r2n >, one may

determine < Rn(point) > from < r4c > determined by elastic electron scattering.
We apply this theory to doubly-magic stable nucleus 208Pb using the charge density dis-

tribution, ρc(r), known precisely by elastic electron scattering, the neutron-distribution radius,
< Rn(point) >, is determined as 5.736 ±0.013fm[24]. Extracting the (point)proton-distribution
radius, 5.455±0.012 fm from the charge radius, 5.503±0.002 fm, the neutron skin thickness,
defined as the difference between the proton and neutron distribution radii, is determined as
0.282±0.024 fm. This looks surprisingly consistent with the skin thickness recently determined
by the parity-violating electron scattering experiment at JLAB, 0.283±0.071 fm.

The neutron skin thickness of 48Ca is also estimated in the same manner as 0.219±0.013
fm[24], which will be measured at JLAB by the parity-violating electron scattering experiment.

As previously discussed, electron scattering for neutron-rich exotic nuclei will be soon started
at the SCRIT electron scattering facility. Then one may ask whether it is possible to access the
neutron-distribution radius of unstable nuclei also through < r4c > at the SCRIT facility.

There are two ways to determine < r4c > of the charge density distributions. They are 1)
based on Equation (1) with ρc(r) determined by elastic electron scattering measured covering a
wide range of q, and 2) using the Taylor expansion of the charge form factor, Fc(q), measured
by elastic electron scattering at the low q region,

Fc(q) = 1− < r2c >

3!
q2 +

< r4c >

5!
q4 + ..... (7)

Since elastic cross section has 1/q4 dependence and knowing < R2
p(point) > for exotic nuclei

by isotope shift measurements, the method 2) may allow one to study the neutron-distribution
radius through < r4c > obtained using Equation(7) at the low-luminosity electron scattering
facility for exotic nuclei. A feasibility study of this exciting opportunity at the SCRIT electron
scattering facility is underway
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The magic numbers due to closures of the nucleonic shells, that correspond to noble gases in 
elements, have played a fundamental role in nuclear physics. We here discuss our recent invention of a 
periodic table for atomic nuclei, called "Nucletuch". This is in a sense an extension of the 3D periodic 
table for elements, "Elementouch", invented by one of the authors (Y.M.) in 2001. While the Elementouch 
recovers features of Mendeleev's periodic law, the "Nucletouch" provides a nice visualization of nuclear 
deformation. By comparing the two 3D periodic tables, we show that there is an unexpected coincidence 
between atoms and nuclei concerning the alignments of elements. 

1. Introduction
A periodic table of chemical elements is undoubtedly one of the most important achievements in 

modern science. It concisely demonstrates the periodic properties of the building blocks of nature in a
form of a simple table. The Mendeleev's periodic table, invented in 1869, is based on the “periodic law” 
in which the chemical and physical properties of elements and their compounds are periodic functions of 
the atomic weight [1,2]. It is in a short form consisting of eight groups, while the periodic table widely 
used today is in a long form consisting of 18 columns. The long form of the periodic table was first 
invented by Alfred Werner in 1905 [3] and then extended by Von Paul Pfeiffer in 1920 [4]. See Ref. [5] 
for a history of the modern periodic table. 

The periodicity of the atomic properties of elements originates from the shell structure of the electron 
orbitals around a nucleus. In particular, the energy gap between the fully occupied shell configu ration 
and the first unoccupied level leads to the chemically inert noble-gas elements, He, Ne, Ar, Kr, Xe (, and 
Og) with the atomic magic numbers 2, 10, 18, 36, 54, 86 (, and 118). We note that protons and neutrons 
in a nucleus also exhibit orbital shell structures similar to those of the electrons in an atom. When orbital 
shells are completely filled up with protons or neutrons, stable nuclei analogous to noble gas atoms are 
formed. The magic numbers known for stable nuclei are 2, 8, 20, 28, 50, 82, and 126. The success of the 
nuclear shell model was rewarded as the Nobel prize in physics in 1963 to Maria Goeppert Mayer and J. 
Hans D. Jensen, along with Eugene Wigner. 

Since both atoms and nuclei show similar shell structures, we ask ourselves whether one can construct 
a periodic table of atomic nuclei, similar to the well known periodic table of elements, by arranging 
elements according to the nuclear shell structure. Before we address this question, however, let us first 
discuss in the next section a possible extension of the periodic table of elements. 

2. 3D periodic table: Elementouch
Mendeleev’s periodic law is embodied in his short-form periodic table [2]. In the 1871 version of

periodic table, the groups forming columns represent the valence properties in forming oxides and 
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hydrides, as clearly indicated in his table as “R2O” and “RO” for the groups I and II, “RH and R2O7” for 
the group VII (halogens), etc. Such valence tendencies of forming chemical compounds are no longer 
very explicit in the long-form table based on the electron shell structure. For instance, Ca and Cd are in 
the same column in the Mendeleev’s table, but they are put in different columns in the long-form table. 
The same thing happens for Ti and Sn. 

(a) (b) (c)

Fig. 1. The three-dimensional (3D) helical periodic table “Elementouch”. (a) The three tubes 
represent s-p blocks, d block and f block. (b) Divalent, trivalent and tetravalent elements align in the 
respective columns. (c) The top view of Elementouch. 

To resolve this problem, one of us (Y.M.) invented the 3D periodic table “Elementouch” [5,6,7], which
is constructed by continuously winding a ribbon of element symbols in three-tube helix as shown in Fig. 
1. In this way, all divalent, trivalent and tetravalent elements line up in the respective columns. It is thus
possible to express the “periodic law” in the Mendeleev’s short-form periodic table, while keeping the 
shell structure expressed in the modern long-form table. Mendeleev noted “Cu, Ag, and Au occupy two 
places – one in the first group (I) and the other in the eighth (VIII)”, considering their compounds Ag 2O, 
CuCl and AgCl [2,8]. They were placed in the group I with parentheses. The divalent state of Cu is well 
known as the basis of high-temperature superconductivity of cuprates. To express such valence 
tendensicies, in the Elementouch, the group 11 (IB) elements are placed not exactly on the same tube as 
the group 1 (IA) elements as shown in Fig. 1 (a).

The Elementouch resolves other possible drawbacks of the long-form of periodic table. We here 
summarize the characteristic features of the Elementouch as compared with the 2D periodic table of the 
long-form: (1) elements with similar valence properties are arranged in the same columns, reproducing 
basic features of the Mendeleev’s periodic law, (2) element symbols are lined up in a seamless way,
without unnatural gaps between Be - B and Mg – Al, (3) the f-block elements are incorporated 
continuously and treated equally to the d-block elements, rather than being separated as in the long-form 
periodic table, and (4) from the top, an atomic model with s/p, d, and f orbitals can be clearly depicted as 
shown in Fig. 1 (c).
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3. Nuclear periodic table: Nucletouch
Let us now discuss a periodic table of atomic nuclei. To this end, it should firstly be pointed out that 

atomic nuclei consist of two different kinds of nucleons, and thus their properties cannot be determined 
solely by the number of protons (or neutrons) as in the periodic table of elements. As a matter of fact, a 
two-dimensional map of atomic nuclei, that is, a nuclear chart [9,10], would be more useful than a one-
dimensional periodic table in order to classify detailed properties of atomic nuclei. Nevertheless, it might 
still be useful and pedagogical to construct a nuclear periodic table e.g., in order to visualize the difference 
in magic numbers between nuclear systems and electronic systems. The 3D nuclear periodic table was 
invented with such motivation [11,12]. 

To construct a nuclear periodic table, we considered the shell structure of protons. Even though a 
similar periodic table for neutrons could be constructed, we found it much easier to consider a nuclear 
periodic table based on protons, as each proton magic number can be characterized by the name of a 
particular element. We thus first arranged the elements with the proton magic numbers in the same column. 
Those are: He (Z=2), O (Z=8), Ca (Z=20), Ni (Z=28), Sn (Z=50), and Pb (Z=82). Zr (Z=40) often shows 
behaviors similar to the magic nuclei due to the sub-shell closure at Z=40 [13], and we also included it in 
the same column. Though the heaviest element discovered so far is Oganessson (Z=118), the proton magic 
number after Z=82 is currently unknown. In our nuclear periodic table, we chose the traditional proton 
magic number, Z=114, for superheavy elements and arranged Fl underneath Pb. 

After we set up the column for the magic and semi-magic nuclei, we next arranged other nuclei 
according to the known nuclear shell structure. The ordering of each single-particle level within shells 
depends on the number of neutrons. Moreover, for open shell nuclei, those single-particle levels are 
occupied only partially due to the pairing correlation. In mid-shell nuclei, nuclei may even be deformed, 
yielding a deformed mean-field potential. For these reasons, we considered a group of single-particle 
levels within each shell, instead of treating each single-particle level individually. 

Fig. 2. A nuclear periodic table based on the proton magic numbers [11]. The rightmost column 
shows the elements with the proton magic and semi-magic numbers. The other elements are arranged 
according to the nuclear shell structure, for which the single-particle levels for the valence protons are 
denoted with different colors. The elements shown in round-corner boxes are those whose nucleus is 
substantially deformed in the ground state. Elements with black symbols have stable nuclei, while those 
with white symbols represent those with all the isotopes unstable. 

hydrides, as clearly indicated in his table as “R2O” and “RO” for the groups I and II, “RH and R2O7” for 
the group VII (halogens), etc. Such valence tendencies of forming chemical compounds are no longer 
very explicit in the long-form table based on the electron shell structure. For instance, Ca and Cd are in 
the same column in the Mendeleev’s table, but they are put in different columns in the long-form table. 
The same thing happens for Ti and Sn. 

(a) (b) (c)

Fig. 1. The three-dimensional (3D) helical periodic table “Elementouch”. (a) The three tubes 
represent s-p blocks, d block and f block. (b) Divalent, trivalent and tetravalent elements align in the 
respective columns. (c) The top view of Elementouch. 

To resolve this problem, one of us (Y.M.) invented the 3D periodic table “Elementouch” [5,6,7], which
is constructed by continuously winding a ribbon of element symbols in three-tube helix as shown in Fig. 
1. In this way, all divalent, trivalent and tetravalent elements line up in the respective columns. It is thus
possible to express the “periodic law” in the Mendeleev’s short-form periodic table, while keeping the 
shell structure expressed in the modern long-form table. Mendeleev noted “Cu, Ag, and Au occupy two 
places – one in the first group (I) and the other in the eighth (VIII)”, considering their compounds Ag 2O, 
CuCl and AgCl [2,8]. They were placed in the group I with parentheses. The divalent state of Cu is well 
known as the basis of high-temperature superconductivity of cuprates. To express such valence 
tendensicies, in the Elementouch, the group 11 (IB) elements are placed not exactly on the same tube as 
the group 1 (IA) elements as shown in Fig. 1 (a).

The Elementouch resolves other possible drawbacks of the long-form of periodic table. We here 
summarize the characteristic features of the Elementouch as compared with the 2D periodic table of the 
long-form: (1) elements with similar valence properties are arranged in the same columns, reproducing 
basic features of the Mendeleev’s periodic law, (2) element symbols are lined up in a seamless way,
without unnatural gaps between Be - B and Mg – Al, (3) the f-block elements are incorporated 
continuously and treated equally to the d-block elements, rather than being separated as in the long-form 
periodic table, and (4) from the top, an atomic model with s/p, d, and f orbitals can be clearly depicted as 
shown in Fig. 1 (c).
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Figure 2 shows a nuclear periodic table so constructed. We here also distinguish (nearly) spherical 
and deformed nuclei using different types of a box: the nuclei for the elements shown in round-corner 
boxes have the quadrupole deformation parameter, 2, is larger than 0.15. To this end, we chose the 
most abundant nucleus for each element and estimated the deformation parameter using the 
theoretical calculations by Möller et al. [14]. For the elements lighter than N, we regarded the 
elements Li, Be, B, and C as deformed due to the well-known alpha-particle structure. In addition, we 
also distinguished between stable and unstable elements using different types of symbols: the elements 
with the white symbols are unstable elements, that is, elements where all the isotopes are unstable. 

In the figure, one can clearly see that the elements in the vicinity of the shell closures are all spherical, 
while the deformation is developed in the mid-shell regions, as has been known well in nuclear physics.
The former elements can be interpreted in terms of one or two protons holes outside the shell closures, 
and it would be meaningful to arrange them in the same columns.

The 3D version of the nuclear periodic table, Nucletouch, is shown in Fig. 3, in which the magic and 
the semi-magic nuclei are put in the center of the periodic table. Its paper pattern is available at a 
Supplemental Material page on the web site of the Japan Physics Society [15].

Fig. 3. The 3D nuclear periodic table, Nucletouch [11,15]. 

Figure 4 shows the usual periodic table of elements. It is quite amusing to notice that the magic nuclei 
Sn-Pb-Fl are aligned in the same column also in the ordinary "atomic" periodic table. This is merely a 
coincidence, but this is caused by the fact that the increment of electron numbers 32 of the noble-gas 
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elements from Xe (54) to Rn (86) and to Og (118) is identical to the increment of proton numbers among 
the magic nuclei Sn (50), Pb (82) and Fl (114). Because of this magic coincidence, the alignments of the 
elements in both periodic tables are very similar after Nb (41). For instance, Ag (47) is just above Au 
(79) and La (57) is just above Ac (89). This would not have been noticed unless the nuclear periodic table 
was invented. 

Fig. 4. The periodic table of elements, with a highlight on the proton magic nuclei, Sn, Pb, and Fl. 

4. Summary
Motivated by the 3D periodic table, Elementouch, we have constructed a similar periodic table for 

atomic nuclei and named it Nucletouch. This table was based on the shell structure of protons in atomic 
nuclei close to the stability line, in which the elements were arranged according to the known proton 
magic numbers. The nuclear periodic table provides a clear visualization of the well known fact that the
nuclei in the vicinity of the shell closures are spherical in the ground state, while nuclei tend to be 
deformed as the distance from the shell closures increases. We have also pointed out a magic coincidence, 
for which the same sequence of elements, such as Sn-Pb-Fl, can be found both in the nuclear and in the 
atomic periodic tables. 

The nuclear periodic table we invented has several pedagogical significances. For instance, it may 
provide a useful means to visualize the difference in magic numbers between nuclear and electronic 
systems. It may also be helpful in understanding why Ca, Pb and Bi, with which evaporation residue cross 
sections are enhanced for several reasons, have been used to synthesize superheavy elements up to Og.

Finally, we mention that a variety of patterns to make models of Elementouch and Nucletouch can be 
downloaded from: http://www.ss.scphys.kyoto-u.ac.jp/elementouch/en/index.html
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This tutorial contains a role of accelerator-driven system (ADS) in the nuclear fuel cycle and 
necessity of nuclear data to realize the ADS. After an overview of the Japanese nuclear fuel cycle and 
government direction, the geological disposal concept of high-level waste (HLW) will be described. By 
partitioning problematic elements from the HLW and transmuting, utilizing or storing them, geological 
disposal can be changed. ADS plays a role of transmuting minor actinide (MA) separated from HLW to 
fission product (FP), which are less radio-toxic than MA. The principle of ADS will be introduced with 
technological issues, and finally utilization of nuclear data for R&D on ADS will be introduced.

1. Role of ADS and Partitioning & Transmutation (P&T) technology in the nuclear fuel
cycle
1.1. Background

The tutorial begins with our nation's current and near-future nuclear fuel cycle. In 2020, nuclear 
power plants and nuclear fuel cycle restarts after shock of Fukushima Daiichi Nuclear Power Plant
accident. Nuclear power plants gradually restart after meeting new regulatory standards. Rokkasho 
Reprocessing Plant will soon start operation. A literature survey on geological disposal of radioactive 
waste begins.

Prime Minister Kan declared aiming for a carbon-neutral, decarbonized society by 2050 in Oct., 
2020. Then, the sixth Basic Energy Plan was approved by the Cabinet in Oct., 2021. In the plan, Nuclear 
Power Plant (NPP) will supply 20-22% of electricity in 2030, and 30-40% in 2050 including thermal 
power with CO2 capture as a reference value for further discussion. Toward 2050, utilization of NPP is 
very ambiguous, so nuclear fuel cycle as well. However, nuclear spent fuel accumulated past and near-
future must be managed in any future scenario. Partitioning and transmutation technology is being 
developed for this purpose.

1.2. Origin of radioactive waste
Radioactive materials occur in two passes in NPP. One is the fission process of uranium-235, which 

is a heat source in the core of NPP. When nucleus of uranium-235 is hit by a neutron, it fissions in certain 
probability, then divided into two FPs. Because this process is stochastic, various kind of FPs is produced 
and some of them are radioactive. Another origin is the capture process of uranium-235 and uranium-238.
When the nucleus of uranium is hit by a neutron again, it can capture neutron instead of fission and 
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becomes another isotope with increased mass. The capture process is repeated sometimes and the isotope 
becomes heavier in nuclear fuel. Finally, the fuel contains plutonium and minor actinide (MA: neptunium, 
americium, and curium) in addition to uranium. Plutonium is used as fuel after reprocessing, but MA is 
regarded as radioactive wastes.

After two kinds of the process several hundreds of isotopes are produced in the fuel, but only 7 FPs
and 4 MAs are categorized as long-lived isotopes, as listed in Fig.1. Americium-241 and curium-244
decay rather early, but daughters (neptunium-237 and plutonium-240, respectively) possess a long half-
life. Half-life of these 11 isotopes is in order of 1 million years. Four MAs and iodine-129 must be paid 
attention, because they affect human when they are ingested as represented by dose coefficients in Fig.1.
MAs emit alpha particle in decay process, which damages organs and iodine-129 deposits in the thyroid.
Strontium-90 and cesium-137 decay fast in around 30 years but are listed because of their importance in 
handling waste and designing the repository.

Fig. 1 List of long-lived FP and MA

1.3. Underground disposal
Radioactive and stable isotopes produced in the nuclear fuel are vitrified in glass waste in the current 

technology adopted in the Rokkasho reprocessing plant. The glass waste is packed in the iron overpack 
with the thickness of 200 mm that can stand for corrosion for 1,000 years. In the underground repository 
deeper than 300 m, the overpack is placed in buffer material (compacted cray) that delays transport of 
radioactive isotope to groundwater. Glass, iron overpack, and cray are called “engineering barriers.” 
Another “natural barrier” is the bedrock that delays the migration of ground water to the underground 
waterway.

The current repository design is affected by the strength of radioactivity in many aspects. Long-lived 
radioactivity from MA and FP determines the function of engineering and natural barriers, such as the 
necessity of buffer material and distance from the ground surface. Heat from strontium, cesium and 
americium dictates layout, i.e., the density of glass wastes in the repository. Gamma ray from glass waste 
affects the thickness of overpack as to protect workers during the handling of wastes. Partitioning and 
transmutation is a technology with a purpose to decrease the radioactivity and ease the difficulty of 
underground disposal.

Nuclide Half-life
(Year)

Dose 
coefficient
(μSv/kBq)

Amount
(/tHM)

U-235 0.7B 47 10 kg
U-238 4.5B 45 930 kg

Pu-238 87.7 230 0.3 kg
Pu-239 24.11M 250 6 kg
Pu-240 65.61M 250 3 kg
Pu-241 14.29 4.8 1 kg

Np-237 2.144M 110 0.6 kg
Am-241 432.6 200 0.4 kg
Am-243 7.370K 200 0.2 kg
Cm-244 18.11 120 60 g

Nuclide Half-life
Dose 

coefficient
(μSv/kBq)

Amount
(/tHM)

Se-79 0.295M 2.9 6 g
Zr-93 1.61M 1.1 1 kg
Tc-99 0.211M 0.64 1 kg

Pd-107 6.5M 0.037 0.3 kg
Sn-126 0.23M 4.7 30 g
I-129 15.7M 110 0.2 kg

Cs-135 2.3M 2.0 0.5 kg

Sr-90 28.79 28 0.6 kg
Cs-137 30.08 13 1.5 kg

JAEA-Conf 2022-001

- 64 -



1.4. Impact of partitioning and transmutation on underground disposal
Figure 2 depicts the radioactive dose contained in glass wastes originating from the spent fuel of 1 

ton. After 1,000 years, when the overpack loses function, MA, uranium, plutonium and long-lived FPs
remain. To reduce the long-term dose, the transmutation of these isotopes is effective. Note that the dose 
is “potential,” that is, normally confined in the four barriers and does not contact to our life zone. From 
Fig.2, MA looks dominant and prior transmutation target, but it actually depends on the degree of 
migration to the environment in normal and unexpected conditions. Such deeper investigation is an 
unresolved issue.

Figure 3 shows a radioactive heat source in glass waste. Strontium and cesium are dominant in the 
first 150 years, then americium-241 takes place for several hundreds of years. Both heat source is 
important for layout design of repository. Partitioning and “storage” strategy is effective for strontium 
and cesium because half-life of 30 years is rather short. If they are stocked at the surface facility for 300 
years, heat becomes 1/1000 and very compact repository can be realized. As to americium-241, the same 
strategy cannot be adopted because half-life is as long as 432 years. By partitioning and transmutation of 
americium to FP, the heat of americium becomes negligibly small.

Figure 4 illustrates “full-spec.” partitioning and transmutation containing transmutation of MAs and 
long-lived FPs, storage of strontium and cesium and recycling of platinum group metals. If this scheme 
is realized, the long-term dose can be reduced by one or two orders of magnitudes and the repository 
scale can be minimized by two orders of magnitudes.
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Fig. 2 Radioactive dose in glass waste 
normalized to spent fuel of 1 ton

Fig. 3 Radioactive heat in glass waste

becomes another isotope with increased mass. The capture process is repeated sometimes and the isotope 
becomes heavier in nuclear fuel. Finally, the fuel contains plutonium and minor actinide (MA: neptunium, 
americium, and curium) in addition to uranium. Plutonium is used as fuel after reprocessing, but MA is 
regarded as radioactive wastes.

After two kinds of the process several hundreds of isotopes are produced in the fuel, but only 7 FPs
and 4 MAs are categorized as long-lived isotopes, as listed in Fig.1. Americium-241 and curium-244
decay rather early, but daughters (neptunium-237 and plutonium-240, respectively) possess a long half-
life. Half-life of these 11 isotopes is in order of 1 million years. Four MAs and iodine-129 must be paid 
attention, because they affect human when they are ingested as represented by dose coefficients in Fig.1.
MAs emit alpha particle in decay process, which damages organs and iodine-129 deposits in the thyroid.
Strontium-90 and cesium-137 decay fast in around 30 years but are listed because of their importance in 
handling waste and designing the repository.

Fig. 1 List of long-lived FP and MA

1.3. Underground disposal
Radioactive and stable isotopes produced in the nuclear fuel are vitrified in glass waste in the current 

technology adopted in the Rokkasho reprocessing plant. The glass waste is packed in the iron overpack 
with the thickness of 200 mm that can stand for corrosion for 1,000 years. In the underground repository 
deeper than 300 m, the overpack is placed in buffer material (compacted cray) that delays transport of 
radioactive isotope to groundwater. Glass, iron overpack, and cray are called “engineering barriers.” 
Another “natural barrier” is the bedrock that delays the migration of ground water to the underground 
waterway.

The current repository design is affected by the strength of radioactivity in many aspects. Long-lived 
radioactivity from MA and FP determines the function of engineering and natural barriers, such as the 
necessity of buffer material and distance from the ground surface. Heat from strontium, cesium and 
americium dictates layout, i.e., the density of glass wastes in the repository. Gamma ray from glass waste 
affects the thickness of overpack as to protect workers during the handling of wastes. Partitioning and 
transmutation is a technology with a purpose to decrease the radioactivity and ease the difficulty of 
underground disposal.
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U-235 0.7B 47 10 kg
U-238 4.5B 45 930 kg

Pu-238 87.7 230 0.3 kg
Pu-239 24.11M 250 6 kg
Pu-240 65.61M 250 3 kg
Pu-241 14.29 4.8 1 kg
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Sn-126 0.23M 4.7 30 g
I-129 15.7M 110 0.2 kg
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Fig.4 Full-spec partitioning and transmutation

2. Principle of ADS for MA transmutation
Accelerator-driven system (ADS) is devoted to transmutation of MA using fission reaction. 

Neptunium-237 and americium-241 that are main component of MA are not fissile isotope, so that fission 
probability is much less than capture probability when a slow neutron is absorbed to the nucleus. However, 
all actinide has a larger chance to fission for fast neutron with energy around 1 MeV. In ADS, fast 
neutrons are utilized by eliminating water from the core and using lead-bismuth eutectics as coolant.

After the fission reaction of actinides, a very small fraction of FPs releases delayed neutrons that 
play an important role in controlling the critical nuclear plant. However, the fraction of delayed neutron 
from MA fission reaction is smaller than that of uranium and the control becomes difficult. This is why 
ADS is considered. As illustrated in Fig. 5, the number of neutrons is kept in the critical as a result of a
balance between fission versus capture and escape. On the contrary, neutron supplied by proton 
accelerator and fission neutron is balanced to capture and escape in the subcritical core. When accelerator 
operation is terminated in the accidental situation, the number of neutrons decreases very rapidly and the 
chain reaction stops.

R&D issues for ADS is summarized in Fig. 6. There are 5 issues: accelerator, structure, fuel, 
spallation target and material in lead-bismuth eutectics, and reactor physics. Nuclear data is especially 
relating to spallation target and reactor physics.
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Fig.5 Critical versus sub-critical

Fig. 6 R&D issues of ADS
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2. Principle of ADS for MA transmutation
Accelerator-driven system (ADS) is devoted to transmutation of MA using fission reaction. 

Neptunium-237 and americium-241 that are main component of MA are not fissile isotope, so that fission 
probability is much less than capture probability when a slow neutron is absorbed to the nucleus. However, 
all actinide has a larger chance to fission for fast neutron with energy around 1 MeV. In ADS, fast 
neutrons are utilized by eliminating water from the core and using lead-bismuth eutectics as coolant.

After the fission reaction of actinides, a very small fraction of FPs releases delayed neutrons that 
play an important role in controlling the critical nuclear plant. However, the fraction of delayed neutron 
from MA fission reaction is smaller than that of uranium and the control becomes difficult. This is why 
ADS is considered. As illustrated in Fig. 5, the number of neutrons is kept in the critical as a result of a
balance between fission versus capture and escape. On the contrary, neutron supplied by proton 
accelerator and fission neutron is balanced to capture and escape in the subcritical core. When accelerator 
operation is terminated in the accidental situation, the number of neutrons decreases very rapidly and the 
chain reaction stops.

R&D issues for ADS is summarized in Fig. 6. There are 5 issues: accelerator, structure, fuel, 
spallation target and material in lead-bismuth eutectics, and reactor physics. Nuclear data is especially 
relating to spallation target and reactor physics.
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3. Nuclear data in ADS design
Many kinds of nuclear data are used in ADS

design as shown in Fig. 7, where the proton beam is 
accelerated and induced into lead-bismuth liquid 
target through the beam window, then, makes 
spallation neutrons. 

At first, the number and energy of spallation 
neutron per proton is essential nuclear data that 
determines necessary proton beam current
according to predefined total core power.
Currently, the uncertainty of nuclear data is 
estimated as 10% in the number of spallation 
neutrons. Because this uncertainty is directly 
affecting the accelerator and target design, and 
current accuracy is not enough.

The second important value deduced from the nuclear data and nuclear model is heat generation in 
the target that is removed by the flow of liquid metal, as shown in Fig.7. For reliable designs of flow path 
and shape of the beam window, accurate estimation of heat distribution is important.

The third one is radiation damage on the beam window made of stainless steel. When protons or 
neutrons pass the steel, they bounce atoms in the lattice. Most of the atoms return to each original position, 
but the flaw remains. The DPA, displacement per atom, is an index of this damage. Recently, 
measurement of DPA in J-PARC revealed that the DPA model should be modified. High energy proton 
also produces hydrogen and helium nucleus in the steel and they induce embrittlement. Measurement and 
evaluation of production cross section are also of importance.

The forth one is production of radioactive isotopes in lead-bismuth generated by spallation reaction 
that causes dose on the operator and becomes waste. Estimation of isotopes with a mass far from targe 
nucleus possesses high uncertainty, so measurement and modification of nuclear model are desirable.

The last nuclear data is nuclear data of novel materials for neutron in the range of fission neutron 
energy. MA, lead-bismuth and nitrogen-15 have not been used in conventional reactors and uncertainty 
caused by nuclear data is large. One of the most important core parameters for ADS is multiplication 
factor as well as the critical reactor. The uncertainty of the factor is desired to be less than 1%, but a
difference of estimator or version of evaluated nuclear library brings discrepancy of around 3%. More 
effort to measure and verify the uncertain nuclear data is necessary.

4. Summary
Management of spent fuel and radioactive waste from light water reactors is an important issue for 

Japanese nuclear power utilization. Partitioning and technology is being developed to reduce long-term 
radiotoxicity and heat in the underground repository. For transmutation of MA, ADS operated in sub-
critical condition is considered because critical reactor with MA fuel is difficult to control. To develop 
the ADS, many kinds of nuclear data for a wide range of energy are necessary, especially data relating to 
spallation reaction and reactions of low energy neutron to unfamiliar isotopes (MA, lead, bismuth…).

Fig. 7 Nuclear reactions in ADS
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Targeted alpha-particle therapy (TAT), using short-lived alpha emitters such as At-211, Ac-225 and 
Ra-223, is one of remarkable cancer treatment methods especially for refractory cancer. At-211 with a 
half-life of 7.2 hours is produced by the nuclear reaction of 209Bi(4He,2n)211At. At-211 of several hundred
MBq can be obtained by irradiation of a few A 29 MeV 4He2+ ion beam. Small amounts of At-211 are 
now available only for academic studies, provided from “Supply Platform for Short -lived RI” called RI-
PF. Ac-225 with a half-life of 10 days is also one of the most powerful alpha emitters for TAT, commonly 
obtained from the parent nucleus Ra-225 by a milking method. In recent years, an accelerator-based Ac-
225 production technique using an around 500 MeV proton beam has been developed at TRIUMF in 
Canada. A Th-232 target placed at the beam dump was used for production of RIs such as Ac-225 and 
Ra-225 by the spallation reaction of 232Th(p,x). We have a plan to import the generator Th-229 or Ra-
225 for milking Ac-225 in near future.

1. Introduction
Targeted particle therapy using beta-ray or alpha-ray emitters is expected to be one of the most 

effective treatments of refractory cancer such as metastatic cancer and invasive cancer. Especially 
targeted alpha-particle therapy (TAT) has a great advantage of dose concentration in a cancer cell ,
resulting from the large energy loss and short range of the alpha particles[1]. The energy and range of the
alpha-emitting radionuclides such as At-211, Ac-225 and Ra-223 are around 7 MeV and 50 m,
respectively. Target medicine labeled with alpha emitting RIs is intravenously injected, selectively 
delivered to tumor tissues, and spontaneously accumulated in cancer cells. The cancer cell intaking the 
target medicine is severely damaged due to DNA double strand break caused by the energy loss of the 
emitted alpha particle or chemical reaction with free radicals generated by alpha induced ionization.

In recent years, demand for supply of the alpha emitting RIs is growing[2]. Property of At-211, Ra-
223 and Ac-225 are listed in Table 1. Astatine is a radioactive halogenic element without any stable 
natural nuclei. At-211 with a short half-life of 7.2 hours emits two alpha particles with a mean energy of 

3. Nuclear data in ADS design
Many kinds of nuclear data are used in ADS

design as shown in Fig. 7, where the proton beam is 
accelerated and induced into lead-bismuth liquid 
target through the beam window, then, makes 
spallation neutrons. 

At first, the number and energy of spallation 
neutron per proton is essential nuclear data that 
determines necessary proton beam current
according to predefined total core power.
Currently, the uncertainty of nuclear data is 
estimated as 10% in the number of spallation 
neutrons. Because this uncertainty is directly 
affecting the accelerator and target design, and 
current accuracy is not enough.

The second important value deduced from the nuclear data and nuclear model is heat generation in 
the target that is removed by the flow of liquid metal, as shown in Fig.7. For reliable designs of flow path 
and shape of the beam window, accurate estimation of heat distribution is important.

The third one is radiation damage on the beam window made of stainless steel. When protons or 
neutrons pass the steel, they bounce atoms in the lattice. Most of the atoms return to each original position, 
but the flaw remains. The DPA, displacement per atom, is an index of this damage. Recently, 
measurement of DPA in J-PARC revealed that the DPA model should be modified. High energy proton 
also produces hydrogen and helium nucleus in the steel and they induce embrittlement. Measurement and 
evaluation of production cross section are also of importance.

The forth one is production of radioactive isotopes in lead-bismuth generated by spallation reaction 
that causes dose on the operator and becomes waste. Estimation of isotopes with a mass far from targe 
nucleus possesses high uncertainty, so measurement and modification of nuclear model are desirable.

The last nuclear data is nuclear data of novel materials for neutron in the range of fission neutron 
energy. MA, lead-bismuth and nitrogen-15 have not been used in conventional reactors and uncertainty 
caused by nuclear data is large. One of the most important core parameters for ADS is multiplication 
factor as well as the critical reactor. The uncertainty of the factor is desired to be less than 1%, but a
difference of estimator or version of evaluated nuclear library brings discrepancy of around 3%. More 
effort to measure and verify the uncertain nuclear data is necessary.

4. Summary
Management of spent fuel and radioactive waste from light water reactors is an important issue for 

Japanese nuclear power utilization. Partitioning and technology is being developed to reduce long-term 
radiotoxicity and heat in the underground repository. For transmutation of MA, ADS operated in sub-
critical condition is considered because critical reactor with MA fuel is difficult to control. To develop 
the ADS, many kinds of nuclear data for a wide range of energy are necessary, especially data relating to 
spallation reaction and reactions of low energy neutron to unfamiliar isotopes (MA, lead, bismuth…).

Fig. 7 Nuclear reactions in ADS
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6.8 MeV in a sequential decay. At-211 is easily produced by the nuclear reaction of 209Bi(4He,2n)211At
using a 4He2+ ion beam accelerated by a cyclotron. The energy of 4He2+ ions should be tuned to 29 MeV 
or less to avoid production of At-210 which decays to a toxic element of Po-210. A chemical compound 
of At-211 can be produced by replacing a halogenic element of chlorine and iodine, for example NaCl-
like NaAt and MIBG-like MABG. Ac-225 with a half-life of 10 days provides five alpha particles with a 
mean energy of 6.9 MeV in a sequential decay. Ac-225 can be obtained by milking from the decay of the 
parent nucleus Ra-225. Accelerator-based Ac-225 production methods are now being developed by using 
nuclear reactions of 226Ra(p,2n)225Ac and 226Ra( ,n)225Ra. A new project of Ac-225 mass production using 
a high energy proton beam was started at TRIUMF cyclotron facility in Canada. They proposed an
alternative production method using a proton-induced spallation reaction 232Th(p,x)225Ac. RCNP 
collaborates with TRIUMF for importing the proper amount of Ac-225 from Canada. We have a plan of 
the first Ac-225 import from TRIUMF in 2022.

Table 1 Properties of alpha-particle emitters for TAT.

RI Half life
Daughter 
nucleus

Number of 
emitted alpha

particles

Mean energy of 
alpha particles

MeV
Production method

211At 7.21 hours 211Po 2 6.8 209Bi(4He,2n)211At
223Ra 11.4 days 219Rn

215Po
211Bi
211Po

5 6.7 226Ra(n, )227Ra
227Th
223Ra

225Ac 10.0 days 221Fr
217At
213Bi
213Po

5 6.9 [Reactor]
229Th 225Ra 225Ac
[Accelerator]

226Ra(p,2n)225Ac
226Ra( ,n)225Ra
232Th(p,x)225Ac

2. Supply of short-lived RIs
A short-lived radioisotope (RI) is widely utilized as a highly sensitive probe for investigating 

properties of materials and imaging invisible conditions. In recent years, there is a growing need for 
supplying short-lived RIs for academic use, especially for the research on diagnosis and therapy in nuclear 
medicine. In Japan, the short-lived RI supply platform (RI-PF)[3] was organized in 2016 in cooperation 
among the following accelerator facilities; 1) Research Center for Nuclear Physics (RCNP), Osaka 
University, 2) Radioactive Isotope Beam Factory (RIBF), RIKEN, 3) Cyclotron and Radioisotope Center 
(CYRIC), Tohoku University, 4) Research Center for Electron Photon Science (ELPH), Tohoku 
University, 5) National Institute of Radiological Sciences (NIRS), National Institutes for Quantum and 
Radiological Science and Technology (QST), 6) Takasaki Advanced radiation Research Institute, QST.
The RI-PF is supported by MEXT/JSPS KAKENHI for supplying short-lived RIs to basic and applied 
research in a variety of academic fields regularly and stably. Technical assistance is also given to research 
beginners for safe RI treatment. One of the most popular short-lived RIs supplied from the platform is 
At-211 mainly used for basic research of TAT, investigator-initiated clinical trials, development of At-
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211 labeled medicine and an imaging system for At-211 accumulation.

3. Production of At-211 at RCNP cyclotron facility
RCNP was founded in 1971 at Osaka University to promote nuclear physics research using a 

variable-energy, multi-particle AVF cyclotron with a K-value of 140 MeV. Construction of the AVF 
cyclotron facility was finished in 1973 and nuclear physics experiments started from 1976[4]. A ring 
cyclotron with a K-value of 400 MeV was completed in 1991 mainly for pioneering precision nuclear 
physics experiment by increasing the maximum energy of proton and heavy ion beams up to 420 MeV 
and 100 MeV/nucleon, respectively. The AVF cyclotron in a standalone operation mode is mainly used 
for RI production using proton and helium ion beams with energies from 10 to 30 MeV. The bird eye 
view of the RCNP cyclotron facility is shown in Fig. 1. The upgrade program of the AVF cyclotron was 
started in 2019 to provide not only an intense light ion beam for RI mass production but also a high -
quality intense beam for nuclear physics precision experiments. Most of equipment besides the AVF 
cyclotron main magnet was replaced by new one. A new coaxial-type resonator was designed to cover a 
frequency range from 16 to 36 MHz for acceleration of various kinds of particles using acceleration 
harmonic mode of h=2 to maximize the energy gain per turn. The commissioning of the AVF cyclotron 
has started and we will have a new beam in 2022.

Fig. 1 Bird eye view of the RCNP cyclotron facility

6.8 MeV in a sequential decay. At-211 is easily produced by the nuclear reaction of 209Bi(4He,2n)211At
using a 4He2+ ion beam accelerated by a cyclotron. The energy of 4He2+ ions should be tuned to 29 MeV 
or less to avoid production of At-210 which decays to a toxic element of Po-210. A chemical compound 
of At-211 can be produced by replacing a halogenic element of chlorine and iodine, for example NaCl-
like NaAt and MIBG-like MABG. Ac-225 with a half-life of 10 days provides five alpha particles with a 
mean energy of 6.9 MeV in a sequential decay. Ac-225 can be obtained by milking from the decay of the 
parent nucleus Ra-225. Accelerator-based Ac-225 production methods are now being developed by using 
nuclear reactions of 226Ra(p,2n)225Ac and 226Ra( ,n)225Ra. A new project of Ac-225 mass production using 
a high energy proton beam was started at TRIUMF cyclotron facility in Canada. They proposed an
alternative production method using a proton-induced spallation reaction 232Th(p,x)225Ac. RCNP 
collaborates with TRIUMF for importing the proper amount of Ac-225 from Canada. We have a plan of 
the first Ac-225 import from TRIUMF in 2022.

Table 1 Properties of alpha-particle emitters for TAT.

RI Half life
Daughter 
nucleus

Number of 
emitted alpha

particles

Mean energy of 
alpha particles

MeV
Production method

211At 7.21 hours 211Po 2 6.8 209Bi(4He,2n)211At
223Ra 11.4 days 219Rn

215Po
211Bi
211Po

5 6.7 226Ra(n, )227Ra
227Th
223Ra

225Ac 10.0 days 221Fr
217At
213Bi
213Po

5 6.9 [Reactor]
229Th 225Ra 225Ac
[Accelerator]

226Ra(p,2n)225Ac
226Ra( ,n)225Ra
232Th(p,x)225Ac

2. Supply of short-lived RIs
A short-lived radioisotope (RI) is widely utilized as a highly sensitive probe for investigating 

properties of materials and imaging invisible conditions. In recent years, there is a growing need for 
supplying short-lived RIs for academic use, especially for the research on diagnosis and therapy in nuclear 
medicine. In Japan, the short-lived RI supply platform (RI-PF)[3] was organized in 2016 in cooperation 
among the following accelerator facilities; 1) Research Center for Nuclear Physics (RCNP), Osaka 
University, 2) Radioactive Isotope Beam Factory (RIBF), RIKEN, 3) Cyclotron and Radioisotope Center 
(CYRIC), Tohoku University, 4) Research Center for Electron Photon Science (ELPH), Tohoku 
University, 5) National Institute of Radiological Sciences (NIRS), National Institutes for Quantum and 
Radiological Science and Technology (QST), 6) Takasaki Advanced radiation Research Institute, QST.
The RI-PF is supported by MEXT/JSPS KAKENHI for supplying short-lived RIs to basic and applied 
research in a variety of academic fields regularly and stably. Technical assistance is also given to research 
beginners for safe RI treatment. One of the most popular short-lived RIs supplied from the platform is 
At-211 mainly used for basic research of TAT, investigator-initiated clinical trials, development of At-
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The beam line K-course placed in S Experimental Room is used for production of any kinds of RIs 
except for At-211, especially for supply short-lived RIs through the RI-PF program. Semiautomatic 
irradiation equipment was installed at the end of the beamline. The irradiated target is transferred directly 
to a hot cell in the RI Building by pneumatic tube equipment. The target chamber for At-211 production 
is located at the end of F-course in M Experimental Room. A thin bismuth target is formed on the surface 
of an aluminum backing plate with cooling water behind the plate and a helium gas is additionally blown 
on the surface of the bismuth target to cool down the heated target. A 29 MeV, 2 or 3 A 4He2+ ion beam 
was focused on the target with a beam spot size of 10 mm in diameter. At-211 with several hundred MBq 
was produced by several hour irradiation. The At-211 production beam time was scheduled once or twice 
a month. The annual beam time for RI production at the RCNP cyclotron facility increased year by year 
and reached more than 600 hours a year. The beam current will be increased to 30 A after upgrading the 
AVF cyclotron to increase the At-211 activity to more than 1 GBq, required for investigator-initiated 
clinical trials at Osaka University Hospital. The target system will be also upgraded to improve the 
performance for higher beam power irradiation. A beam scanning system will be installed to avoid 
localization of heat on the target. The target cooling performance will be reinforced as well.

4. Import of Ac-225 from TRIUMF
The TRIUMF cyclotron facility is equipped with a large-scale ring cyclotron to accelerate a H- ion 

beam up to 500 MeV and several compact H- cyclotrons for RI production. Th-229 of a few GBq, the 
parent nucleus of Ac-225 and Ra-225, was produced by irradiating a Th-232 target, placed at the beam 
dump of the IPF beam line, with 70 A, 480 MeV proton beam[5]. The beam current will be increased to 
more than 350 A within several years. The decay scheme of the neptunium series is shown in Fig. 2.
The spallation reaction of 232Th(p,x) produces two different Ac-225 products, i.e. generator-produced Ac-
225 and directly-produced Ac-227,225. The Ra-225 generator with a half-life of 14.9 days may contain 
small amounts of Ra-228 with a half-life of 5.8 years. Ac-227 with a half-life of 22 years may be contained 
as a by-product in the directly produced Ac-225. The separation of the by-product isotopes will be key 
issue to be resolved for purification of Ac-255. We have negotiated with TRIUMF about the import of 
the Ra-225 generator. Small amounts of Ra-225 generator will be imported to Japan in 2022.

Fig. 2 Decay scheme of the neptunium series including the Th-229 and Ra-225 generators.
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The beam line K-course placed in S Experimental Room is used for production of any kinds of RIs 
except for At-211, especially for supply short-lived RIs through the RI-PF program. Semiautomatic 
irradiation equipment was installed at the end of the beamline. The irradiated target is transferred directly 
to a hot cell in the RI Building by pneumatic tube equipment. The target chamber for At-211 production 
is located at the end of F-course in M Experimental Room. A thin bismuth target is formed on the surface 
of an aluminum backing plate with cooling water behind the plate and a helium gas is additionally blown 
on the surface of the bismuth target to cool down the heated target. A 29 MeV, 2 or 3 A 4He2+ ion beam 
was focused on the target with a beam spot size of 10 mm in diameter. At-211 with several hundred MBq 
was produced by several hour irradiation. The At-211 production beam time was scheduled once or twice 
a month. The annual beam time for RI production at the RCNP cyclotron facility increased year by year 
and reached more than 600 hours a year. The beam current will be increased to 30 A after upgrading the 
AVF cyclotron to increase the At-211 activity to more than 1 GBq, required for investigator-initiated 
clinical trials at Osaka University Hospital. The target system will be also upgraded to improve the 
performance for higher beam power irradiation. A beam scanning system will be installed to avoid 
localization of heat on the target. The target cooling performance will be reinforced as well.

4. Import of Ac-225 from TRIUMF
The TRIUMF cyclotron facility is equipped with a large-scale ring cyclotron to accelerate a H- ion 

beam up to 500 MeV and several compact H- cyclotrons for RI production. Th-229 of a few GBq, the 
parent nucleus of Ac-225 and Ra-225, was produced by irradiating a Th-232 target, placed at the beam 
dump of the IPF beam line, with 70 A, 480 MeV proton beam[5]. The beam current will be increased to 
more than 350 A within several years. The decay scheme of the neptunium series is shown in Fig. 2.
The spallation reaction of 232Th(p,x) produces two different Ac-225 products, i.e. generator-produced Ac-
225 and directly-produced Ac-227,225. The Ra-225 generator with a half-life of 14.9 days may contain 
small amounts of Ra-228 with a half-life of 5.8 years. Ac-227 with a half-life of 22 years may be contained 
as a by-product in the directly produced Ac-225. The separation of the by-product isotopes will be key 
issue to be resolved for purification of Ac-255. We have negotiated with TRIUMF about the import of 
the Ra-225 generator. Small amounts of Ra-225 generator will be imported to Japan in 2022.

Fig. 2 Decay scheme of the neptunium series including the Th-229 and Ra-225 generators.
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Experimental studies concerning the production of a medical -emitting radionuclide 211At have 
been conducted at the JAEA tandem accelerator under a research project of the development of a 211Rn–
211At generator system since 2011. Some results of the research project as well as related research 
subjects are reported.

1. Introduction
In general, the 211At nuclide, a prospective candidate for targeted alpha radiotherapy (TAT), has 

been produced through the 209Bi( ,2n)211At reaction [1]. In contrast, our project focused on the production 
of the 209Bi(7Li,5n)211At reaction using the Japan Atomic Energy Agency (JAEA) tandem accelerator 
[2,3]. This enables us to supply 211At in a 211Rn–211At generator system. The daughter 211At of 7.2 h in 
half-life (T1/2) is generated through EC decay of the parent 211Rn of T1/2=14.7 h, expanding time-frame 
for transportation and use of 211At. In this project, chemical procedures based on dry- and wet-chemistry
have been studied to develop the 211Rn–211At generator system. In addition, research subjects related to 
the development of the 211Rn–211At generator system, namely, production of astatine and iodine 
radioisotopes [4, 5], astatine chemistry [6, 7, 8] as well as the analytical method of 211At using an -
scintillation camera and thin-layer chromatography (TLC) [9] have been studied using the JAEA tandem 
accelerator.

Some experimental results of the project and related research subjects, e.g., production of astatine 
and iodine radioisotopes [3, 4, 5], the chemical procedure based on dry-chemistry for the 211Rn–211At 
generator system, astatine chemistry [6, 7], and the analytical method of 211At using an -scintillation 
camera and TLC [9] are presented.

2. Production of astatine, iodine and radon radioisotopes
Production cross sections are fundamental physical quantities to produce radioisotopes in nuclear 

reactions using ion beams. Therefore, we measured the excitation functions of radon and astatine isotopes 
in the 7Li-induced reactions with 209Bi for the development of a 211Rn–211At generator [3]. In addition, 
the production cross sections of astatine and iodine radioisotopes were measured in 7Li-induced reactions 
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with natPb [4] and natSn [5], respectively, for fundamental chemical studies of non-carrier-added astatine 
and iodine. 

Production cross sections were determined with the so-called activation method. The thin targets of 
bismuth, lead or tin of 1.2-1.5 mg/cm2 in thickness were prepared by vacuum evaporation of bismuth, 
lead or tin metal on a 10 or 20- m foil backing of aluminum. As a typical case, five targets were thus 
prepared, covered with a 10 or 20- m aluminum foil, arranged in a stack, and irradiated with 60 MeV 7Li 
ions of 80-200 nA current at the beam course of the JAEA tandem accelerator. After the irradiation, the 
radioactivity of products was determined using a Ge detector via -ray spectrometry [3–5]. The -
radioactivity of 211At was determined by a chemical procedure based on the dry-distillation method and 

-ray spectrometry [4]. The production cross section was calculated from the relation of the numbers of 
target and product atoms, and the beam flux with corrections of the change of the beam flux and the decay 
of the product [3–5].

The excitation functions of products in the 7Li + 209Bi [3], 7Li + natPb [4] and 7Li + natSn [5] reactions 
are shown in Figs. 1(a)–(c), respectively. Experimental data are plotted with solid lines calculated by the 
HIVAP code [10,11]. The calculations rather well reproduced experimental data. However, the 
considerably small experimental cross section of 211Rn and 209,210At compared with the statistical 
calculations were clearly observed in 7Li + 209Bi and 7Li + natPb, respectively. This indicates that the 
effects of breakup reaction of weakly bound nuclei of 7Li play a crucial role in the reactions with 209Bi 
and natPb [3,4]. Incomplete fusion including breakup reaction is not taken into consideration in the HIVAP 
code. Generally, the statistical model calculations predict only complete fusion cross sections. Thus, the 
missing complete fusion cross sections observed as suppression are found in yields of incomplete fusion 
including breakup reaction.

Fig. 1 Excitation functions of 209Bi(7Li, xn)210,211Rn (a), natPb(7Li, xn)207–210At (b) and natSn(7Li, xn)121–

126I (c).

3. Chemical procedure based on dry chemistry for 211Rn–211At generator system
The concept of the 211Rn–211At generator was proposed by Lambrecht and Mizadeh 37 years ago

[12]. Several projects for the development of the 211Rn–211At generator have recently been independently 
conducted in Japan [2], the United States of America [13] and Canada [14,15]. In Japan, our research 
project has been studying a chemical procedure based on dry-chemistry as well as that based on wet-
chemistry [2] to develop the 211Rn–211At generator system using the JAEA tandem accelerator.
Preliminary results of the chemical procedure based on dry-chemistry are presented.

Radon-211 was produced in the irradiation of a thin bismuth target of approximately 1 mg/cm2 on 
an aluminum backing sheet with 60 MeV 7Li3+ beams from the JAEA tandem accelerator via the 209Bi(7Li, 
5n)211Rn reaction. After the irradiation, the 211Rn was separated from the target and purified in a chemical 
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procedure based on dry-chemistry using an apparatus for the 211Rn–211At generator system. The bismuth 
target placed in a test tube which is a part of the apparatus was heated up to a temperature 520 ℃ by an 
electric furnace to melt the bismuth target. Radon-211 escaped from the melted bismuth target was 
transported to a steel tube, cooled to the temperature of liquid nitrogen, by helium gas stream which 
circulates through the apparatus. The 211Rn trapped in the steel tube was allowed to stand for over half a 
day to generate 211At. After removing the helium gas including 211Rn from the steel tube, no-carrier-added
211At deposited on the wall of the steel tube was recovered by rinsing the tube with flowing ethanol. 
Eluted ethanol was successively collected in three glass vials of 2 mL. Radioactivity of 211At was
measured by -ray spectrometry to determine recovery yields. The no-carrier-added 211At solution 
included some amounts of 207Po (T1/2=5.8 h), produced by -decay of 211Rn with 27% decay branch, as a 
by-product.

The dry-chemical process, namely, the separation and collection of 211Rn in the apparatus for the 
211Rn–211At generator system was accomplished within 15 min. The overall recovery yields of 211At 
generated from 211Rn (n=3) were approximately 35% in the first fraction of the eluted ethanol of 2mL, 
8 % in the second and 1 % in the third. Ethanol easily removes a large portion of astatine generated 
through EC decay of 211Rn from the steel tube. The results demonstrate that the chemical procedure based 
on dry-chemistry as well as that based on wet-chemistry [2] would provide the unique ability of the 211Rn–
211At generator.

4. Astatine chemistry
Astatine belongs to halogen, therefore, knowledge and experience of proven radiopharmaceuticals 

labeled with its homologue iodine are expected to be adaptable for utilization of astatine in TAT. However, 
astatine shows some different chemical behaviors in comparison with homologue iodine. This becomes 
problematic in the repeatability of yields in the chemical and radiolabeling reactions. The understanding
basic chemical properties of astatine has been required to develop 211At-labeled radiopharmaceuticals in 
TAT [16]. Although a large number of analytical methods have been applied to study astatine chemistry
but the speciation of astatine and its basic chemical properties are still unknown. The difficulty in astatine 
chemistry comes from the lack of stable or long-lived isotopes as well as the low amounts of astatine 
produced by using an accelerator.

In our studies, the speciation of dissolved astatine chemical species of astatide (At–), astatate (AtO3–)
and perastatate (AtO4–) was confirmed by thin layer chromatography (TLC) on silica gel with an 
ethanol/water solution [6]. Additionally, the chemical properties of dissolved and volatile astatine species 
were studied [7].

Astatine and iodine radionuclides were produced in the 7Li+natPb [4] and 7Li+natSn [5] reactions at 
the JAEA tandem accelerator, respectively, as described in Sec. 2. No-carrier-added astatine 
208,209,210,211At or iodine 120,121,123I were separated by a dry distillation method and recovered in ethanol or 
distilled water as a solvent [8]. Astatine in the aqueous solution was reacted with an oxidizing (KIO4) or 
a reducing reagent (Na2SO3, N2H4). The speciation of astatine and iodine was conducted by TLC on silica 
gel with an ethanol/water solution (1:1, v/v). The distributions of radioactivity on the TLC plates were 
measured by imaging plates (IPs) and visualized by Bioimaging Analyzer System (BAS) [6,7].

The results of TLC for radioactive astatine and iodine, as shown in Fig. 2, reveals that astatine is 
successfully separated and identified as At–, AtO3–, AtO4–, while iodine is I–. The identification was 
carried out by comparing retardation factor (Rf) with those of standard iodine species, I–, IO3–, IO4– [6]. 

with natPb [4] and natSn [5], respectively, for fundamental chemical studies of non-carrier-added astatine 
and iodine. 

Production cross sections were determined with the so-called activation method. The thin targets of 
bismuth, lead or tin of 1.2-1.5 mg/cm2 in thickness were prepared by vacuum evaporation of bismuth, 
lead or tin metal on a 10 or 20- m foil backing of aluminum. As a typical case, five targets were thus 
prepared, covered with a 10 or 20- m aluminum foil, arranged in a stack, and irradiated with 60 MeV 7Li 
ions of 80-200 nA current at the beam course of the JAEA tandem accelerator. After the irradiation, the 
radioactivity of products was determined using a Ge detector via -ray spectrometry [3–5]. The -
radioactivity of 211At was determined by a chemical procedure based on the dry-distillation method and 

-ray spectrometry [4]. The production cross section was calculated from the relation of the numbers of 
target and product atoms, and the beam flux with corrections of the change of the beam flux and the decay 
of the product [3–5].

The excitation functions of products in the 7Li + 209Bi [3], 7Li + natPb [4] and 7Li + natSn [5] reactions 
are shown in Figs. 1(a)–(c), respectively. Experimental data are plotted with solid lines calculated by the 
HIVAP code [10,11]. The calculations rather well reproduced experimental data. However, the 
considerably small experimental cross section of 211Rn and 209,210At compared with the statistical 
calculations were clearly observed in 7Li + 209Bi and 7Li + natPb, respectively. This indicates that the 
effects of breakup reaction of weakly bound nuclei of 7Li play a crucial role in the reactions with 209Bi 
and natPb [3,4]. Incomplete fusion including breakup reaction is not taken into consideration in the HIVAP 
code. Generally, the statistical model calculations predict only complete fusion cross sections. Thus, the 
missing complete fusion cross sections observed as suppression are found in yields of incomplete fusion 
including breakup reaction.

Fig. 1 Excitation functions of 209Bi(7Li, xn)210,211Rn (a), natPb(7Li, xn)207–210At (b) and natSn(7Li, xn)121–

126I (c).

3. Chemical procedure based on dry chemistry for 211Rn–211At generator system
The concept of the 211Rn–211At generator was proposed by Lambrecht and Mizadeh 37 years ago

[12]. Several projects for the development of the 211Rn–211At generator have recently been independently 
conducted in Japan [2], the United States of America [13] and Canada [14,15]. In Japan, our research 
project has been studying a chemical procedure based on dry-chemistry as well as that based on wet-
chemistry [2] to develop the 211Rn–211At generator system using the JAEA tandem accelerator.
Preliminary results of the chemical procedure based on dry-chemistry are presented.

Radon-211 was produced in the irradiation of a thin bismuth target of approximately 1 mg/cm2 on 
an aluminum backing sheet with 60 MeV 7Li3+ beams from the JAEA tandem accelerator via the 209Bi(7Li, 
5n)211Rn reaction. After the irradiation, the 211Rn was separated from the target and purified in a chemical 
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Besides dependence of relative amounts of the astatine anions on the solution, as shown in Fig. 2b-f,
strongly supports that the three oxidation states of astatine are assigned to At–(–I), AtO3–(V) and AtO4–

(VII). The oxidizing and reducing reagents reasonably control the relative yields of At–(–I), AtO3–(V) 
and AtO4–(VII).

Figure 3 shows typical TLC images and chromatograms for N2H4 aqueous solution of astatine. An 
increase in the concentration of hydrazine hydrate N2H4·H2O enhances the relative amounts of At– and 
AtO3– compared with that of AtO4–, however, intensities of At– and AtO3– decrease. This behavior is 
reasonably taken into account as follows. The reduction of AtO4–(VII) enhances the amounts of At–(–I)
and AtO3–(V). This facilitates the formation of the volatile species At0(0) through the oxidation-reduction 
reactions between At–(–I) and AtO3–(V) in dynamical equilibria due to both effects of the oxidation on 
silica gels and the reduction with N2H4, leading to the volatilization of At0(0) from TLC plates. The 
volatilization of At0 (0) subsequently leads to a decrease in the amounts of At–(–I) and AtO3–(V) on the 
TLC plates.

In these studies [6,7], some basic chemical characteristics of astatine are elucidated: these astatine 
anions, At–, AtO3– and AtO4–, are stable but readily oxidized and/or reduced between them in dynamical 
equilibria owing to the more electropositive character of astatine than iodine. In addition, the volatile 
astatine At0 is formed via the oxidation-reduction reaction between At– and AtO3–.

5. Analytical method of 211At using an -scintillation camera and thin-layer
chromatography

A rapid method analyzing both the radioactivity and all chemical forms of medical radioisotopes 
211At (T1/2=7.2 h) was required for related fundamental researches. We provided a new analytical method 
of 211At in a short time with constructing an -scintillation-camera system capable of imaging -rays 
using TLC as samples (Fig. 4). The experiments were conducted to evaluate the performance of the 

Fig. 2 Results of TLC experiments visualized by 
BAS: a iodine ethanol solution, b astatine ethanol 
solution, c astatine aqueous solution, d astatine 
aqueous solution + KIO4, e astatine aqueous 
solution + Na2SO3, f astatine aqueous solution + 
N2H4.

Fig. 3 Typical TLC images and 
chromatograms for N2H4 aqueous solution 
of astatine.
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developed system for the radioactivity and chemical forms utilizing 211At produced by 211Rn–211At 
generator [9].

211At and 207Po, used as - and X-ray emitters, were obtained by 211Rn–211At generator, as described 
in Sec. 3. The radioactivity of 56–672 Bq for 211At was measured in a short time of 100 s and was 
successfully quantitatively determined within an uncertainly of 5%. The sensitivities of the developed 
system were estimated to be ~200 times higher than those of the conventional IPs method. As shown in 
Fig. 5, the separation performance of the chemical forms was verified by visualizing the TLC images for 
211At and comparing the results for the developed system to those for the IPs. The developed system 
enabled the visualization of 211AtO4–, which could not be quantitated with IPs because of the large number
of background X-rays emitted from 207Po, without chemical separation and purification. These results 
revealed that the use of the developed system provided the rapid method to analyze both of the 
radioactivity and all chemical forms of 211At.

The proposed method would be a useful tool for the labeling yield analysis of radiopharmaceutical 
at the administrated place and related researches of TAT in the future.
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Besides dependence of relative amounts of the astatine anions on the solution, as shown in Fig. 2b-f,
strongly supports that the three oxidation states of astatine are assigned to At–(–I), AtO3–(V) and AtO4–

(VII). The oxidizing and reducing reagents reasonably control the relative yields of At–(–I), AtO3–(V) 
and AtO4–(VII).

Figure 3 shows typical TLC images and chromatograms for N2H4 aqueous solution of astatine. An 
increase in the concentration of hydrazine hydrate N2H4·H2O enhances the relative amounts of At– and 
AtO3– compared with that of AtO4–, however, intensities of At– and AtO3– decrease. This behavior is 
reasonably taken into account as follows. The reduction of AtO4–(VII) enhances the amounts of At–(–I)
and AtO3–(V). This facilitates the formation of the volatile species At0(0) through the oxidation-reduction 
reactions between At–(–I) and AtO3–(V) in dynamical equilibria due to both effects of the oxidation on 
silica gels and the reduction with N2H4, leading to the volatilization of At0(0) from TLC plates. The 
volatilization of At0 (0) subsequently leads to a decrease in the amounts of At–(–I) and AtO3–(V) on the 
TLC plates.

In these studies [6,7], some basic chemical characteristics of astatine are elucidated: these astatine 
anions, At–, AtO3– and AtO4–, are stable but readily oxidized and/or reduced between them in dynamical 
equilibria owing to the more electropositive character of astatine than iodine. In addition, the volatile 
astatine At0 is formed via the oxidation-reduction reaction between At– and AtO3–.

5. Analytical method of 211At using an -scintillation camera and thin-layer
chromatography

A rapid method analyzing both the radioactivity and all chemical forms of medical radioisotopes 
211At (T1/2=7.2 h) was required for related fundamental researches. We provided a new analytical method 
of 211At in a short time with constructing an -scintillation-camera system capable of imaging -rays 
using TLC as samples (Fig. 4). The experiments were conducted to evaluate the performance of the 

Fig. 2 Results of TLC experiments visualized by 
BAS: a iodine ethanol solution, b astatine ethanol 
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solution + Na2SO3, f astatine aqueous solution + 
N2H4.

Fig. 3 Typical TLC images and 
chromatograms for N2H4 aqueous solution 
of astatine.

JAEA-Conf 2022-001

- 79 -



[7] I. Nishinaka et al., Speciation of astatine reacted with oxidizing and reducing reagents by thin layer 
chromatography: formation of volatile astatine, J. Radioanal. Nucl. Chem. vol.322, 2019, pp.2003–
2009.

[8] I. Nishinaka et al., Separation of astatine from irradiated lead targets based on dry distillation in a 
glass test tube, J. Radioanal. Nucl. Chem. vol.327, 2021, pp.869–875.

[9] M. Segawa et al., Analytical method for the determination of 211At using an -scintillation camera 
system and thin-layer chromatography, J. Radioanal. Nucl. Chem. vol.326, 2020, pp.773–778.

[10] K. Nishio et al., Fusion of deformed nuclei in the reactions of 76Ge+150Nd and 28Si+198Pt at the 
Coulomb barrier region, Phys. Rev. C vol.62, 2000, pp.014602–1–12.

[11] W. Reisdorf and M. Schädel, How well do we understand the synthesis of heavy elements by heavy-
ion induced fusion?, Z. Phys. A vol.343, 1992, pp.47–57.

[12] R. M. Lambrecht and S. Mirzadeh, Cyclotron isotopes and radiopharmaceuticals–XXXV Astatine-
211, Int. J. Appl. Radiat. Isot. vol.36, 1985, pp.443–450.

[13] J. P. Greene et al., Nickel-backed Bi targets for the production of 211At, J. Radioanal. Nucl. Chem. 
vol.305, 2015, pp.943–946.

[14] J. R. Crawford et al., Development of a preclinical 211Rn/211At generator system for targeted alpha 
therapy research with 211At, Nucl. Med. Bio. Vol.48, 2017, pp.31–35.

[15] J. R. Crawford et al., 211Rn/211At and 209At production with intense mass separated Fr ion beams for 
preclinical 211At-based -therapy research, Appl. Radiat. Isot. vol.122, 2017, pp.222–228.

[16] D. S. Wilbur, Enigmatic astatine, Nat. Chem. vol.5, 2013, p.246.

Acknowledgments
The author thanks the crew of the JAEA Tandem Accelerator for accelerator operation. The author 

is thankful to collaborators of the 211Rn–211At generator project: Drs. K. Hashimoto, A. Yokoyama, N. 
Yamada, E. Maeda, T. Taniguchi, K. Washiyama, M. Segawa, Y. Toh, M. Maeda, N. S. Ishioka, S. 
Watanabe, I. Ssasaki, M. A. Azim, H. Suzuki, H. Makii, A. Toyoshima and R. Amano. This work was 
supported by JSPS KAKENHI Grant Numbers JP23600013, JP15K04741 and JP18K11939.

JAEA-Conf 2022-001

- 80 -
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using laser-driven ion acceleration
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Heavy-ion therapy is widely used at domestic and foreign due to provide a high therapeutic effect 
with the least invasiveness. However, there are one of issues that the treatment cost becomes high, 
because of the high construction and operation cost of the therapy system. In National Institutes for 
Quantum Science and Technology (QST), for the treatment cost down, the development of a compact 
hadron therapy system, that's called "Quantum scalpel (using laser-driven ion acceleration as an injector 
to the superconducting synchrotron)" using the laser-driven ion acceleration method is underway. We are 
shown the features of the laser acceleration method and the challenges for the performance required as 
injector for Quantum scalpel.

1. Introduction
Heavy-ion therapy, the accelerated carbon beam to a maximum energy of 400 MeV/nucleon with a 

synchrotron is irradiated to cancer, provides a high therapeutic effect without surgical operation. Since 
this treatment has few side effects, it can be used in combination with other treatments such as molecular 
targeted drug therapy and immunoregulatory therapy, and we can expect further therapeutic effects. But, 
heavy-ion therapy is the huge facility size, high operating cost are reflected in the personal treatment cost. 
So, only 11 facilities (6 facilities in Japan) are widespread worldwide. Therefore, it is essential to 
overcome each of the issues that contribute to the cost of treatment and to develop an ultra-miniaturized 
next-generation heavy-ion therapy system. We call the next-generation treatment system "Quantum 
scalpel"1,2, since heavy-ion therapy has the potential to replace surgical operation depending on the 
affected area. Quantum scalpel plans to be composed of the superconducting magnet technology and
laser-driven ion acceleration technology of QST to reduce the size of the current synchrotron (diameter 
about 20 meters) and injector (length about 15 meters with acceleration and beam transport system) to 
about half size. Figure 1 shows a schematic drawing of Quantum scalpel. The footprint of the system is 
designed to be 20meters x 10meters in area size. The laser-driven ion injector will be placed at a size that 
can be installed inside the synchrotron. Quantum scalpels also include super conductivity synchrotron 
and an advanced treatment technology called "Irradiation of multiple nuclides", but in this paper, we 
describe only the features of laser-driven ion acceleration technology that contributes to the 
miniaturization of the ion injector.
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Figure 1: A schematic drawing of QST Quantum scalpel

2. Miniaturization of ion injector
2.1. Limits of ion-accelerated field gradient

In a general RF-type particle injector, high power electric-field generator (a resonance cavity) that 
changes periodically positive and negative electric-field polarities, is used for particle acceleration. It is 
known that the resonance cavity has a discharge limit determined by the operation frequency according 
to Kilpatrick's law3, and the discharge limit decreases as the operation frequency of the resonance cavity 
decreases. The beam quality is improved when the beam is extracted high energy from the ion source, 
generally. Therefore, we design to extract the beam with a strong electric field using an electrode or a 
resonant cavity, but the electric field of the ion source is limited by Kilpatrick's law, and only an 
acceleration gradient of several MeV/m or less can be obtained to avoid discharge. For this reason, with 
the current RF-type injector, the length of the injector is 15 meters to ion acceleration and transport carbon 
with the energy of 4 MeV/nucleon, and it is difficult to compose it smaller than this length. Quantum 
scalpel uses superconducting technology to reduce the diameter of the synchrotron from the current size 
20 meters to 8 meters. Therefore, the significant progress in miniaturization of the injector is required, 
and it is necessary to break through the limit of miniaturization of the injector by the acceleration 
technology different from the RF-type injector.

2.2. Laser-driven ion acceleration
Around 2000, with the progress of high-intensity lasers, a novel ion acceleration phenomenon was 

discovered, this ion acceleration is used an accelerated field gradient that reaches ~ TV/m created by 
high-intensity lasers4,5. Basic research using the phenomenon as a downsizing technology for RF-type 
accelerators have started in many countries around the world6. This acceleration is carried out by the laser 
light that is emitted by a laser material doped with titanium in sapphire. The laser light is narrowed down 
spatially and temporally to reach the level of 1020 W/cm2 and irradiates a tape target. It is a method of 
accelerating carbon ions to the energy of MeV region by converting laser-energy into an ion-accelerated 
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electric field. Table 1 is a characteristic table that compares laser-driven injector to the RF-type injector.
While laser acceleration has an advantage of being compact size, it also has disadvantages of having large 
energy dispersion and simultaneous acceleration of many ion nuclides. These will be solved by the 
development of the tape target materials and the beam energy selection devices at beam transport system.

Table 1: Characteristic table that compares laser-driven injector to the RF-type injector

3. Summary
Around 2016, Quantum scalpel was proposed in QST, the laser-driven ion acceleration was at the 

level of a basic study. So, we will proceed with the demonstration of stable acceleration of high-purity 
carbon ions by a high-intensity laser at the short schedule. When research and development for practical 
use proceed as planned, it is expected that an injector prototype using laser-driven ion acceleration 
technology will be made around 2030.
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high-intensity lasers4,5. Basic research using the phenomenon as a downsizing technology for RF-type 
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15 Challenging studies by accelerator mass spectrometry for the 

development of environmental radiology

-Status report on the analysis of 90Sr and 135Cs by AMS-

Maki HONDA1a*, Martin MARTSCHINI1, Alexander WIESER1, Oscar MARCHHART1, Johannes 
LACHNER1b, Alfred PRILLER1, Peter STEIER1, Robin GOLSER1, and Aya SAKAGUCHI2

1University of Vienna, Faculty of Physics, Isotope Physics
Währinger Street 17, Vienna 1090, Austria

2Center for Research in Isotopes and Environmental Dynamics, University of Tsukuba
1-1-1 Tennodai, Tsukuba, Ibaraki 305-8577, Japan

*Email: honda.maki@jaea.go.jp

Inventive techniques for the determination of 90Sr and 135Cs by accelerator mass spectrometry (AMS)
were developed to promote environmental radiology. For this study 90Sr and 135Cs have been measured
in environmental samples using the ILIAMS system at the VERA Laboratory (University of Vienna).
This novel method removes isobaric anions via selective laser photodetachment much more efficiently 
than any conventional AMS technique. The limit of detection for 90Sr at VERA is <0.08 mBq, which is 
lower than that for β-ray spectrometry. The new 90Sr analytical technique will be applied to field studies 
on a trial basis. Although there are still several significant issues in 135Cs AMS, such as Ba separation in 
chemical processing and cross-contamination in the negative ion source, AMS also achieved a suitable 
135Cs measurement performance for environmental samples.

1. Introduction
The fission products 90Sr (t1/2 = 28.79 years) and 135Cs (t1/2 = 2.6×106 years) have been released into 

the environment by past atmospheric nuclear tests and nuclear power plant accidents and are still released 
from nuclear fuel reprocessing plants [1, 2]. Strontium-90 is one of the most concerning nuclides in the 
assessment of internal exposure of residents because it can accumulate in bones and teeth and cause health 
problems [1]. Cesium-135 is a long-lived radionuclide that is assessed as an influential contributor to the 
long-term radiological risk associated with deep geological disposal of radioactive waste [2]. As both 
radionuclides are pure beta emitters, other beta emitters such as Ra isotopes, 210Pb, 90Y and 137Cs in 
environmental samples must be removed entirely. While this is obviously impossible for conventional β-

a Present address: Nuclear Safety Research Center, Japan Atomic Energy Agency, 2-4 Shirakata, 
Tokai, Ibaraki 319-1195, Japan

b Present address: Helmholtz-Zentrum Dresden-Rossendorf, Bautzner Landstraße 400, Dresden 
01328, Germany

Plasma Physics Reports volume 28, 2002, pp. 453-456.
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ray spectrometry of 135Cs, it does work for 90Sr but requires a large volume of the sample due to the low 
concentrations of 90Sr in general environmental samples. Therefore, the chemical separation of the target 
nuclides is time-consuming. This study addresses the limitations by applying accelerator mass 
spectrometry (AMS) to the highly-sensitive analysis of 90Sr and 135Cs in environmental samples. The 
isobaric interferences of 90Zr and 135Ba, respectively, are the most significant concern in AMS of 90Sr and
135Cs. With conventional AMS, the separation from isobars becomes more difficult as the atomic number 
Z of the analyte increases because ΔZ/Z isobar becomes low (ΔZ = |Zisobar – Zanalyte|). In our case, the ΔZ/Z 
of 38Sr and 40Zr is 5% and the ΔZ/Z of 55Cs and 56Ba is a mere 1.8%. The atomic electron affinities of 
these elements are Sr 0.0521, Zr 0.427, Cs 0.472, and Ba 0.1459 eV [3], and thus both isobars have non-
negligible ionization yields in the ion source with Zr even being favored over Sr [4, 5]. Therefore, 
preceding studies all used molecular ion beams such as SrFn , ZrFn , CsFn , BaFn (n ≥ 1) for beam 
extraction from the ion source [5-8]. Specific molecular ions like SrF3 and CsF2 are especially suited 
as the formation of their isobaric counterparts (ZrF3 for SrF3 , BaF2 for CsF2 ) is suppressed by 
several orders of magnitude [4-6,8]. 

Pioneering work demonstrated the feasibility of 90Sr detection with conventional AMS and reached 
a limit of detection (LOD) of 3 mBq, which is comparable to that of β-ray spectrometry, but with a more 
straightforward chemical separation [8, 9]. Sasa et al. even reported the successful detection of 90Sr in 
tap water (IAEA-TEL-2015-03) by AMS [8]. However, in these pioneering studies the LOD depended
critically on the intensity of the Zr-interference. The 3 MV AMS system at the Vienna Environmental 
Research Accelerator (VERA), the University of Vienna, is coupled with a novel, powerful isobaric 
removal system (ILIAMS: Ion Laser InterAction MasSpectrometry) [6, 7]. The ILIAMS system removes 
isobaric anions via selective laser photodetachment much more efficiently than any conventional AMS 
technique and thus should achieve better detection limits. This paper reports the results of 90Sr and 135Cs 
analyses in environmental samples towards the practical application of ILIAMS.

2. Experiment
2.1. Sample Preparation

One gram of environmental samples with known 90Sr concentrations was analyzed by ILIAMS to 
assess the validity of the chemical treatment and the AMS measurement in this study. The analyzed 
environmental samples were moss soil (IAEA-447, 5.0±0.3 Bq/kg, 15 November 2009), animal bone 
(IAEA-A-12, Bq/kg, 15 December 1981) and Syrian soil (IAEA-TEL-2015-03 sample 5,
36.2±2.7 Bq/kg, 1 January 2015). These dry environmental samples were ashed in a muffle oven at 450°C 
for 4 hours. Strontium in the ashen samples was purified according to Figure 1(A). The Sr resin® column 
was a pre-packed column (50-100 μm, 2 mL) from Eichrom Technologies. The Anion exchange column 
was prepared by filling 2 mL of MCl Gel CA08P (120 μm, Mitsubishi Chemicals) into a polypropylene 
column (φ6.5-8.5 mm, Muromach Chemicals). The chemical treatment took ~2 days. The naturally dried 
precipitate (strontium fluoride) was mixed with PbF2 powder in a weight ratio of 1: 8 (SrF2: PbF2). The 
mixture was pressed into a copper cathode, and measured by AMS. The AMS results of the environmental 
samples were normalized to an inhouse standard material (90Sr/Sr = (4.93±0.10) × 10-12, 5 March 2019) 
prepared from a 90Sr radioactivity standard solution (1.99±0.4 kBq/mL, 4 December 2018).

For the analysis of 135Cs, one dry gram of grass (IAEA-372, 11320±360 Bq/kg, 1 July 2006) was 
ashed in the same manner as for 90Sr. Cesium in the grass sample was purified according to Figure 1(B) 
procedure. The column was AG 1 × 8 (100-200 mm mesh, Bio-Rad) filled with 2 mL in a polypropylene 
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column (φ 6.5-8.5 mm, Muromachi Chemicals). The cation exchange column was prepared by packing 
10 mL of Dowex 50W × 8 (100-200 mm mesh, Alfa Aesar) in a PTFE column (φ9.5 mm, Bohlender 
GmbH). The chemical treatment took ~2 days as with Sr. The dry material was mixed with PbF2 and 
copper powders (Cs: F: Cu atomic ratio = 1: 4: 1), pressed into copper cathodes, and subjected to AMS 
for measurement of 135Cs/137Cs.

Regarding stable elements of Sr, Zr, Cs, and Ba, the concentrations in the environmental samples 
and the recoveries in the chemical treatment were determined by ICP-MS (Agilent 7700, single 
quadrupole, Agilent 8800, MS/MS mode, He collision) and the standard solution of XSTC-622 (35 
elements, 10 mg/L each, SPEX).

2.2. AMS measurement at VERA
In the AMS measurements of 90Sr, various molecular ions such as SrFn and ZrFn (n ≥ 1) were 

extracted from the ion source and accelerated to 30 keV. The typical current of SrF3 from the ion source 
was ~300 nA. The molecular ions with specific mass-to-charge ratios m/q (e.g., 90SrF3 , 90ZrF3 for m/q 
147) were selected by a 90°bending magnet and injected into the RFQ ion guide in the ILAMS system. 
The molecular ions are electrostatically decelerated to ~30 eV on a high voltage platform before being 
injected into the RFQ [6]. Inside the RFQ (ion cooler), collisions with a buffer gas mixture of He and O2

gas further reduce the ion energy to <1 eV. In addition, the O2 gas produces oxide ions such as O-ZrF3

Figure. 1 Schematic chart of chemical separation for 90Sr AMS (A) and 135Cs AMS (B). Each of 
these procedures takes ~2 days.
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ray spectrometry of 135Cs, it does work for 90Sr but requires a large volume of the sample due to the low 
concentrations of 90Sr in general environmental samples. Therefore, the chemical separation of the target 
nuclides is time-consuming. This study addresses the limitations by applying accelerator mass 
spectrometry (AMS) to the highly-sensitive analysis of 90Sr and 135Cs in environmental samples. The 
isobaric interferences of 90Zr and 135Ba, respectively, are the most significant concern in AMS of 90Sr and
135Cs. With conventional AMS, the separation from isobars becomes more difficult as the atomic number 
Z of the analyte increases because ΔZ/Z isobar becomes low (ΔZ = |Zisobar – Zanalyte|). In our case, the ΔZ/Z 
of 38Sr and 40Zr is 5% and the ΔZ/Z of 55Cs and 56Ba is a mere 1.8%. The atomic electron affinities of 
these elements are Sr 0.0521, Zr 0.427, Cs 0.472, and Ba 0.1459 eV [3], and thus both isobars have non-
negligible ionization yields in the ion source with Zr even being favored over Sr [4, 5]. Therefore, 
preceding studies all used molecular ion beams such as SrFn , ZrFn , CsFn , BaFn (n ≥ 1) for beam 
extraction from the ion source [5-8]. Specific molecular ions like SrF3 and CsF2 are especially suited 
as the formation of their isobaric counterparts (ZrF3 for SrF3 , BaF2 for CsF2 ) is suppressed by 
several orders of magnitude [4-6,8]. 

Pioneering work demonstrated the feasibility of 90Sr detection with conventional AMS and reached 
a limit of detection (LOD) of 3 mBq, which is comparable to that of β-ray spectrometry, but with a more 
straightforward chemical separation [8, 9]. Sasa et al. even reported the successful detection of 90Sr in 
tap water (IAEA-TEL-2015-03) by AMS [8]. However, in these pioneering studies the LOD depended
critically on the intensity of the Zr-interference. The 3 MV AMS system at the Vienna Environmental 
Research Accelerator (VERA), the University of Vienna, is coupled with a novel, powerful isobaric 
removal system (ILIAMS: Ion Laser InterAction MasSpectrometry) [6, 7]. The ILIAMS system removes 
isobaric anions via selective laser photodetachment much more efficiently than any conventional AMS 
technique and thus should achieve better detection limits. This paper reports the results of 90Sr and 135Cs 
analyses in environmental samples towards the practical application of ILIAMS.

2. Experiment
2.1. Sample Preparation

One gram of environmental samples with known 90Sr concentrations was analyzed by ILIAMS to 
assess the validity of the chemical treatment and the AMS measurement in this study. The analyzed 
environmental samples were moss soil (IAEA-447, 5.0±0.3 Bq/kg, 15 November 2009), animal bone 
(IAEA-A-12, Bq/kg, 15 December 1981) and Syrian soil (IAEA-TEL-2015-03 sample 5,
36.2±2.7 Bq/kg, 1 January 2015). These dry environmental samples were ashed in a muffle oven at 450°C 
for 4 hours. Strontium in the ashen samples was purified according to Figure 1(A). The Sr resin® column 
was a pre-packed column (50-100 μm, 2 mL) from Eichrom Technologies. The Anion exchange column 
was prepared by filling 2 mL of MCl Gel CA08P (120 μm, Mitsubishi Chemicals) into a polypropylene 
column (φ6.5-8.5 mm, Muromach Chemicals). The chemical treatment took ~2 days. The naturally dried 
precipitate (strontium fluoride) was mixed with PbF2 powder in a weight ratio of 1: 8 (SrF2: PbF2). The 
mixture was pressed into a copper cathode, and measured by AMS. The AMS results of the environmental 
samples were normalized to an inhouse standard material (90Sr/Sr = (4.93±0.10) × 10-12, 5 March 2019) 
prepared from a 90Sr radioactivity standard solution (1.99±0.4 kBq/mL, 4 December 2018).

For the analysis of 135Cs, one dry gram of grass (IAEA-372, 11320±360 Bq/kg, 1 July 2006) was 
ashed in the same manner as for 90Sr. Cesium in the grass sample was purified according to Figure 1(B) 
procedure. The column was AG 1 × 8 (100-200 mm mesh, Bio-Rad) filled with 2 mL in a polypropylene 
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and separates Zr (exothermic reaction between O2 gas and Zr, endothermic reaction between O2 gas and 
Sr) [4, 9]. Here, a 12 W laser (VERDI, Coherent Inc., 532 nm (2.33 eV)) overlaps collinearly with the 
ion beam. ZrF3 , which has a lower electron affinity than the laser's photon energy of 2.33 eV, is 
neutralized by photodetachment [6], while SrF3– has an electron affinity above 2.33 eV and is therefore 
not affected by the laser light. After passing through the ion cooler, 90SrF3 was re-accelerated to 30 keV 
and injected into the terminal of the accelerator, where it was subjected to charge conversion and 
molecular ion destruction (terminal voltage 3.00 MV, charge state 3+, total ion energy 10.85 MeV), and 
finally detected in a split-anode gas-ionization (ΔE-E) detector. Trace amounts of 90Zr3+ that still reach 
the ΔE-E detector were separated from 90Sr3+ by the difference in energy loss characteristics in the gas. 
The overall Sr detection efficiency in this system is evaluated to be 0.4‰, and the Zr is suppressed by 
>1012 with respect to Sr [6].

For 135Cs-AMS, the molecular ions (135CsF2 and 135BaF2 ) with m/q = 173 were injected into the 
ion cooler filled with He buffer gas. The BaF2 is separated by photodetachment with the 532 nm laser 
in the ion cooler [6]. After passing through the ion cooler, CsF2 was guided to the accelerator, accelerated 
at a terminal voltage of 2.65 MV and finally injected into the ΔE-E detector (total ion energy 10.04 MeV). 
The CsF2 current extracted from the negative ion source was ~50-100 nA and Ba is suppressed by >107

with respect to Cs [6]. With ILIAMS, presently 10% of negative ions are detected in the ionization 
chamber, however the ionization efficiency in the ion source has not yet been assessed.

3. Results and Discussion
The Sr recoveries (amount of Sr in the solution passing through the anion exchange column against 

1 mg Sr carrier added) were 96% (moss soil), 83% (animal bone), and 80% (Syrian soil). The atomic ratio 
of Zr/Sr in the target was estimated to be 2×10-7 based on the recoveries of Zr and Sr, and the 90Zr/88Sr 
atomic ratio was calculated to be (0.9-1.0) × 10-7. This is more than sufficient since VERA provides a 
suppression of Zr with the ILIAMS system of >1012 reducing the isobaric contribution to background to 
90Zr/88Sr ~10−19. The chemical treatment will be improved to achieve better Sr recovery. The limit of 
detection (LOD), which is determined by the 90Sr purity of the chemicals and cross contamination in the 
lab and the ion source was <0.08 mBq (90Sr/Sr atomic ratio <1×10-14) based on the results of a blank 
sample (Sr carrier treated as in Figure 1(A)). This LOD is about 30 times lower than that of 3 mBq [8, 9], 
which is the LOD for conventional AMS measurements as well as for β-ray spectrometry. The 
concentrations of 90Sr in the environmental samples (Figure 2) were calculated from the AMS results 
(90Sr/Sr atomic ratio) and Sr concentration in the environmental samples. The 90Sr concentrations 
obtained by AMS are in good agreement with the nominal values of the IAEA reference materials within 
the uncertainties, indicating that the chemical treatment and the AMS measurement are reliable. Therefore, 
AMS can apply a new sensitive 90Sr analysis method to environmental samples.

The recoveries of Cs (amount of Cs in the solution passing through the cation exchange column 
against 1 mg Cs carrier) and Ba were 84% and <0.01% (1012 atoms), respectively. The Ba/Cs atomic ratio 
and 135Ba/133Cs atomic ratio in the target were estimated to be <3×10-7 and 2×10-8, respectively, based on 
the recoveries of Cs and Ba carriers. Since the total suppression factor of Ba at VERA is >107 [6], further 
Ba reduction by both chemical separation and possibly Ba suppression in the ILIAMS system is not 
crucial but still desirable to minimize possible interference of 135Ba in AMS. Chemically, this might be 
achieved by changing the separation conditions (column capacity and elution conditions) of Cs and Ba 
by cation exchange. With ILIAMS, blank values on samples containing 1 mg of stable Cs carrier of
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135Cs/133Cs=6×10-12 and 137Cs/133Cs=3×10-12 have been reported [6]. This corresponds to a LOD (=Blank 
+ 3∙ΔBlank) of ~0.4 μBq for 135Cs and ~18 mBq for 137Cs. With this, the abundance sensitivity (135Cs/Cs 
atomic ratio) of AMS is the highest among mass spectrometry methods: TIMS 10-10, SF-ICP-MS 10-6,
ICP-MS/MS <10-8 [2, 11]. The LOD of 137Cs with ILIAMS is about one order of magnitude higher than 
the 2.5 mBq (20 L seawater, 661 keV) reported for ultra-low background Ge-detectors [12]. Further 
development of our method with respect to cross contamination in the ion source will hopefully allow us 
to improve these values in the near future and achieve a detection limit comparable to that of γ-ray 
spectrometry also for 137Cs.

The analysis of 135Cs in IAEA-372 (soil) by AMS was complicated by low ion source output of < 1
nA on this sample. We collected 218 counts of 135Cs on this sample in total. The obtained result of 
135Cs/137Cs = 0.69 ± 0.11 is in reasonable agreement with a previous reported value of 135Cs/137Cs atomic 
ratio = 0.612 ± 0.008 using TIMS (the decay correction date for both values is 1 January 2018) [13]. 
However, it has to be noted that the VERA results are normalized only to an in-house reference material 
that is not yet cross-calibrated, due to the lack of a certified 135Cs/137Cs reference material. Therefore, 
producing a 135Cs reference material is an urgent issue for us. Furthermore, developments towards an 
efficient negative ionization and producing intense, stable ion currents from the source are also important 
issues.

4. Conclusion
First AMS measurements of 90Sr in environmental reference samples with ILIAMS have confirmed 

the excellent performance of this novel technique. The good agreement between the 90Sr AMS results and 
the nominal value of the IAEA reference materials within the margin of error indicates that the new 
sensitive 90Sr analysis is accurate. The new 90Sr analysis will be conducted to research the distribution of 
90Sr in a selected area. 135Cs AMS still has several issues, such as Ba separation in chemical treatment, 
cross-contamination between samples in AMS measurement, low ion source output and the lack of a 
proper 135Cs reference material. However, first AMS-results on IAEA-372 soil match the value reported 
by TIMS within 1 sigma. This study demonstrated that 135Cs AMS has the potential to be adapted for 
environmental radiology.

Figure 2 Summary of 90Sr analysis results by AMS. Stated uncertainties 
are 1 sigma. Reference dates are 11 Dec. 2019 (IAEA-447), 15 Nov. 2019 
(IAEA-A-12) and 2 Sep. 2020 (IAEA-TEL-2015-03).
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and separates Zr (exothermic reaction between O2 gas and Zr, endothermic reaction between O2 gas and 
Sr) [4, 9]. Here, a 12 W laser (VERDI, Coherent Inc., 532 nm (2.33 eV)) overlaps collinearly with the 
ion beam. ZrF3 , which has a lower electron affinity than the laser's photon energy of 2.33 eV, is 
neutralized by photodetachment [6], while SrF3– has an electron affinity above 2.33 eV and is therefore 
not affected by the laser light. After passing through the ion cooler, 90SrF3 was re-accelerated to 30 keV 
and injected into the terminal of the accelerator, where it was subjected to charge conversion and 
molecular ion destruction (terminal voltage 3.00 MV, charge state 3+, total ion energy 10.85 MeV), and 
finally detected in a split-anode gas-ionization (ΔE-E) detector. Trace amounts of 90Zr3+ that still reach 
the ΔE-E detector were separated from 90Sr3+ by the difference in energy loss characteristics in the gas. 
The overall Sr detection efficiency in this system is evaluated to be 0.4‰, and the Zr is suppressed by 
>1012 with respect to Sr [6].

For 135Cs-AMS, the molecular ions (135CsF2 and 135BaF2 ) with m/q = 173 were injected into the 
ion cooler filled with He buffer gas. The BaF2 is separated by photodetachment with the 532 nm laser 
in the ion cooler [6]. After passing through the ion cooler, CsF2 was guided to the accelerator, accelerated 
at a terminal voltage of 2.65 MV and finally injected into the ΔE-E detector (total ion energy 10.04 MeV). 
The CsF2 current extracted from the negative ion source was ~50-100 nA and Ba is suppressed by >107

with respect to Cs [6]. With ILIAMS, presently 10% of negative ions are detected in the ionization 
chamber, however the ionization efficiency in the ion source has not yet been assessed.

3. Results and Discussion
The Sr recoveries (amount of Sr in the solution passing through the anion exchange column against 

1 mg Sr carrier added) were 96% (moss soil), 83% (animal bone), and 80% (Syrian soil). The atomic ratio 
of Zr/Sr in the target was estimated to be 2×10-7 based on the recoveries of Zr and Sr, and the 90Zr/88Sr 
atomic ratio was calculated to be (0.9-1.0) × 10-7. This is more than sufficient since VERA provides a 
suppression of Zr with the ILIAMS system of >1012 reducing the isobaric contribution to background to 
90Zr/88Sr ~10−19. The chemical treatment will be improved to achieve better Sr recovery. The limit of 
detection (LOD), which is determined by the 90Sr purity of the chemicals and cross contamination in the 
lab and the ion source was <0.08 mBq (90Sr/Sr atomic ratio <1×10-14) based on the results of a blank 
sample (Sr carrier treated as in Figure 1(A)). This LOD is about 30 times lower than that of 3 mBq [8, 9], 
which is the LOD for conventional AMS measurements as well as for β-ray spectrometry. The 
concentrations of 90Sr in the environmental samples (Figure 2) were calculated from the AMS results 
(90Sr/Sr atomic ratio) and Sr concentration in the environmental samples. The 90Sr concentrations 
obtained by AMS are in good agreement with the nominal values of the IAEA reference materials within 
the uncertainties, indicating that the chemical treatment and the AMS measurement are reliable. Therefore, 
AMS can apply a new sensitive 90Sr analysis method to environmental samples.

The recoveries of Cs (amount of Cs in the solution passing through the cation exchange column 
against 1 mg Cs carrier) and Ba were 84% and <0.01% (1012 atoms), respectively. The Ba/Cs atomic ratio 
and 135Ba/133Cs atomic ratio in the target were estimated to be <3×10-7 and 2×10-8, respectively, based on 
the recoveries of Cs and Ba carriers. Since the total suppression factor of Ba at VERA is >107 [6], further 
Ba reduction by both chemical separation and possibly Ba suppression in the ILIAMS system is not 
crucial but still desirable to minimize possible interference of 135Ba in AMS. Chemically, this might be 
achieved by changing the separation conditions (column capacity and elution conditions) of Cs and Ba 
by cation exchange. With ILIAMS, blank values on samples containing 1 mg of stable Cs carrier of
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Abstract

Neutron capture cross section measurements for 241Am have been conducted using the
NaI(Tl) spectrometer of the Accurate Neutron Nucleus Reaction Measurement Instrument
(ANNRI) at the Materials and Life Science Facility (MLF) of the Japan Proton Acceler-
ator Research Complex (J-PARC). Neutron time-of-flight experiments were performed to
determine the cross section from 10 meV to 100 eV. Moreover, neutron filter experiments
involving the use of a 20-cm-thick natFe filter were also carried out to measure the capture
cross section at the energy of 23.5 keV. Together with the cross section measurement, the
preliminary results of a resonance analysis using the REFIT program are also presented.

1 Introduction

Accurate nuclear data for minor actinides (MAs) is of utmost importance for the design of
advanced nuclear systems since MAs are set to be included as fuel material in many of the
upcoming generation of nuclear facilities [1]. One of such facilities is Accelerator-Driven Systems
(ADS), a proposed sub-critical nuclear facility aimed at diminishing the environmental burden
of the accumulated amount of MAs by means of nuclear transmutation. Recent studies have
pinpointed the effects of the current nuclear data in the criticality designs of ADS, setting
accuracy targets not only for the fission cross section, which is how the nuclear transmutation
of MAs is achieved, but also for the neutron capture cross section as it is the main reaction
channel open in most of the keV region [2]. 241Am (t1/2 = 432.2 yr) is one of the most abundant
MAs in spent nuclear fuel. A preliminary ADS nuclear transmutation study has been performed
assuming the MA isotope concentration of 20.72% for 241Am in the core, the second highest
after 237Np [3]. The present JENDL-4.0 uncertainties for the neutron capture cross section of
241Am that range from 3% to as high as 40%, much larger than the requirements of below 5% in
the energy range from 0.454 keV to 1.35 MeV [4]. Thus, a precise determination of the neutron
capture cross section is essential for the design of advanced nuclear systems.

Neutron capture cross section measurements for 241Am were performed in the Accurate
Neutron Nucleus Reaction Measurement Instrument (ANNRI) at the Materials and Life Science
Facility (MLF) of the Japan Proton Accelerator Research Complex (J-PARC). The time-of-
flight (TOF) method was applied in a non-filter condition experiment to determine the neutron
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capture cross section from thermal to about 100 eV. In addition, neutron filter experiments were
performed using a 20-cm-thick natFe neutron filter to obtain the neutron capture cross section
at the energy of 23.5 keV [5].

A sample of 241Am with a mass of 7.5 mg was used for the measurements with an activity of
950 MBq. In the non-filter condition experiment, the energy dependence of the incident neutron
spectrum was derived using the 478 keV gamma-rays from the 10B(n, αγ)7Li reaction with a
boron sample containing enriched 10B up to 90%.

In this study, preliminary results of the 241Am neutron capture cross section from 10 meV
to about 100 eV determined in TOF experiments and at 23.5 keV from Fe filter experiments are
presented. Moreover, early-stage results of a resonance analysis of the 241Am capture resonances
are also presented.

2 Experimental Setup

The experiments were performed at the ANNRI beamline of the MLF facility in J-PARC. Pulsed
neutrons were generated by the Japanese Spallation Neutron Source (JSNS) in the MLF using
the 3 GeV proton beam of the J-PARC facility. The proton pulses were shot in double-bunch
mode at the Hg spallation target every 40 ms, with a beam power of about 600 kW. Time-of-flight
and neuton filter experiments were conducted to determine the neutron capture cross section
of 241Am from 10 meV to around 100 eV; and at 23.5 keV, respectively. In both experiments,
prompt capture γ-rays were detected using a NaI(Tl) detector installed in the experimental area
2 of the ANNRI beamline. The NaI(Tl) detector was situated at a 90◦ angle with respect to the
neutron beam axis and a neutron flight path of 27.9 m from the spallation chamber.

A 7.5 mg (950 MBq) 241Am sample with a diameter of 10 mm diameter and 0.5 mm thick-
ness was employed in this experiment. The sample was encapsulated in an Al casing in order
to comply with the MLF regulations. A replica of the Al container was used to derive the
sample-dependent background induced by the Al case. At the same time, the sample-dependent
backgrounds due to scattered neutrons for both the boron and 241Am samples were determined
by using a carbon sample.

2.1 Time-of-flight Experiments

The neutron capture cross section of 241Am was determined from 10 meV to 100 eV in time-
of-flight experiments by applying the pulse-height weighting technique [6, 7]. This technique
allows for the determination of the 241Am neutron capture yield using a weighting function that
takes into account the sample characteristics and detector efficiencies. In the present analysis,
the weighting function for the 241Am sample was obtained with Monte-Carlo simulations with
the SG code [8]. The energy-dependence of the incident neutron spectrum was derived by a
boron sample enriched with 10B up to 90% with a diameter of 10 mm and a thickness of 0.5
mm. The 10B(n, α)7Li reaction emits only one γ-ray with the energy of 478 keV. Hence, events
from this reaction are easy to isolate. Further information about the ANNRI NaI(Tl) detector
time-of-flight experimental setup can be found here [9].

2.2 Neutron Filter Experiments

The neutron filtering technique has been recently proven to be a successful approach in order to
bypass the double-bunch structure of the incident neutron flux of ANNRI [5, 10]. In the present
experiments, 20 cm of natFe were introduced into the rotary collimator of the ANNRI beamline
to mold the incident neutron flux into a quasi mono-chromatic peak with an average neutron
energy of 23.5 keV. Alongside the measurements of the 241Am, Al dummy and carbon samples;
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a Au sample was also measured to determine the 241Am neutron capture cross section relative
to the 197Au neutron capture yield.

3 Data Analysis

3.1 Neutron flux

The time distribution of the incident neutron flux was obtained by measuring the emitted
478 keV γ-rays from the 10B(n,α)7Li reaction in the measurement of the boron sample. The
net TOF spectrum was attained by subtracting the sample-dependent and sample-independent
backgrounds derived from a carbon sample measurement and a measurement with no sample,
respectively. Finally, the incident neutron flux was determined by dividing the net TOF spec-
trum by the reaction rate calculated from Monte-Carlo simulations with the PHITS code [11].
This reaction rate takes account for the self-shielding and multiple scattering effects within the
sample can be formulated as:

R(En) =
σ10B,α

σtot

(
1− e−σtott

)
(1)

with σ10B,α as the cross-section for the 10B (n,αγ)7Li reaction obtained from the PHITS simu-
lation, t as the boron sample area density in ”at/b” and σtot as the sample total cross-section
which was calculated in terms of the sample enrichment using the σtot values from JENDL-4.0.

3.2 Cross section Calculation

The energy dependence of the neutron capture cross section of 241Am was determined from 10
meV to 100 eV by dividing the neutron capture yield, which was corrected by self-shielding and
multiple scattering effects using PHITS, by the time distribution of the incident neutron flux
derived from the boron sample measurement. The data were normalized using the saturated
resonance method. This technique hinges on the use of a sample thick enough for a resonance,
where Γγ � Γn, to be completely saturated, meaning that, all incident neutrons are expected
to interact with the sample. This process is explained in more detail in the following reference
[12]. This process can be summarized as:

σAm(En) = Nsat
YAm(En)C(En)

φn(En)SAm
(2)

where σAm(En) means the neutron capture cross section of 241Am. YAm(En), C(En), φn(En),
SAm and Nsat stand for the 241Am neutron capture yield, the correction factor for self-shielding
and multiple scattering, the incident neutron flux, the area density of the 241Am sample, and
the normalization factor, respectively.

In the neutron filter experiments, the absolute value for the neutron capture cross section of
241Am was obtained relative to the 197Au capture yield and the JENDL-4.0 197Au(n, γ) cross
section at the energy of 23.5 keV as follows:

σAm =
YAm

YAu
· SAu

SAm
· PAu

PAm
· σAu (3)

being σx, Yx, Sx and Px, the neutron capture cross section at 23.5 keV, the neutron capture
yield, the area density of the sample in at/b and the proton shots during the experiment for
both 241Am and 197Au. More information about the cross section calculation in the keV region
using the neutron filtering system is provided here [13].

capture cross section from thermal to about 100 eV. In addition, neutron filter experiments were
performed using a 20-cm-thick natFe neutron filter to obtain the neutron capture cross section
at the energy of 23.5 keV [5].

A sample of 241Am with a mass of 7.5 mg was used for the measurements with an activity of
950 MBq. In the non-filter condition experiment, the energy dependence of the incident neutron
spectrum was derived using the 478 keV gamma-rays from the 10B(n, αγ)7Li reaction with a
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presented. Moreover, early-stage results of a resonance analysis of the 241Am capture resonances
are also presented.

2 Experimental Setup

The experiments were performed at the ANNRI beamline of the MLF facility in J-PARC. Pulsed
neutrons were generated by the Japanese Spallation Neutron Source (JSNS) in the MLF using
the 3 GeV proton beam of the J-PARC facility. The proton pulses were shot in double-bunch
mode at the Hg spallation target every 40 ms, with a beam power of about 600 kW. Time-of-flight
and neuton filter experiments were conducted to determine the neutron capture cross section
of 241Am from 10 meV to around 100 eV; and at 23.5 keV, respectively. In both experiments,
prompt capture γ-rays were detected using a NaI(Tl) detector installed in the experimental area
2 of the ANNRI beamline. The NaI(Tl) detector was situated at a 90◦ angle with respect to the
neutron beam axis and a neutron flight path of 27.9 m from the spallation chamber.

A 7.5 mg (950 MBq) 241Am sample with a diameter of 10 mm diameter and 0.5 mm thick-
ness was employed in this experiment. The sample was encapsulated in an Al casing in order
to comply with the MLF regulations. A replica of the Al container was used to derive the
sample-dependent background induced by the Al case. At the same time, the sample-dependent
backgrounds due to scattered neutrons for both the boron and 241Am samples were determined
by using a carbon sample.

2.1 Time-of-flight Experiments

The neutron capture cross section of 241Am was determined from 10 meV to 100 eV in time-
of-flight experiments by applying the pulse-height weighting technique [6, 7]. This technique
allows for the determination of the 241Am neutron capture yield using a weighting function that
takes into account the sample characteristics and detector efficiencies. In the present analysis,
the weighting function for the 241Am sample was obtained with Monte-Carlo simulations with
the SG code [8]. The energy-dependence of the incident neutron spectrum was derived by a
boron sample enriched with 10B up to 90% with a diameter of 10 mm and a thickness of 0.5
mm. The 10B(n, α)7Li reaction emits only one γ-ray with the energy of 478 keV. Hence, events
from this reaction are easy to isolate. Further information about the ANNRI NaI(Tl) detector
time-of-flight experimental setup can be found here [9].

2.2 Neutron Filter Experiments

The neutron filtering technique has been recently proven to be a successful approach in order to
bypass the double-bunch structure of the incident neutron flux of ANNRI [5, 10]. In the present
experiments, 20 cm of natFe were introduced into the rotary collimator of the ANNRI beamline
to mold the incident neutron flux into a quasi mono-chromatic peak with an average neutron
energy of 23.5 keV. Alongside the measurements of the 241Am, Al dummy and carbon samples;
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4 Resonance Analysis

The REFIT fitting program [14] was used to analyze the 241Am resonances below 20 eV. This
process is still on-going and only preliminary results are presented in this paper. The present
preliminary results provide better agreement with the evaluated data from JEFF-3.3 [15] rather
than JENDL-4.0 as can be seen in Fig. 1

(a) 0 to 5 eV

(b) 5 to 10 eV

Figure 1: Preliminary 241Am resonance fitting results using REFIT compared to the evaluated
data from JENDL-4.0 and JEFF-3.3

5 Cross section Results

The neutron capture cross section of 241Am was determined from 10 meV to 100 eV in time-
of-flight experiments and at 23.5 keV by means of the neutron filtering technique involving the
use of a 20-cm-thick natFe neutron filter using the formulations explained in Sec. 3.2. The
present preliminary results for the 241Am neutron capture cross section are shown in Figs. 2
and 3 together with the evaluated nuclear data from JENDL-4.0 and JEFF-3.3. In the thermal
region, JENDL-4.0 seems to better reproduce the present preliminary results as JEFF-3.3 slightly
overestimates the present experimental data. In the resonance region, as was discussed in the
resonance analysis (see Sec. 4), the present results offer better agreement with the evaluation
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from JEFF-3.3 in terms of both resonance area and resonance energy. JENDL-4.0 displays on
average lower values for the cross section areas in the resonance region as well as higher values
for the resonance energies. In the keV region, the preliminary result with the neutron filtering
technique for the 241Am(n,γ) cross section provides agreement within uncertainties with both
JENDL-4.0 and JEFF-3.3.

Figure 2: Preliminary results for the 241Am(n,γ) cross section compared to the evaluated data
from JENDL-4.0 and JEFF-3.3

Figure 3: Preliminary results for the 241Am(n,γ) cross section compared to the evaluated data
from JENDL-4.0 and JEFF-3.3

6 Conclusions

The neutron capture cross-section of 241Am was measured from 10 meV to 100 eV in TOF ex-
periments and at 23.5 keV using neutron filter experiments at the ANNRI beamline at J-PARC.
Preliminary cross section results offer better agreement in the thermal region with the evalu-
ated data from JENDL-4.0 rather than the recommended values from JEFF-3.3. A resonance
analysis with the REFIT code was performed below 20 eV and the present experimental data
provides similar values for the resonance cross section areas and energy to those from JEFF-3.3.

4 Resonance Analysis

The REFIT fitting program [14] was used to analyze the 241Am resonances below 20 eV. This
process is still on-going and only preliminary results are presented in this paper. The present
preliminary results provide better agreement with the evaluated data from JEFF-3.3 [15] rather
than JENDL-4.0 as can be seen in Fig. 1

(a) 0 to 5 eV

(b) 5 to 10 eV

Figure 1: Preliminary 241Am resonance fitting results using REFIT compared to the evaluated
data from JENDL-4.0 and JEFF-3.3

5 Cross section Results

The neutron capture cross section of 241Am was determined from 10 meV to 100 eV in time-
of-flight experiments and at 23.5 keV by means of the neutron filtering technique involving the
use of a 20-cm-thick natFe neutron filter using the formulations explained in Sec. 3.2. The
present preliminary results for the 241Am neutron capture cross section are shown in Figs. 2
and 3 together with the evaluated nuclear data from JENDL-4.0 and JEFF-3.3. In the thermal
region, JENDL-4.0 seems to better reproduce the present preliminary results as JEFF-3.3 slightly
overestimates the present experimental data. In the resonance region, as was discussed in the
resonance analysis (see Sec. 4), the present results offer better agreement with the evaluation
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In the keV region, the results obtained using a 20-cm-thick natFe filter yield agreement within
the statistical uncertainty with both JENDL-4.0 and JEFF-3.3.
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In the space environment, radiations irradiate the semiconductors of the devices, and the atomic 
displacement caused by these radiations degrades the electrical performance of the devices. The atomic 
displacement of the semiconductor is proportional to the displacement damage dose (DDD), which is 
expressed by the non-ionizing energy loss (NIEL). In order to calculate the DDD of semiconductors for 
various radiation in space, we have developed a method for calculating the DDD in the PHITS code. 
When silicon was irradiated with protons, neutrons, and electrons, the results of the NIEL calculations 
by PHITS agreed with the numerical data obtained by the NIEL web calculator for semiconductors. The 
defect production efficiencies obtained from the recent molecular dynamic simulations for SiC, InAs, 
GaAs, and GaN were also implemented in PHITS. The results show that InAs and GaAs are the most 
sensitive to displacement damage and SiC is the most resistant to damage when irradiated with 10 MeV 
protons.

1. Introduction
As humans advance into space, the use of general-purpose devices in space will increase. 

Semiconductors such as GaAs, InAs, and GaN are used in general-purpose devices, and there is a concern 
about the degradation of these semiconductors due to atomic displacement by space radiation. The
displacement damage dose (DDD), which is the integration of the non-ionizing energy loss (NIEL) and 
particle fluence, is used as an index to determine the replacement frequency of equipment in space 
radiation environment. Monte Carlo particle transport codes such as GEANT4[1], and FLUKA[2] can 
calculate DDD using NIEL and particle fluence in space. The NIEL data can be obtained from the 
Screened Relativistic (SR) Nuclear and Electronic Stopping Power Calculator on the web site[3]. This 
SR-NIEL web calculator can produce the NIEL data of semiconductors for neutrons, electrons, protons,
heavy-ions with Coulomb interaction for charged particles and hadronic cascade contributions.

On the other hand, Gao et al. reported the defect production efficiency of compound semiconductors 
such as SiC[4], GaAs[5], GaN[6], and InAs[7] calculated by molecular dynamics (MD) simulations. 
According to the papers[4-7], defect production efficiencies change with damage energy in 
semiconductors. Therefore, it is important to calculate the effective NIEL of semiconductors with 
considering these defect production efficiencies. We had developed the calculation method of 
displacement per atoms (dpa) cross sections of metals for all particles in the particle and heavy-ion 

In the keV region, the results obtained using a 20-cm-thick natFe filter yield agreement within
the statistical uncertainty with both JENDL-4.0 and JEFF-3.3.
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transport code (PHITS) [8-10] based on the NRT model[11] and the athermal corrected (arc) model[12]. 
The defect production efficiencies obtained by MD simulation were implemented in PHITS to calculate 
the arc-dpa cross sections. Based on this dpa calculation method, it is possible to calculate the effective 
NIEL and DDD of semiconductors for all particles.

In this work, the calculation method of NIEL and DDD for semiconductors were developed based 
on the dpa calculation method in PHITS. The defect production efficiencies of SiC, GaAs, InAs, and GaN 
were implemented in PHITS to calculate the effective NIEL. The original NIEL were compared with the 
effective NIEL of these semiconductors for neutrons and protons.

2. Methods
The calculation model of DDD with Monte Carlo method has been developed in PHITS, which 

simulates particle transport in three-dimensional space. The calculation method of DDD is similar with 
the dpa calculation of hadron, electron and gamma irradiation implemented in PHITS. The present study 
for DDD of semiconductors is based on them.

2.1. DDD calculation method
The DDD in each region mesh is expressed with NIEL related to the displacement damage of 

materials as:

(1)

where ϕ is a fluence in a mesh, l is a track length of the particle, and v is the volume of a mesh. Based on 
the Kinchin-Peace (KP) model[11], NIEL of the particle related to the displacement damage of materials 
is written as:

(2)

where ρ is the atomic density, T is the kinetic energy of recoils, dσ /dT is the differential interaction cross 
section, G(T) is the energy-partition function related to the energy transferred to the lattice atoms along 
with the KP model, and Ed is the displacement threshold energy. For DDD calculations in a region, the 
average value of T in a region is used. Tmax is the maximum energy that can be transferred to a recoil 
nucleus by an incident particle.

(3)

where M1 and M2 are the mass of incident particles and target material, respectively.
The differential scattering cross section dσ/dt of charged particles is described with classical 

scattering theory using the screening functions f(t1/2). A universal one-parameter differential scattering 
cross section equation in reduced notation is expressed by Lindhard et al. [13] as:

(4)

where t =ε2T/Tmax is a dimensionless collision parameter related to recoil energy T. The screening function, 
f(t1/2), can be generalized to provide a one parameter universal differential scattering cross section
equation for interatomic potentials such as screened and unscreened Coulomb potentials. The general 
form is:

(5)
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where λ, m, and q are fitting parameters. In this study, λ =5.01, m=0.203, and q=0.413 related to Ziegler-
Briersack-Littmark (ZBL) screen potential[14] are adopted. For the Coulomb scattering cross section of 
electrons, the relativistic and quantum mechanical cross section derived by McKinley and Feshbach[15]
is used. For the PHITS calculation, NIEL is calculated in each region event-by-event using the analytic 
formula. Therefore, PHITS can calculate DDDs for all incident particles and target materials not only
silicon but also other materials without NIEL data.

Figure 1 shows NIELs for proton, neutron and electron irradiation on silicon calculated by PHITS 
and comparison with numerical data obtained from the SR Nuclear and Electronic Stopping Power 
Calculator [3]. Since NIELs calculated by PHITS agree well with the data obtained from SR-calculator, 
DDD calculation in three-dimensional materials is also reliable using PHITS.

Figure 1: NIELs for proton, neutron and electron irradiation on silicon calculated by PHITS and numerical 
data obtained from the SR Nuclear and Electronic Stopping Power Calculator (version 7.7.3)[3].

2.2. Implementation of defect production efficiencies
The model in Equation (2) can be estimated by the Kinchin-Pease model. The number of defects 

produced by a PKA is linearly proportional to the recoil energy, which means that the NIEL becomes to 
the number of defects produced by the irradiation. However, it has been recognized that the NIEL is not 
proportional to the number of defects, due to non-linear processes that take place in semiconductors, 
related with the formation of multiple disordered regions or amorphous pockets[4-7]. A MD method was 
applied to study defect production in semiconductors. The defect production efficiency is expressed by 
the ratio of the number of defects calculated by MD simulation, NF, and the number of defects by the 
NRT model, NNRT, as follows:

(6)

where EMD is the damage energy in MD simulation and Td is the damage energy which is equal to 
TG(T) in Equation (2).

Figure 2 shows defect production efficiencies calculated by MD simulations as a function of 
cascade damage energy for SiC[4], GaAs[5], GaN[6], and InAs[7], respectively. In this study, these 
data were fitted by the following formula based on the arc model[12].

(7)

transport code (PHITS) [8-10] based on the NRT model[11] and the athermal corrected (arc) model[12]. 
The defect production efficiencies obtained by MD simulation were implemented in PHITS to calculate 
the arc-dpa cross sections. Based on this dpa calculation method, it is possible to calculate the effective 
NIEL and DDD of semiconductors for all particles.

In this work, the calculation method of NIEL and DDD for semiconductors were developed based 
on the dpa calculation method in PHITS. The defect production efficiencies of SiC, GaAs, InAs, and GaN 
were implemented in PHITS to calculate the effective NIEL. The original NIEL were compared with the 
effective NIEL of these semiconductors for neutrons and protons.

2. Methods
The calculation model of DDD with Monte Carlo method has been developed in PHITS, which 

simulates particle transport in three-dimensional space. The calculation method of DDD is similar with 
the dpa calculation of hadron, electron and gamma irradiation implemented in PHITS. The present study 
for DDD of semiconductors is based on them.

2.1. DDD calculation method
The DDD in each region mesh is expressed with NIEL related to the displacement damage of 

materials as:

(1)

where ϕ is a fluence in a mesh, l is a track length of the particle, and v is the volume of a mesh. Based on 
the Kinchin-Peace (KP) model[11], NIEL of the particle related to the displacement damage of materials 
is written as:

(2)

where ρ is the atomic density, T is the kinetic energy of recoils, dσ /dT is the differential interaction cross 
section, G(T) is the energy-partition function related to the energy transferred to the lattice atoms along 
with the KP model, and Ed is the displacement threshold energy. For DDD calculations in a region, the 
average value of T in a region is used. Tmax is the maximum energy that can be transferred to a recoil 
nucleus by an incident particle.

(3)

where M1 and M2 are the mass of incident particles and target material, respectively.
The differential scattering cross section dσ/dt of charged particles is described with classical 

scattering theory using the screening functions f(t1/2). A universal one-parameter differential scattering 
cross section equation in reduced notation is expressed by Lindhard et al. [13] as:

(4)

where t =ε2T/Tmax is a dimensionless collision parameter related to recoil energy T. The screening function, 
f(t1/2), can be generalized to provide a one parameter universal differential scattering cross section
equation for interatomic potentials such as screened and unscreened Coulomb potentials. The general 
form is:

(5)
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where Ed is the threshold displacement energy and aMD, bMD, and cMD are the fitting parameters listed in 
Table 1. The effective NIELs for SiC, InAs, GaAs, and GaN were calculated by the integral of NIEL in 
Equation (2) and the defect production efficiency in Equation (7). It is evident that GaAs and InAs share 
the same trend, but GaN and SiC exhibit opposite one. The surviving probabilities for GaAs and InAs 
increase with damage energy. For damage energy range from 1 keV to 20 keV, they increase with 
nonlinear. According to the MD results[4-7], nonlinear behavior can be explained by the direct-impact 
amorphization because the formation of these disordered regions will be exaggerated at higher energies 
for both InAs and GaAs. However, defect production efficiency decreases with damage energy for GaN 
and SiC once recombination becomes significant.

Figure 2: Defect production efficiencies as a function of cascade damage energy for SiC[4], GaAs[5] and 
GaN[6], InAs[7], respectively. The numerical data were fitted by the function in Equation (7).

Table 1: Material constants for damage production. Ed for SiC[4], GaAs[5], GaN[6], and InAs[7] was 
obtained from the literature, respectively.

SiC InAs GaAs GaN
Ed (eV) 25 15 14 50
aMD 1.0 1.5 1.0 1.5
bMD -0.023 -0.023 -0.011 -0.067
cMD -3.46 10.7 25.5 -0.35

3. Results
Calculated NIELs of SiC, InAs, GaAs and GaN for proton and neutron irradiation are plotted in 

Figure 3. The energy range of neutron is from 10−11 MeV to 10 GeV and that of proton is from 10−4 MeV 
to 10 GeV, respectively. For the comparison of neutron NIELs among materials the energy range below 
10−4, NIEL of GaN is larger than NIELs of GaAs and InAs by a factor of 10 and NIEL of SiC by a factor 
of 103. In this energy range, secondary particles produced by the neutron capture reaction are dominant 
for GaAs, InAs and SiC. On the other hand, 30 keV 14C and 0.58 MeV proton produced by the 14N(n,p)14C
nuclear reaction are dominant for GaN. With the consideration of particle transport in 0.1μm thick GaN, 
99.8 % DDD in total is obtained by 30 keV C. From this result, semiconductors with nitrogen are not 
recommended to be set under low-energy neutron irradiation due to high displacement damage.
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Figure 3: NEILeff and NEILconv for the proton and neutron irradiation of GaN, GaAs, SiC, and InAs
calculated by the PHITS code.

For neuron irradiation with energies over 10−4 MeV, charged particles produced by neutron elastic 
and inelastic reactions contribute to NIELs. For proton irradiation, Coulomb scattering between incident 
proton and target is dominant to the radiation damage below 10 MeV and secondary particles produced 
by nuclear reactions are dominant in high-energy range above 10 MeV.

Figure 3 also shows the effective NIELs (NEILeff) under proton and neutron irradiation. Except for 
SiC, the ratio of effective NIEL to conventional NIEL (NEILconv) is higher than 1 in the whole energy 
range of proton and neutron because the defect production efficiencies to the damage energy is higher 
than 1 as shown in Figure 2. For SiC and GaN under proton irradiation, this ratio decreases with proton 
energy. On the other hand, for InAs and GaAs, this ratio increases with proton energy up to 100 MeV and 
it reaches constant value because the defect production efficiency over 20 keV of damage energy is set 
to be same with that at 20 keV. When irradiated with 10 MeV protons, the results show that InAs and 
GaAs are the most sensitive to displacement damage and SiC is the most resistant to damage.

4. Summary
In order to calculate the DDD of semiconductors for various radiation, we have developed a method 

for calculating the NIEL and DDD in the PHITS code. When silicon was irradiated with protons, neutrons, 
and electrons, the results of the NIEL calculated by PHITS agreed with the numerical data obtained by
the NIEL computer for semiconductors. The defect production efficiencies obtained from the recent 
molecular dynamic simulations for SiC, InAs, GaAs, and GaN semiconductors were also implemented in 
PHITS. The results show that InAs and GaAs are the most sensitive to displacement damage and SiC is 
the most resistant to damage when irradiated with 10 MeV protons.

where Ed is the threshold displacement energy and aMD, bMD, and cMD are the fitting parameters listed in 
Table 1. The effective NIELs for SiC, InAs, GaAs, and GaN were calculated by the integral of NIEL in 
Equation (2) and the defect production efficiency in Equation (7). It is evident that GaAs and InAs share 
the same trend, but GaN and SiC exhibit opposite one. The surviving probabilities for GaAs and InAs 
increase with damage energy. For damage energy range from 1 keV to 20 keV, they increase with 
nonlinear. According to the MD results[4-7], nonlinear behavior can be explained by the direct-impact 
amorphization because the formation of these disordered regions will be exaggerated at higher energies 
for both InAs and GaAs. However, defect production efficiency decreases with damage energy for GaN 
and SiC once recombination becomes significant.

Figure 2: Defect production efficiencies as a function of cascade damage energy for SiC[4], GaAs[5] and 
GaN[6], InAs[7], respectively. The numerical data were fitted by the function in Equation (7).

Table 1: Material constants for damage production. Ed for SiC[4], GaAs[5], GaN[6], and InAs[7] was 
obtained from the literature, respectively.

SiC InAs GaAs GaN
Ed (eV) 25 15 14 50
aMD 1.0 1.5 1.0 1.5
bMD -0.023 -0.023 -0.011 -0.067
cMD -3.46 10.7 25.5 -0.35

3. Results
Calculated NIELs of SiC, InAs, GaAs and GaN for proton and neutron irradiation are plotted in 

Figure 3. The energy range of neutron is from 10−11 MeV to 10 GeV and that of proton is from 10−4 MeV 
to 10 GeV, respectively. For the comparison of neutron NIELs among materials the energy range below 
10−4, NIEL of GaN is larger than NIELs of GaAs and InAs by a factor of 10 and NIEL of SiC by a factor 
of 103. In this energy range, secondary particles produced by the neutron capture reaction are dominant 
for GaAs, InAs and SiC. On the other hand, 30 keV 14C and 0.58 MeV proton produced by the 14N(n,p)14C
nuclear reaction are dominant for GaN. With the consideration of particle transport in 0.1μm thick GaN, 
99.8 % DDD in total is obtained by 30 keV C. From this result, semiconductors with nitrogen are not 
recommended to be set under low-energy neutron irradiation due to high displacement damage.
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Abstract

To produce the nuclear data efficiently, we considered a new method that combines the
nuclear reaction models with the Gaussian process regression. Within this framework, we
first optimized the parameters of the optical potential using experimental data of neutron
elastic scattering. We then calculated angular distributions at various neutron energies with
the optimized parameters, and found that the calculated results reasonably reproduced the
experimental data.

1 Introduction

The nuclear data are used in various fields such as design of nuclear reactors, nucleosynthesis
in stellar objects, and production of radioisotopes. In general, the production of nuclear data
requires a large amount of human and time resources. In this respect, we pay attention to the
data science and machine learning, which are recently developed with increasing computational
resources and provide a lot of benefits to many social fields.

The use of machine learning has already been attempted to produce nuclear data. Gaussian
process regression was applied to predicting the nuclear data, based on available experimental
data [1]. Their methodology is helpful to estimate cross sections in the region where many
experimental data are present. In contrast, the predictive power becomes weak if experimental
data are sparse or not present. This is because their methodology is not built on a physical
background.

To efficiently and effectively produce the nuclear data, we come up with the idea that com-
bines nuclear reaction models with the machine learning technique. As a first attempt, we
developed a system that consists of the Gaussian process regression and the nuclear reaction
model code CCONE [2]. Using the system, we optimized nuclear reaction model parameters
that are used for the nuclear data evaluation, and calculated nucleon-nucleus scattering cross
sections. We present in this paper our results that were calculated at various incident energies
and were compared with existing experimental data.
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2 Framework

2.1 Nuclear reaction model

We used the CCONE code [2], which is based on the optical model and the Hauser-Feshbach
statistical model, to calculate the cross sections and angular distributions for neutron-nucleus
scattering. In this work, the following functional form of the optical model potential V was
adopted [3]:

V (r) =K

�
−VRUR(r) + i

�
4WDaD

d

dr
UD(r)−WV UV (r)
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+
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where Ri, ri, and ai are the potential radius, radius and diffuseness parameters, respectively.
The symbols R,D, V, SO stands for the real volume, imaginary surface, imaginary volume, and
spin-orbit terms, respectively. The mass and deformation parameter are denoted by A and βl,
respectively, and Yl0 stands for the spherical harmonics with the multipolarity l. The forms of
real volume and imaginary surface terms are as follows:
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(6)

where E is the neutron energy relative to the Fermi energy, and N and Z are the neutron and
atomic numbers of the target, respectively. The parameters V 0

R, V
DISP
R , rR, aR, W

DISP
D and

λD were optimized in this work. The other parameters were fixed to the same values as Table 4
of Ref. [3].

2.2 Evaluation function

In order to obtain optimum parameters, we defined an evaluation function that quantifies the
difference between the cross sections calculated within the CCONE and the experimental data.
In this work, we used the following evaluation function:

f(x) =
1

ND

ND�
i

�
σ
(i)
exp

Δσ
(i)
exp

log10
σ
(i)
th (x)

σ
(i)
exp

�2

, (7)

where σth and σexp are the calculated and experimental cross sections, respectively, ND is the
number of experimental data, and x represents the parameters introduced in Section 2.1. Ex-
perimental uncertainty is denoted by Δσexp. The superscript i corresponds to data point of the
experiments.
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We considered that the parameter set that minimizes the evaluation function of Equation (7)
is the likelihood one. Since we did not know the exact form of f(x) at the beginning, we needed
to calculate the cross sections by various parameter sets, and to obtain f(x) as a function of the
parameter set. However, this approach usually requires a number of human resource and time.
For this reason, we applied the Bayesian optimization based on the Gaussian process regression
in this work to finding the minimum of f(x) effectively.

2.3 Gaussian process regression and Bayesian optimization

The Gaussian process regression is one of the algorithms for solving regression problems. Sup-
posed that we have several data points, e.g. input x and output y. There exists a function given
by y = f(x) that transform input x to output y, however, we do not know f(x) for many cases.
The Gaussian process predicts the function y = f(x) that represents the relation between input
and output from existing data points, including the uncertainty.

Given output y = f(x) for an input x, the Gaussian process assumes that the conditional
probability distribution of the output at an arbitrary input x∗ besides x is expressed as follows:

p(y∗|y) = N (KT
∗ K

−1y,K∗∗ −KT
∗ K

−1K∗) ≡ N (M(x∗),Σ∗), (8)

where N denotes the multivariate Gaussian distribution, and K, K∗, K∗∗ are the kernel func-
tions for the set of inputs (x, x), (x∗, x), and (x∗, x∗), respectively. We defined the mean and
covariance matrix as M(x∗) = KT

∗ K
−1y and Σ∗ = K∗∗ −KT

∗ K
−1K∗, respectively.

In this work, we use the RBF kernel function for K,K∗, and K∗∗, which is given by

K(xi, xj) = exp

{
−1

2
�xi − xj�2

}
. (9)

From Equation (8), we can predict f(x) for an arbitrary input x∗, however we cannot usually
determine the minimum of f(x) only with the limited number of input and output data point
of (x, y). In the case, we need to increase the data point by appropriately choosing a new input
denoted as xnew in addition to x. The selection of xnew is carried out within the so-called lower
confidence bound (LCB) acquisition function:

xnew = argmink=n+1,...,n+m(M(x∗k)− 2σ∗
k), (10)

where σ∗
k is the value of the estimation uncertainty, which is calculated by σ∗

k = 1/
√
(Σ∗)kk.

This LCB acquisition function chooses xnew, where y = f(x) is small including the uncertainty.
New output y is, then, calculated from xnew, increasing the number of data point by 1. The
conditional probability distribution of Equation (8) is updated, using the new data points. We
repeat this operation until we obtain f(x) that is enough to determine the minimum. When
optimizing six parameters, this operation was repeated until the minimum value was not updated
more than 200 times in a row.

3 Results

3.1 Optimization process of parameters

In this section we will explain the search process for optimal parameters. We selected the angular
distributions of elastic scattering on 54Fe at neutron energy of 7 MeV. The calculated result is
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We used the CCONE code [2], which is based on the optical model and the Hauser-Feshbach
statistical model, to calculate the cross sections and angular distributions for neutron-nucleus
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�
1− 1

V 0
R + V DISP

R

Cviso
N − Z

A

�
, (4)

WD(E) =

�
WDISP

D − Cwiso
N − Z

A

�
e−λDE E2

E2 +WID2
D

, (5)

(6)

where E is the neutron energy relative to the Fermi energy, and N and Z are the neutron and
atomic numbers of the target, respectively. The parameters V 0

R, V
DISP
R , rR, aR, W

DISP
D and

λD were optimized in this work. The other parameters were fixed to the same values as Table 4
of Ref. [3].

2.2 Evaluation function

In order to obtain optimum parameters, we defined an evaluation function that quantifies the
difference between the cross sections calculated within the CCONE and the experimental data.
In this work, we used the following evaluation function:

f(x) =
1

ND

ND�
i

�
σ
(i)
exp

Δσ
(i)
exp

log10
σ
(i)
th (x)

σ
(i)
exp

�2

, (7)

where σth and σexp are the calculated and experimental cross sections, respectively, ND is the
number of experimental data, and x represents the parameters introduced in Section 2.1. Ex-
perimental uncertainty is denoted by Δσexp. The superscript i corresponds to data point of the
experiments.
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Figure 1: Example of the optimization process. (a) Angular distributions of elastic scattering on
54Fe calculated by CCONE, using the initial and new samplings of V 0

R (black solid, long-dashed,
long-dashed and red solid lines). (b) Evaluation function of the initial samplings (open circles)
and predicted value (solid line) computed by the Gaussian process regression. (c) Same as (b),
but the result after adding the new sampling point (red filled circle). The prior predicted result
shown in (b) is shown with the light blue color.

shown in Figure 1. Firstly, we took three V 0
R randomly and calculated the angular distributions,

which are drawn with the black solid, dashed, and long-dashed lines in Figure 1(a). Then,
we computed the evaluation functions at each initial sampling point of V 0

R as illustrated with
the open circles in Figure 1(b). Next, the sampling points were used as the training data
of the Gaussian process regression, and the evaluation function at points other than the initial
samples is predicted, which is shown by the solid line in Figure 1(b) together with the prediction
uncertainty. With the condition of Equation (10), the new input xnew was determined and
the differential cross section and the evaluation function were calculated again. The angular
distribution calculated by the new input is shown by the red solid line in Figure 1(a) and the
evaluation function is shown by the red filled circle in Figure 1(c). Now we had four data points
to be used as the training data of the Gaussian process regression. The evaluation function was
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again predicted with the newly sampled results, and the result is shown in Figure 1(c). We can
find that the prediction uncertainty becomes small, especially in −40 ≤ V 0

R ≤ −30 MeV after
adding the new data point. By updating sampling points iteratively, we can obtain V 0

R that
made the evaluation function the smallest.

3.2 Prediction of angular distributions at arbitrary energies

We present in this section how our method predicts the angular distributions at arbitrary energies
from the known experimental data. Table 1 lists the experimental data of 54Fe (neutron total
section σtot, elastic scattering cross sections σela, angular distributions of the neutron elastic
scattering dσela/dΩ, and angular distributions of the neutron inelastic scatterings to the first
excited state dσinel/dΩ). The upper five rows list the data used for the optimization of the
potential parameters V 0

R, V
DISP
R , WDISP

D , λD, rR and aR, whereas the lower two rows are the
data used to check the predicted angular distributions. Here, we note that the parameters V DISP

R

and λD are related to the energy dependent terms of the optical potential given by Equation. 1

Table 1: Experimental data of 54Fe used for optimization of parameters (upper five rows) and
for check of predicted angular distributions (lower two rows). We used experimental data,
Carton et al. [4], Korzh et al. [5], El-Kadi et al. [6], Cornelis et al. [7], Mellema et al. [8],
Kinney et al. [9].

Energy (MeV) σtot σela dσela/dΩ dσinel/dΩ

7 [4] [5] [5] [5]

7.96 [4] [6] [6] [6]

9.94 [7] [6] [6] [6]

11 [7] — [8] [8]

11.93 [7] [6] [6] [6]

8.5 — — [9] [9]

24 — — [8] [8]

Figure 2 shows that the angular distributions at 7 and 12 MeV calculated with the optimized
parameters (blue lines) are compared with the experimental data. We can see that the calculated
results reproduce the experimental data reasonably. This indicates that the optimization of
parameters successfully works within our framework.

Using the optical potential derived with the obtained parameters, we predicted the angular
distributions at 8.5 and 24 MeV which are shown by the red lines in Figure 2. We can see that
the experimental data at 8.5 and 24 MeV are well reproduced. This fact clarifies that we were
able to obtain the optimal optical potential from a set of experimental data.

4 Summary

In the present study, we combined the nuclear reaction model with the Gaussian process re-
gression, and optimized the parameters representing the optical potential. We showed that the
angular distributions calculated by our framework were predicted with sufficient reproducibil-
ity. In the future, we plan to lead our research to the goal of directly predicting the optimal
parameters at arbitrary energies.

3

2

1

0d
σ e

l
/

d
Ω

[m
b

/
sr

]  Fe(n,n), En=7MeV

exp  

new sampling

54

initial sampling

Scattering Angle[degree]

(a)

0    30  60  90 120 150 180
10

10

10

10

0.0

1.0

2.0

3.0

uncertainty (1σ)
predicted value
initial sampling

E
v
al

u
at

io
n
 f

u
n
ct

io
n
  
 

V
R
 [MeV]0

(b)

-50 -40 -30

0.0

1.0

2.0

3.0

uncertainty (1s)
predicted value
initial sampling

E
v
al

u
at

io
n
 f

u
n
ct

io
n
  
 

V
R
 [MeV]0

(b)
-50 -40 -30

uncertainty (1�)

predicted value

sampling point

uncertainty (1σ)
predicted value
initial sampling

new sampling

(c)

Figure 1: Example of the optimization process. (a) Angular distributions of elastic scattering on
54Fe calculated by CCONE, using the initial and new samplings of V 0

R (black solid, long-dashed,
long-dashed and red solid lines). (b) Evaluation function of the initial samplings (open circles)
and predicted value (solid line) computed by the Gaussian process regression. (c) Same as (b),
but the result after adding the new sampling point (red filled circle). The prior predicted result
shown in (b) is shown with the light blue color.

shown in Figure 1. Firstly, we took three V 0
R randomly and calculated the angular distributions,

which are drawn with the black solid, dashed, and long-dashed lines in Figure 1(a). Then,
we computed the evaluation functions at each initial sampling point of V 0

R as illustrated with
the open circles in Figure 1(b). Next, the sampling points were used as the training data
of the Gaussian process regression, and the evaluation function at points other than the initial
samples is predicted, which is shown by the solid line in Figure 1(b) together with the prediction
uncertainty. With the condition of Equation (10), the new input xnew was determined and
the differential cross section and the evaluation function were calculated again. The angular
distribution calculated by the new input is shown by the red solid line in Figure 1(a) and the
evaluation function is shown by the red filled circle in Figure 1(c). Now we had four data points
to be used as the training data of the Gaussian process regression. The evaluation function was
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Figure 2: Angular distributions of neutron elastic scattering on 54Fe predicted using optical
potentials optimized so as to reproduce experimental data at energies of 7 and 11.93 MeV (blue
lines) plus 7.96, 9.94 and 11 MeV and using the optical potential derived with the obtained
parameters at 8.5 and 24 MeV (red lines).

References

[1] Iwamoto H. Generation of nuclear data using Gaussian process regression. J. Nucl. Sci.
Technol. 2020;57(8):932–938.

[2] Iwamoto O, Iwamoto N, Kunieda S, et al. The CCONE code system and its application to
nuclear data evaluation for fission and other reactions. Nuclear Data Sheets. 2016;131:259–
288.

[3] Kunieda S, Chiba S, Shibata K, et al. Coupled-channels optical model analyses of nucleon-
induced reactions for medium and heavy nuclei in the energy region from 1 keV to 200
MeV. J. Nucl. Sci. Technol. 2007;44(6):838–852.

[4] Carlton RF, Harvey JA, Castel B. Single particle strength in 55Fe. Bull. Am. Phys. Soc.
1985.

[5] Korzh IA, Mishchenko VA, Pravdivyi NM. Fast neutron elastic and inelastic scattering
cross sections of 54Fe. Soviet Atomic Energy. 1987;62(6):487–492.

[6] El-Kadi S, Nelson C, Purser F, et al. Elastic and inelastic scattering of neutrons from 54,56Fe
and 63,65Cu. Nucl. Phys. A. 1982;390(3):509–540.

[7] Cornelis E, Mewissen L, Poortmans F. Total neutron cross section of Fe-54 and Fe-56 in
the energy range 500 keV to 19 MeV. Int. Conf. Nucl. Data for Sci. and Technol., Antwerp,
1982, 135

[8] Mellema S, Finlay RW, Dietrich FS, et al. Microscopic and conventional optical model
analysis of fast neutron scattering from 54,56Fe. Phys. Rev. C. 1983;28(6):2267–2277.

[9] Kinney WE, Perey FG. 54Fe neutron elastic and inelastic scattering cross sections from 5.50
to 8.50 MeV. Oak Ridge National Laboratory, ORNL-4907, 1974.

JAEA-Conf 2022-001

- 108 -



19 Small-angle scattering measurements for cement paste samples 

using X-rays and neutrons in Hokkaido University
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An in-situ SAXS measurement for a cement paste sample was demonstrated using a laboratory-
based SAXS instrument in Hokkaido University. The time-evolution of nanostructure under the cement 
hydration process was obtained at 20℃ in the age from 4 h to 14 d. The SAXS for a hardened cement 
paste sample was also measured at the age of 1 y. As a complementary approach, in addition, a SANS 
experiment has been prepared at an accelerator-driven neutron source facility in Hokkaido University.  

1. Introduction
Small-angle scattering (SAS) technique with X-rays or neutrons is a good method to characterize a

nanoscale structure of material. In the previous work, the SAS technique had been applied to investigate 
the nanostructure of cement paste such as size, shape, and surface area [1–5].

We have conducted small-angle X-ray scattering (SAXS) measurements for cement paste samples
to obtain the time-evolution of nanostructure under the cement hydration process [6]. Our purpose is to 
research an effect of initial curing temperature on cement paste nanostructure and their relationship 
between compressive strength and nanostructure. For the measurements, it is important to avoid drying 
the cement paste sample. By combining a sample cell, a laboratory-based SAXS instrument in Hokkaido 
University allowed us to do an in-situ SAXS measurement of cement paste in the curing time from initial-
to long-term. Though some in-situ SAXS measurements, we have attended on a fine structure in a size 
order of about 1 nm that has emerged in the SAXS profiles for the cement paste sample.

On the other hand, we have prepared a small-angle neutron scattering (SANS) measurement with a 
heavy-water cement paste sample [7] at an accelerator-driven neutron source facility in Hokkaido 
University [8]. As a complementary approach, we are planning to estimate the composition of 
nanostructure of cement paste by utilizing the difference between the electron and neutron scattering 
length. 

In this paper, a part of SAXS data and the experimental procedures using X-rays are reported to 
introduce our ongoing activities in Hokkaido University. In addition, the plan of SANS experiment is 
described briefly.

2. Experimental procedure
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Figure 2: Angular distributions of neutron elastic scattering on 54Fe predicted using optical
potentials optimized so as to reproduce experimental data at energies of 7 and 11.93 MeV (blue
lines) plus 7.96, 9.94 and 11 MeV and using the optical potential derived with the obtained
parameters at 8.5 and 24 MeV (red lines).
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2.1. In-situ SAXS measurement for a cement paste sample under the hydration process
Ordinary Portland cement paste was prepared with water-to-cement ratio (w/c) of 0.4 and sealed into 

a sample cell. As shown in Fig. 1, the sample cell which was composed of O-rings and cover glasses was 
fixed to acrylic plate holders by screws. To obtain the time evolution of SAXS profiles, the SAXS 
measurements were successively performed using the cement paste sample in the age from 4 to 24 h. In 
addition, the SAXS measurements were performed at the age of 1, 3, 7, and 14 d. The measurement time 
was 0.5 h for each datum. The laboratory-based SAXS instrument which was composed of a NANO-
viewer SAXS system (Rigaku Corporation, Japan) with a Mo-K X-ray source and a PILUTUS 100K 
detector (Dectris Ltd, Switzerland) was used, where the wavelength of X-ray beam was 0.071 nm. 
During the measurements, the cement paste sample which was set on the X-ray beam line in a vacuum
scattering chamber was cured at 20℃. Between the measurements, the cement paste sample was stored 
in a thermostatic chamber at the curing temperature of 20℃.

2.2. SAXS measurement for a hardened cement paste sample at the long age
Ordinary Portland cement paste was prepared with w/c of 0.4 and sealed into a plastic bottle. The

cement paste was cured in a thermostatic chamber at 20℃ until the age of 1 y. To check the drying effect 
on a SAXS profile, the measurements for a hardened cement paste sample were performed with three step 
procedures: (1) The hardened cement paste was demolded from the plastic bottle and sliced to a thin piece
(1 mm in thickness). And then the thin piece of hardened cement paste was sealed into a sample cell as 
shown in Fig. 2. The SAXS for the hardened cement paste sample was measured as the first step. (2) Next,
the change of the SAXS profile for the hardened cement paste sample was successively measured by 0.5 
h under the vacuum drying condition. Here, the O-ring of the sample cell was intendedly cut as shown in 
the inset of Fig. 2. The hardened cement paste sample was gradually dried in the vacuum scattering 
chamber since the broken O-ring could not seal. In the measurements, the pressure of beam course was 
approximately 102 Pa. (3) After drying, the hardened cement paste sample was soaked in water for 10
hours. The hardened cement paste was sealed into the sample cell again while the broken O-ring was 
replaced to a new one. The SAXS for the rewet sample was measured finally. The measurement time was 
0.5 h for each datum.
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Figure 1: Sample cell holder for the cement 
paste sample. The line diameter of O-rings is 1 
mm. The cement paste sample was sandwiched 
within the O-rings between two cover glasses.

Figure 2: Sample cell holder for the hardened 
cement paste sample. The line diameter of O-
ring is 1.9 mm.
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3. Results and discussion
3.1. SAXS profiles measured with the cement paste sample

The measured SAXS profiles for the cement paste sample under the cement hydration process are 
shown in Fig. 3, where q (= 4 sin / ) is a magnitude of scattering vector and is the scattering angle. 
The SAXS profiles are plotted by the solid and dashed lines at representative ages. The value in legend 
stands for the average age of cement paste sample over the interval of measurement time. As shown in 
Fig. 3, the intensity is increased as a function of the age of cement paste sample. A shoulder, which 
corresponds to a fine structure, is subsequently observed at around q = 3 nm-1.

Figure 3: Measured SAXS profiles with the cement paste sample 

3.2. Time-evolution of nanostructure in the cement paste sample
The least-square fitting analysis were performed to the SAXS profiles in order to find the time-

evolution of nanostructure in the cement paste sample. The following equation was applied to the fitting 
function.

(1)
where I1(q) and I2(q) are scattering intensity terms for fine and medium nanoparticles, respectively, aq-4

+ b is a background term. For convenience of classification, the components of nanostructure were 
roughly divided into two q ranges as the fine and medium nanoparticles. Each of the function of scattering 
intensity Ii(q) is defined by

(2)
where Ni is the number of nanoparticles, i is the difference in scattering length densities between matrix 
and nanoparticle, fi (R) is the size distribution of nanoparticles, Vi (R) is the particle volume, F (q, R) = 3
(sin(qR)-qR cos(qR))/(qR)3 is the particle shape factor. The shape of all nanoparticles is assumed as 
spherical. The R corresponds to the radius of particle. The log-normal distribution function is used for 
the size distribution. For example, the fitting results in the q range of 0.3−6 nm-1 are shown by the solid 
lines in Fig. 4(a). The measured SAXS profiles are also shown by the open circles in Fig. 4(a).

The time-evolution of nanostructure in the cement paste sample were deduced from the parameters 
of fitting results. Figures 4(b) and 4(c) correspond to the integrated volume of nanoparticles having the 
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2.1. In-situ SAXS measurement for a cement paste sample under the hydration process
Ordinary Portland cement paste was prepared with water-to-cement ratio (w/c) of 0.4 and sealed into 

a sample cell. As shown in Fig. 1, the sample cell which was composed of O-rings and cover glasses was 
fixed to acrylic plate holders by screws. To obtain the time evolution of SAXS profiles, the SAXS 
measurements were successively performed using the cement paste sample in the age from 4 to 24 h. In 
addition, the SAXS measurements were performed at the age of 1, 3, 7, and 14 d. The measurement time 
was 0.5 h for each datum. The laboratory-based SAXS instrument which was composed of a NANO-
viewer SAXS system (Rigaku Corporation, Japan) with a Mo-K X-ray source and a PILUTUS 100K 
detector (Dectris Ltd, Switzerland) was used, where the wavelength of X-ray beam was 0.071 nm. 
During the measurements, the cement paste sample which was set on the X-ray beam line in a vacuum
scattering chamber was cured at 20℃. Between the measurements, the cement paste sample was stored 
in a thermostatic chamber at the curing temperature of 20℃.

2.2. SAXS measurement for a hardened cement paste sample at the long age
Ordinary Portland cement paste was prepared with w/c of 0.4 and sealed into a plastic bottle. The

cement paste was cured in a thermostatic chamber at 20℃ until the age of 1 y. To check the drying effect 
on a SAXS profile, the measurements for a hardened cement paste sample were performed with three step 
procedures: (1) The hardened cement paste was demolded from the plastic bottle and sliced to a thin piece
(1 mm in thickness). And then the thin piece of hardened cement paste was sealed into a sample cell as 
shown in Fig. 2. The SAXS for the hardened cement paste sample was measured as the first step. (2) Next,
the change of the SAXS profile for the hardened cement paste sample was successively measured by 0.5 
h under the vacuum drying condition. Here, the O-ring of the sample cell was intendedly cut as shown in 
the inset of Fig. 2. The hardened cement paste sample was gradually dried in the vacuum scattering 
chamber since the broken O-ring could not seal. In the measurements, the pressure of beam course was 
approximately 102 Pa. (3) After drying, the hardened cement paste sample was soaked in water for 10
hours. The hardened cement paste was sealed into the sample cell again while the broken O-ring was 
replaced to a new one. The SAXS for the rewet sample was measured finally. The measurement time was 
0.5 h for each datum.
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size distribution and the representative particle size (weighed average diameter), respectively. The fine 
and medium particles are involved in the integrated volume and the representative particle size. The 
integrated volume increased with the age while the representative particle size remained approximately 
1 nm.

Figure 4: Fitting analysis of SAXS profiles (a) and the time-evolution of nanostructure (b)(c)

3.3. SAXS profiles measured with the hardened cement paste sample
The measured SAXS profiles for the hardened cement paste sample are shown in Fig. 5. The number 

in legend is labeled in order of increasing the elapsed time. The solid line stands for the original SAXS 
profile (1). Due to the vacuum drying process from (2) to (7), a significant increase in intensity of SAXS 
profile is observed at q < 3 nm-1 as shown by the dashed lines in the figure. By contrast, the SAXS profile 
for the rewet sample (8) (dot-dashed line) is almost same to the original (1) (solid line). In particular, the 
shoulder at around q = 3 nm-1 agrees with each other.

Additionally, the SAXS profile for the cell without sample is shown by the dotted line as a baseline.

Figure 5: Measured SAXS profiles with the hardened cement paste sample
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3.4. Discussion
It is important to avoid drying the cement paste sample especially at the initial age because the drying 

leads to an inhibition of the cement hydration. In addition, the SAXS profiles of the hardened cement 
sample drastically changed due to drying as presented in Sec. 3.3. Owing to the sample cell (Fig. 1), the 
SAXS profiles of cement paste sample was successfully measured under the hydration process in the age 
from 4 h to 14 d (Fig. 3). In the deduced time-evolution of nanostructure (Fig. 4), the nanostructure 
formed in the size order of about 1 nm on the cement paste sample and the integrated volume increased 
with the age of cement paste sample. From the results, we expected that the amount of the integrated 
volume corresponded to the degree of cement hydration. To gain further information of the nanostructure,
currently, three in-situ SAXS measurements for cement paste samples have been conducted in the age 
from initial- and long-term at the initial curing temperature of 5℃, 20℃, and 50℃ [6].

4. Preparation of a SANS measurement
As a complementary approach, a SANS measurement has been prepared a with a heavy-water cement 

paste sample at the accelerator-driven neutron source facility in Hokkaido University. For the sample 
preparation, two in-situ SAXS measurements with light-water (H2O) and heavy-water (D2O) cement paste 
samples was conducted at the age before 3 d [7]. The same nanostructures in a size order of about 1 nm 
were formed on the H2O and D2O cement paste samples although the formation speed of the nanostructure 
in D2O cement paste was slow. Based on the results, we expected that the nanostructure in the D2O cement 
paste becomes gradually close to the one in the H2O cement paste at the age of 1 month. Accordingly, we 
have considered a SANS measurement with a D2O cement paste sample in a middle-term age.

5. Conclusion
The in-situ SAXS measurement for the cement paste sample was demonstrated using the sample cell 

and the laboratory-based SAXS instrument in Hokkaido University. The cement paste was prepared with 
w/c = 0.4. By the fitting analysis to the SAXS profiles, the time-evolution of nanostructure in the cement 
paste sample under the hydration process was obtained at 20℃ in the age of 4 h 14 d. The integrated 
volume of nanoparticles increased with the age while the representative particle size remained 
approximately 1 nm. To check the dying effect on the SAXS profile, in addition, the SAXS for the
hardened cement paste sample was measured at the age of 1 y. The hardened cement paste was prepared 
with w/c = 0.4. In consequence of the low vacuum drying, the significant increase in the intensity of 
SAXS profile was observed at q < 3 nm-1. On the other hand, as a complementary approach, a SANS 
experiment has been planned with the D2O cement paste sample in Hokkaido University.
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Figure 4: Fitting analysis of SAXS profiles (a) and the time-evolution of nanostructure (b)(c)

3.3. SAXS profiles measured with the hardened cement paste sample
The measured SAXS profiles for the hardened cement paste sample are shown in Fig. 5. The number 

in legend is labeled in order of increasing the elapsed time. The solid line stands for the original SAXS 
profile (1). Due to the vacuum drying process from (2) to (7), a significant increase in intensity of SAXS 
profile is observed at q < 3 nm-1 as shown by the dashed lines in the figure. By contrast, the SAXS profile 
for the rewet sample (8) (dot-dashed line) is almost same to the original (1) (solid line). In particular, the 
shoulder at around q = 3 nm-1 agrees with each other.

Additionally, the SAXS profile for the cell without sample is shown by the dotted line as a baseline.

Figure 5: Measured SAXS profiles with the hardened cement paste sample
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When the energy of incident neutrons is high, the elastic scattering reaction cross section data is generally 

smaller at the backward angle than that of the forward angle. Neutron benchmark experiments using a DT neutron 

source focusing on backscattering phenomena such as gap streaming experiments have reported differences 

between experimental and calculated values. To solve this problem, the author's group developed a benchmark 

method for large-angle scattering cross sections using two types of shadow bars with different thicknesses, and 

has been performing experiments on iron samples for the past few years.

When we conducted the experiments, we used to irradiate with D+ beam locally to a disk-shaped tritium target 

to ensure necessary intensity of DT neutrons, however we found that we could not obtain correct results if the 

position of the plane source was random in each experimental system out of four required for the present 

benchmark experiments. Therefore, it was decided to irradiate the D+ beam uniformly on the tritium target instead 

of locally, however it was found that using the current thin shadow bar would allow neutrons to enter directly into 

the Nb activation detector due to a small installation error during the preparation of the experiment, resulting in an 

overestimation of the reaction rate.

In order to solve this problem, we have designed a new thin shadow bar that prevents neutrons from direct 

incidence on the Nb foil under a uniform neutron source condition on the disk-shaped tritium target.

As a result of the calculation design, the bottom of the thin shadow bar was changed from 3 cm to 4 cm. In the 

future, we will carry out other experiments for fusion structural materials using the newly designed shadow bar.

1. Introduction
Since the large-angle elastic scattering reaction cross section is much smaller than the forward scattering 

reaction cross section, especially when the incident neutron energy is as high as that of fusion neutrons, the 

backscattering reaction cross section data is usually not regarded as important in fusion reactor design. However, 

in a high neutron flux field such as a fusion reactor, the backscattering reaction cross section will have a non-

negligible effect on the calculation results. In the past, neutron benchmark experiments using a DT neutron source 

focusing on backscattering phenomena were reported showing differences observed between experimental and 

calculated values [1]. The FNS experiment by Ohnishi et al. reported possibility of a problem in the backscattering 

cross section of iron from the gap streaming experiment. In fact, as shown in Figure 1, the reaction cross section 
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of elastic scattering of 56Fe, the most important fusion material, at 14 MeV is different among nuclear data libraries, 

especially in large angle elastic scattering [2 - 4]. Experimentally, Takahashi et al. measured double-differential 

neutron emission reaction cross sections (DDX) at 14 MeV [5 - 8]. From the result, the angle-differential cross 

section (ADX) can be obtained. However, this measurement is technically difficult and very time-consuming. In 

addition, as shown in Figure 1, the large-angle elastic scattering reaction cross section is very small, resulting in 

large errors, making it difficult to evaluate cross sections in backward angles. In fact, few experimental approaches 

have been reported directly measuring or benchmarking the large-angle neutron scattering cross sections. To solve 

this problem, the author's group developed a method to benchmark the large-angle elastic scattering cross section 

using shadow bars [9].

Figure 1 Angle-differential elastic scattering cross section of 56Fe at 14 MeV.

First we briefly explain the present benchmark method, which is detailed in Hayashi's paper [9]. Four kinds of 

experiments S1TC, S2TC, S1C, S2C are performed using a thin shadow bar S1 with a bottom diameter of 3 cm and 

a thick shadow bar S2 with a bottom diameter of 15 cm, and for TC with the target and C without it as shown in 

Figure 2(b). In the benchmark experiment, there are three possible elements for neutrons to pass through, i.e., the 

shadow bar, the wall and the target. So seven paths in total (=3C1+3C2+3C3) are possible for neutrons to pass through 

during the transport, as shown in Figure 2(a). Out of the seven paths, path is the one we want to measure, which 

is the path of neutrons correctly scattered by the target at a large angle. The contribution of path only appears 

in the experimental system of S1TC. However, S1TC contains other contributions, which need to be removed. The 

basic principle of the present benchmark method is to perform the four types of experiments shown in Figure 2(b) 

to estimate and eliminate the contribution of neutron paths other than path . Specifically, by substituting the 

reaction rates of the four experiments into Equation (1), the contributions of neutrons other than path will be 

canceled out. Reaction rates of paths , and do not change irrespective of existence of the sample, hence

S1TC=S1C and S2TC=S2C hold and are canceled out with each other as shown in Figure 2(b). Similarly, can be 

canceled out considering the presence of the shadow bar. Finally, although the term 

remains as an error, only the contribution of path can be extracted. Fortunately, it is known
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that the contributions of path and are very small compared to , so that + is regarded as the evaluation 

error [9]. In the last few years, we have conducted experiments with an iron sample. Consequently, the benchmark 

method was successfully established on the basis of the Nb foil activation, which has a large activation cross 

section around 14 MeV.

Figure 2 Overview of the benchmark experimental method

(a) path diagram (b) four systems and path pairs

Table 1 shows the summary of the results for iron. The experimental results are compared with the calculations 

using the nuclear data libraries for the total reaction rates (summing up all the 7 paths) and their subtracted values 

by Equation (1) [9]. The nuclear data used were JENDL-4.0, ENDF/B-VII, and JEFF-3.3. From the results four 

reaction rates show a similar trend, i.e., S1TC> S1C> S2C> S2TC for all calculated and experimental values. However, 

when comparing each of four experimental systems, we can recognize that all the calculated and experimental 

values are very different. This tendency is similarly seen for targets other than the iron targets, and the reason for 

this was not yet known. Therefore, in this study, we investigate the experimental system and calculation conditions 

especially concentrating on the shadow bars in order to solve the abovementioned problem.

Table 1 Simulation and experimental results using three nuclear data libraries for iron.

[10-9 reaction rate/cm3/source neutron] [9]

2. Problems and Objectives
First of all, we have investigated the calculation model to solve the problem described in chapter 1. As a result, 

it was found that the modeling of the DT neutron source was different between the experiment and calculation. 

Specifically, in the simulation, the DT neutron source was treated as a point source. This is because in the previous 

operation of the accelerator, the beam was narrowed down to hit the center of the tritium target as much as possible. 

However, due to the difficulty in obtaining the target, the D+ beam was irradiated in a locally small region (not a 

point) on the disk-shaped tritium target in order to keep an enough strong DT neutron intensity for as long as 

of elastic scattering of 56Fe, the most important fusion material, at 14 MeV is different among nuclear data libraries, 

especially in large angle elastic scattering [2 - 4]. Experimentally, Takahashi et al. measured double-differential 

neutron emission reaction cross sections (DDX) at 14 MeV [5 - 8]. From the result, the angle-differential cross 

section (ADX) can be obtained. However, this measurement is technically difficult and very time-consuming. In 

addition, as shown in Figure 1, the large-angle elastic scattering reaction cross section is very small, resulting in 

large errors, making it difficult to evaluate cross sections in backward angles. In fact, few experimental approaches 

have been reported directly measuring or benchmarking the large-angle neutron scattering cross sections. To solve 

this problem, the author's group developed a method to benchmark the large-angle elastic scattering cross section 

using shadow bars [9].

Figure 1 Angle-differential elastic scattering cross section of 56Fe at 14 MeV.

First we briefly explain the present benchmark method, which is detailed in Hayashi's paper [9]. Four kinds of 

experiments S1TC, S2TC, S1C, S2C are performed using a thin shadow bar S1 with a bottom diameter of 3 cm and 

a thick shadow bar S2 with a bottom diameter of 15 cm, and for TC with the target and C without it as shown in 

Figure 2(b). In the benchmark experiment, there are three possible elements for neutrons to pass through, i.e., the 

shadow bar, the wall and the target. So seven paths in total (=3C1+3C2+3C3) are possible for neutrons to pass through 

during the transport, as shown in Figure 2(a). Out of the seven paths, path is the one we want to measure, which 

is the path of neutrons correctly scattered by the target at a large angle. The contribution of path only appears 

in the experimental system of S1TC. However, S1TC contains other contributions, which need to be removed. The 

basic principle of the present benchmark method is to perform the four types of experiments shown in Figure 2(b) 

to estimate and eliminate the contribution of neutron paths other than path . Specifically, by substituting the 

reaction rates of the four experiments into Equation (1), the contributions of neutrons other than path will be 

canceled out. Reaction rates of paths , and do not change irrespective of existence of the sample, hence

S1TC=S1C and S2TC=S2C hold and are canceled out with each other as shown in Figure 2(b). Similarly, can be 

canceled out considering the presence of the shadow bar. Finally, although the term 

remains as an error, only the contribution of path can be extracted. Fortunately, it is known
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possible. This means that the neutron source is actually a surface source, and the position of the surface source is 

varying in each of S1TC - S2C. Therefore, we simulated the local plane source with MCNP5. The results are shown 

in Table 2. The table shows source position for each case simulating that the position of the source is random. As 

a result, the subtraction of the total reaction rates does not agree to the reaction rate of path , showing that the 

subtraction is not correctly carried out. Of course, we confirm that if the source position is fixed for all the four 

systems, the above two values (  and the subtracted value) are found to be almost identical. Therefore, it was 

decided to irradiate the tritium target with the D+ beam after totally blurring the beam so as to irradiate uniformly 

on the tritium target.

This is the current status. However, if the current thin shadow bar is continuously used, indicating that the 

diameter of the bottom of the shadow bar of 3 cm is quite close to 2.5 cm of the tritium target diameter, a small 

installation error in the experimental preparation may allow neutrons to directly enter the Nb foil and overestimate 

the reaction rate. To solve this problem, we design a new thin shadow bar to prevent neutrons from direct incidence 

on the Nb foil for a disk-shaped surface source. We expect that this countermeasure may eventually solve the 

discrepancy between experiment and calculation.

Table 2 Reaction rates and subtraction results for each pathway of each system at locally positioned 

sources using JENDL-4.0. [10-9 reaction rate/cm3/source neutron]

3. Examination Method
For the design of the shadow bar, we utilize the evaluation index R based on the previous studies [9].  is 

expressed as in Equation (2).

where  is the reaction rate due to neutrons entering the Nb foil without passing through the shadow bar, and

 is the reaction rate due to neutrons entering the Nb foil through the shadow bar. In other words,  is the path

, and  is the neutron contribution from paths  and  in Figure 2(a). Since the neutron path we want to see

is , the larger  is, the more dominant the activation of the Nb foil is by neutrons scattered at large angles by 

the sample, and the more optimal the shadow bar is.

This time, since we only change the source from a point source to a disk-shaped source, we decided to examine 
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only the diameter of the thin shadow bar. Using MCNP5, we determine the diameter at which the Nb detection foil 

is sufficiently activated and the evaluated value  shows the maximum value, even if the diameter of the thin 

shadow bar is increased.

4. Result
The relationship between the amount of Nb foil activation and the respective  value, which were calculated 

by MCNP5, is shown in Figure 3 as a function of the diameter of the bottom of the thin shadow bar. It can be seen 

that the radioactivity decreases linearly with increase of the diameter from the current value of 3.0 cm. This is 

because the thicker the shadow bar is, the more neutrons are shielded by the shadow bar, and as the result the 

amount of neutrons incident on the Nb foil decreases. The R value increases rapidly as the diameter increases from 

3.0 cm, and saturates around 16 after 4.0 cm. This means that the existing 3.0 cm shadow bars could not shield 

neutrons sufficiently and thus the   becomes large. Consequently, the diameter of the thin shadow bar was

decided to be 4.0 cm, which has a sufficiently small  showing the maximum R value of 16, and at the same

time can secure an enough radioactivity.

Figure 3 Amount of Nb foil activation and R value for the diameter of the bottom of the thin shadow bar.

Finally, we confirm whether the benchmark could be performed correctly for the newly determined thin shadow 

bar of 4.0 cm with a disk-shaped neutron source. Four different experimental systems were modeled with MCNP5, 

under the condition that the same thick shadow bar was used as before. The calculated results are shown in Table 

3. It can be seen from the table that the total reaction rate obtained by subtraction with Equation (1), 2.12±0.23 x

10-9 reaction rate/cm3/source neutron, and the reaction rate by path , 2.07, are almost identical. These results 

show that our benchmark method can work properly with the newly designed shadow bar. In addition, from the 

present design the upper bottom of the narrow shadow bar becomes 2.7 cm in diameter. Since the disk-shaped 

neutron source is 2.5 cm in diameter, the direct incidence can be completely eliminated if the installation error is 

suppressed within about 1 mm.

possible. This means that the neutron source is actually a surface source, and the position of the surface source is 

varying in each of S1TC - S2C. Therefore, we simulated the local plane source with MCNP5. The results are shown 

in Table 2. The table shows source position for each case simulating that the position of the source is random. As 

a result, the subtraction of the total reaction rates does not agree to the reaction rate of path , showing that the 

subtraction is not correctly carried out. Of course, we confirm that if the source position is fixed for all the four 

systems, the above two values (  and the subtracted value) are found to be almost identical. Therefore, it was 

decided to irradiate the tritium target with the D+ beam after totally blurring the beam so as to irradiate uniformly 

on the tritium target.

This is the current status. However, if the current thin shadow bar is continuously used, indicating that the 

diameter of the bottom of the shadow bar of 3 cm is quite close to 2.5 cm of the tritium target diameter, a small 

installation error in the experimental preparation may allow neutrons to directly enter the Nb foil and overestimate 

the reaction rate. To solve this problem, we design a new thin shadow bar to prevent neutrons from direct incidence 

on the Nb foil for a disk-shaped surface source. We expect that this countermeasure may eventually solve the 

discrepancy between experiment and calculation.

Table 2 Reaction rates and subtraction results for each pathway of each system at locally positioned 

sources using JENDL-4.0. [10-9 reaction rate/cm3/source neutron]

3. Examination Method
For the design of the shadow bar, we utilize the evaluation index R based on the previous studies [9].  is 

expressed as in Equation (2).

where  is the reaction rate due to neutrons entering the Nb foil without passing through the shadow bar, and

 is the reaction rate due to neutrons entering the Nb foil through the shadow bar. In other words,  is the path

, and  is the neutron contribution from paths  and  in Figure 2(a). Since the neutron path we want to see

is , the larger  is, the more dominant the activation of the Nb foil is by neutrons scattered at large angles by 

the sample, and the more optimal the shadow bar is.

This time, since we only change the source from a point source to a disk-shaped source, we decided to examine 
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Table 3 Reaction rates and subtraction results for each path of the system in the thin shadow bar with a 

bottom diameter of 4.0 cm and a disk-shaped neutron source

(JENDL-4.0) [10-9 reaction rate/cm3/source neutron]

5. Conclusion
In this study, we investigated the design of a new thin shadow bar to prevent neutrons from directly entering 

the Nb foil using MCNP5. As a result, the diameter of the bottom of the thin shadow bar was determined to be 4.0 

cm. This can ensure sufficient radioactivity for γ-ray measurement and a large   value so as to improve the 

accuracy of the benchmark experiment. In the future, we will manufacture the designed shadow bar and test it by 

comparing the experimental and calculated results. We will also conduct benchmark experiments using samples 

of medium and heavy nuclides such as iron and tungsten, and light nuclides such as lithium and oxygen.
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21 Problem on Gammas Emitted in Capture Reaction
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Previously we had pointed that energy distribution data for secondary gammas from the capture 
reaction of a lot of nuclei in TENDL-2017 had no high-energy gamma peaks. Here we examined
whether secondary gamma energy distribution data of the capture reaction in the latest nuclear data 
libraries had high-energy gamma peaks or not. As a result, we found that a lot of nuclei in TENDL-
2019 still did not have high-energy gamma peaks in secondary gamma spectra from the capture 
reaction and several nuclei in JEFF-3.3 also did not, while other nuclear data libraries such as JENDL-
4.0 and ENDF/B-VIII.0 had those peaks. This problem causes not only drastically small damage 
energy production cross sections for radiation damage calculations at incident neutron energies below 
a few keV but also smaller gamma productions in shielding calculations. The problematic energy 
distribution data for secondary gammas in TENDL-2019 and JEFF-3.3 should be revised.

1. Introduction
We reported that energy distribution data for secondary gammas from the capture reaction of a lot 

of nuclei in TENDL-2017 [1] had no high-energy gamma peaks, which other nuclear libraries had, at the 
IAEA FENDL meeting in 2018 [2, 3]. Figure 1 shows secondary gamma spectra of the capture reaction 
of 184W at incident neutron energy of 10-5 eV in JENDL-4.0 [4], ENDF/B-VII.1 [5], JEFF-3.2 [6] and
TENDL-2017. TENDL-2017 has no high-energy gamma peaks above 5 MeV which the other nuclear 
data libraries have.

In the process of JENDL development we examined whether the latest TENDL, TENDL-2019 [7],
and the major nuclear data libraries (JENDL-4.0, JEFF-3.3 [8] and ENDF/B-VIII.0 [9]) had this issue or 
not. We also investigated effects of no high-energy gamma peaks in the capture reaction in detail. Here 
we describe the results.
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Fig. 1 Secondary gamma spectra of capture reaction of 184W at incident neutron energy of 10-5 eV.

2. Method
It is not so easy to obtain secondary gamma energy distribution data directly from ENDF-6 files. 

Thus we extracted secondary gamma energy distribution data of the capture reaction for all the nuclei 
from the official ACE files of JENDL-4.0 [10], JEFF-3.3 [11], ENDF/B-VIII.0 [12] and TENDL-2019
[7] with a simple program and automatically checked whether they had high-energy gamma peaks or not.

3. Results
It was found that most of the nuclei in TENDL-2019 and several nuclei in JEFF-3.3 had no high-

energy gamma peaks above 5 MeV in secondary gamma spectra from the capture reaction (see Figs. 2
and 3), while JENDL-4.0 and ENDF/B-VIII.0 had those ones. Note that JEFF-3.3 has only discrete 
gammas in Fig. 2 and TENDL-2019 and JEFF-3.3 are the same in Fig. 3.

Fig. 2 Secondary gamma spectra of capture reaction of 56Fe in neutron energy of 10-5 eV.
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Fig. 3 Secondary gamma spectra of capture reaction of 184W in neutron energy of 10-5 eV.

4. Effects of No High-energy Gamma Peaks
4.1. DPA cross section

The problem of no high-energy gamma peaks in the capture reaction may cause much smaller 
displacement per atom (DPA) cross sections below ~ a few keV for nuclei with a larger displacement 
energy such as tungsten (displacement energy: 90 eV) than those of other nuclear data libraries. This is 
explained as follows. Only the capture reaction contributes the DPA cross section below a few keV. The 
energy ER of nucleus recoiled by the capture reaction is described as

where is the incident neutron energy, A is the mass of the target nucleus, is the neutron mass
energy and is the gamma energy. When is negligibly small, e.g. 10-5 eV,

If is more than the displacement energy , the neutron contributes DPA. Conversely only gammas
above the following threshold gamma energy contribute DPA,

is 5.59 MeV for 184W. Thus only gamma above 5.59 MeV contribute DPA.
Figure 4 shows the DPA cross sections of 184W extracted from the official ACE files of JENDL-4.0,

JEFF-3.3, ENDF/B-VIII.0 and TENDL-2019 with a simple program. It is noted that the DPA cross 
sections of TENDL-2019 and JEFF-3.3 are by four orders smaller than those of JENDL-4.0 and ENDF/B-
VIII.0.

On the other hand, the DPA cross sections of nuclei with smaller displacement energy do not have 
such a serious effect by the problem of no high-energy gamma peaks in the capture reaction. Figure 5
shows the DPA cross sections of 56Fe, the displacement energy of which is 40 eV. In this case 
is 2.07 MeV. The DPA cross section of TENDL-2019 is not so different from those of the other nuclear 
data libraries.
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Fig. 1 Secondary gamma spectra of capture reaction of 184W at incident neutron energy of 10-5 eV.
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Thus we extracted secondary gamma energy distribution data of the capture reaction for all the nuclei 
from the official ACE files of JENDL-4.0 [10], JEFF-3.3 [11], ENDF/B-VIII.0 [12] and TENDL-2019
[7] with a simple program and automatically checked whether they had high-energy gamma peaks or not.

3. Results
It was found that most of the nuclei in TENDL-2019 and several nuclei in JEFF-3.3 had no high-

energy gamma peaks above 5 MeV in secondary gamma spectra from the capture reaction (see Figs. 2
and 3), while JENDL-4.0 and ENDF/B-VIII.0 had those ones. Note that JEFF-3.3 has only discrete 
gammas in Fig. 2 and TENDL-2019 and JEFF-3.3 are the same in Fig. 3.

Fig. 2 Secondary gamma spectra of capture reaction of 56Fe in neutron energy of 10-5 eV.
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Fig. 4 DPA cross-sections of 184W in official ACE files.

Fig. 5 DPA cross-sections of 56Fe in official ACE files.

4.2. Gamma spectra in shielding calculations
This issue causes smaller gamma fluxes in coupled neutron-gamma calculations. In order to 

demonstrate this effect, gamma spectra inside a tungsten sphere of 1 m in radius with an isotropic neutron 
source of 20 MeV at the sphere center were calculated with the MCNP6.2 [13] code by using JENDL-
4.0, ENDF/B-VIII.0, JEFF-3.3 and TENDL-2019. Figures 6 and 7 show the calculated neutron and 
gamma spectra at 60 cm from the tungsten sphere center, respectively. Though the neutron spectra are 
different below 100 keV among the nuclear data libraries, the calculated gamma spectra with TENDL-
2019 and JEFF-3.3 are much smaller than those with the other libraries and are shifted to lower gamma 
energy.
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Fig. 6 Neutron spectra at 60 cm from tungsten sphere center.

Fig. 7 Gamma spectra at 60 cm from tungsten sphere center.

5. Conclusion
We found that secondary gamma spectra from the capture reaction of a lot of nuclei in TENDL-2019 

and several nuclei in JEFF-3.3 had no high-energy gamma peaks. This problem causes much smaller DPA 
cross-section data below a few keV for nuclei with a larger displacement energy such as tungsten 
(displacement energy: 90 eV) than those of other nuclear data libraries. It also causes smaller gamma 
fluxes in coupled neutron-gamma calculations than those with other nuclear data libraries. The 
problematic energy distribution data for secondary gammas in TENDL-2019 and JEFF-3.3 should be 
revised.
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source of 20 MeV at the sphere center were calculated with the MCNP6.2 [13] code by using JENDL-
4.0, ENDF/B-VIII.0, JEFF-3.3 and TENDL-2019. Figures 6 and 7 show the calculated neutron and 
gamma spectra at 60 cm from the tungsten sphere center, respectively. Though the neutron spectra are 
different below 100 keV among the nuclear data libraries, the calculated gamma spectra with TENDL-
2019 and JEFF-3.3 are much smaller than those with the other libraries and are shifted to lower gamma 
energy.
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Abstract

The 107-MeV proton-induced double-differential thick-target neutron-yields (TTNYs)
and cross-sections (DDXs) were measured for iron using the fixed field alternating gradient
accelerator at Kyoto university by the time-of-flight method. So far, the experimental TTNY
data for the detector angle of 5◦ have been determined via the data analysis process. Future
work will focus on detailed analyses of the rest of the measured TTNY and DDX data for
iron, and the next step measurement of the experimental program, i.e. TTNY and DDX
measurements for lead and bismuth targets, will be conducted.

1 Introduction

For accurate prediction of neutronic characteristics for accelerator-driven systems (ADS) [1, 2],
we have launched an experimental program to measure nuclear data on ADS using the Fixed
Field Alternating Gradient (FFAG) accelerator at Kyoto University. As part of this program,
the proton-induced double-differential thick-target neutron-yields (TTNYs) and cross-sections
(DDXs) for iron have been measured. These data will also be useful for source term calculation
of spallation neutrons for reactor physics experiments for the ADS at Kyoto University Critical
Assembly (KUCA) [3, 4, 5, 6, 7].

2 Experiment

Figures 1 and 2 show shematic drawings of experimental setup for the TTNY and DDX mea-
surements, respectively. In this experiment, 30-mm-thick and 2-mm-thick iron targets were used
for the TTNY and DDX measurement, respectively; they were installed in vacuum chambers
indicated in Figs 1 and 2. The proton beams were accelerated to 107 MeV with 30-Hz repetition
by the FFAG accelerator, and the iron target installed in each measurement was bombarded
with the 107-MeV proton beam. In each measurement, spallation neutrons produced from the
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Figure 1: Schematic of horizontal plane view of the experimental setup for the TTNY measure-
ment.

Figure 2: Schematic of horizontal plane view of the experimental setup for the DDX measure-
ment.
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iron target were detected with a neutron detector system positioned at about 3–6 m distance
from the target, and the time-of-flight (TOF) of neutrons between the target and the neutron
detector system was measured, where a high-frequency signal of the 30-Hz was used as the
start signal. The neutron detector system is composed of eight neutron detectors consisted of a
small-sized NE213 liquid organic scintillator (8 mm in diameter and 20 mm in thickness) and
a photomultiplier tube. The proton beam current was monitored by a beam-profile monitor
located upstream from the target during the measurements, and the values were calibrated to
the number of incident protons using the data taken by a Faraday cup.

The background neutrons were measured using a shadow bar made of stainless steel (1
m in length) and subtracted from measurement results without the shadow bar. Hereafter,
the measurements with and without the shadow bar are referred to as background (BG) and
foreground (FG) measurements, respectively. The measurements were conducted at angles of 5◦,
60◦, and 120◦ from the incident beam direction for TTNY and 120◦ for DDX. The measurement
conditions are summarized in Table 1.

Table 1: Measurement conditions for the TTNY and DDX measurements.

Detector angle Beam current Measurement time (s)
(◦) (pA) FG BG

TTNY 5 50 6334 7252
TTNY 60 50 7929 3617
TTNY 120 20 9041 4838
DDX 120 40 3317 1602

3 Data analysis

The neutron detectors were connected to a data acquisition (DAQ) system via signal cables.
For the DAQ system, a 16-channel digitizer mounted with a field-programmable gate array was
used. The neutron and gamma-ray events were discriminated based on their pulse shapes. The
neutron TOF spectrum was obtained by summing for each TOF bin, and the neutron energy
spectrum was obtained from the TOF spectrum using the following formula:

En = mnc
2

(
1√

1− β2
− 1

)
, (1)

where mn is the neutron rest mass, c is the speed of light, and β is the ratio of velocity to c,
which is written as

β =
L

L+ cΔt
. (2)

Here, L is the flight path and Δt is time difference between neutrons and gamma rays.
The TTNYs and DDXs were obtained by the following equations:

d2Y

dEdΩ
=

Nn(En, θ)

ΔEnΔΩ

1

Np ε(En) η(En)
(for TTNYs) (3)

and
d2σ

dEdΩ
=

Nn(En, θ)

ΔEnΔΩ

1

NpNt ε(En) η(En)
(for DDXs), (4)

Figure 1: Schematic of horizontal plane view of the experimental setup for the TTNY measure-
ment.

Figure 2: Schematic of horizontal plane view of the experimental setup for the DDX measure-
ment.
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where En is the neutron energy, θ is the emission angle, Ω is the solid angle, Nn is the number
of detected neutrons, Np is the number of incident protons, Nt is the target area density, ε is
the neutron detection efficiency, and η is the neutron attenuation. In these equations, ε and η
were obtained by the neutron efficiency calculation code SCINFUL-R [8] and the Monte Carlo
particle transport simulation code PHITS [9], respectively.

4 Results

As an example, Figure 3 shows the obtained TTNY at 5◦ compared with the PHITS simu-
lation result with the nuclear reaction model of the Liège intranuclear cascade model version
4.6, INCL4.6 [10] coupled to the generalized evaporation model, GEM [11], (INCL4.6/GEM)
and the PHITS simulation result with the evaluated high-energy nuclear data library, JENDL-
4.0/HE [12]. Here, experimental data measured by Meier et al. [13] are also plotted as a reference,
while incident proton energy and detector angle is slightly different (incident proton energy: 113
MeV, detector angle: 7.5◦). From this figure, we obtained the following findings:

• The obtained spectral shape and quasi-free peak position (60–70 MeV) are similar to
Meier’s data, but a peak observed at energies around 3 MeV for Meier’s data was not
observed.

• Both JENDL-4.0/HE and INCL4.6/GEM do not agree with the experimental data at
energies above 30 MeV; INCL4.6/GEM does not reproduce the spectral shape; JENDL-
4.0/HE agrees with the quasi-free peak position (60–70 MeV) but underestimates the
energy spectrum around it.

Figure 3: Measured TTNY energy spectrum at 5◦ compared with the PHITS simulation results
with INCL4.6/GEM and JENDL-4.0/HE.
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5 Summary and future work

We have measured the 107-MeV proton-induced double-differential TTNYs and DDXs for iron
using the FFAG accelerator at Kyoto University, and so far the experimental TTNY data for
the detector angle of 5◦ have been determined via the data analysis process. Future work will
focus on detailed analyses of the rest of the measured TTNY and DDX data for iron, and the
next step measurement of the experimental program, i.e. TTNY and DDX measurements for
lead and bismuth targets, will be conducted.
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where En is the neutron energy, θ is the emission angle, Ω is the solid angle, Nn is the number
of detected neutrons, Np is the number of incident protons, Nt is the target area density, ε is
the neutron detection efficiency, and η is the neutron attenuation. In these equations, ε and η
were obtained by the neutron efficiency calculation code SCINFUL-R [8] and the Monte Carlo
particle transport simulation code PHITS [9], respectively.

4 Results

As an example, Figure 3 shows the obtained TTNY at 5◦ compared with the PHITS simu-
lation result with the nuclear reaction model of the Liège intranuclear cascade model version
4.6, INCL4.6 [10] coupled to the generalized evaporation model, GEM [11], (INCL4.6/GEM)
and the PHITS simulation result with the evaluated high-energy nuclear data library, JENDL-
4.0/HE [12]. Here, experimental data measured by Meier et al. [13] are also plotted as a reference,
while incident proton energy and detector angle is slightly different (incident proton energy: 113
MeV, detector angle: 7.5◦). From this figure, we obtained the following findings:

• The obtained spectral shape and quasi-free peak position (60–70 MeV) are similar to
Meier’s data, but a peak observed at energies around 3 MeV for Meier’s data was not
observed.

• Both JENDL-4.0/HE and INCL4.6/GEM do not agree with the experimental data at
energies above 30 MeV; INCL4.6/GEM does not reproduce the spectral shape; JENDL-
4.0/HE agrees with the quasi-free peak position (60–70 MeV) but underestimates the
energy spectrum around it.

Figure 3: Measured TTNY energy spectrum at 5◦ compared with the PHITS simulation results
with INCL4.6/GEM and JENDL-4.0/HE.
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Abstract

The neutron capture cross section of 185Re in the keV region is important in the various fields such as
astrophysics and nuclear data. There are limited number of experimental data currently available, most of which
are with large uncertainties. In this work, time-of-flight measurement of neutron capture cross sections of 185Re
was carried out by using a 3MV Pelletron accelerator at the Laboratory for Advanced Nuclear Energy of the
Tokyo institute of technology. Using the pulse height weighting technique, the cross sections in the keV neutron
energy region were measured.

I. Introduction

Rhenium has been utilized in various sectors of nuclear science and engineering. For example, alloys
containing Re are one of the attractive candidates for reactor uses such as space reactors [1] and fusion
reactors [2]. For isotope usage, 186Re and 188Re are utilized as a component of radiopharmaceutical [3].
Also, 187Re-187Os pair is considered to be one of the candidates of cosmo-chronometers [4].

Although there are various usages, limited number of neutron capture cross section measurements
of 185Re in the keV region have been performed. Most of them were conducted using the activation
method and there is only one time-of-flight (TOF) measurement. The consistency of the experimental
data is questionable since there are large discrepancy in trend of capture cross section, which up to
19% in the keV region.

Since an accurate cross section data in the keV region is needed, especially in the field of astro-
physics [5], precise measurements are required.

II. Experiment and analysis

Experiments and analysis are described briefly. Details of the experimental method and analysis can
be found elsewhere [6].

The experiment was conducted by using a 3 MV Pelletron accelerator at the Tokyo institute of
technology. 7Li(p,n)7Be reaction was used as a neutron source. The prompt gamma rays from the
neutron capture reaction were detected with an anti-Compton NaI(Tl) detector, placed at 125 degree
with respect to the neutron beam axis. Neutron energy spectrum were obtained by a Li glass detector.

Three types of target were used, sample of rhenium, sample of gold and blank. The samples were
irradiated in cyclic manner. The capture cross section data of 197Au in ENDF/B-VII was used as a
standard. The cross section of 185Re was determined relative to the standard cross section.

The TOF spectra of neutron was measured with the Li glass detector. From TOF data, neutron
energy spectra was determined, as shown in Fig.1. In this work, energy range from 15 keV to 90 keV
was analyzed. The energy range was divided into four region called "Gate". The average neutron cross
sections of each gates were determined. Details of each gates were listed in Table 1.

The capture cross section is obtained by pulse height weighting method. The net pulse height
spectra after background subtraction is shown in Fig.2.
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Table 1: Gate information

Gate No. Energy range(keV) Average energy(keV)
Gate1 15.0-25.0 20.1
Gate2 25.0-35.0 29.9
Gate3 35.0-55.0 44.0
Gate4 55.0-90.0 66.9
Total 15.0-90.0 45.4
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Figure 1: Neutron energy spectra obtained from TOF spectra
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Figure 2: Net pulse height spectra of capture reaction

[1] Busby JT, Leonard KJ, Zinkle SJ. Radiation-damage in molybdenum rhenium alloys for space
reactor applications. J Nucl Mater, 2007, 366(3):388–406,

III. Results and discussion

The result of neutron capture cross sections measurement of 185Re is shown in Fig.3, compared with 
past measurements. The uncertainties range from 4.6% to 5.4%, which are smaller than those of the past 
measurements. The cross sections of ENDF/B-VII.0 and the Joint Evaluated Fission and Fusion 
(JEFF-3.3) are also shown. The major components of uncertainties are the cross section data of 
197Au, and statistical errors. The results of Bergman et al. [7] agree with the present results, 
however the uncertainties are not provided for all energy points of their data. The results of 
Friesenhahn et al. [8] also agree with the present results. However other experimental data disagree 
with the present data. ENDF/B-VII.0 follows the trend of the present data while JEFF-3.3 disagree.

IV. Summary

Neutron capture cross sections of 185Re in keV region were measured by using the TOF method. The 
cross sections were obtained relative to the standard cross section, neutron capture cross section of 
197Au. The uncertainties range from 4.6% to 5.4% which are smaller than past measurements in keV 
region. Since the accuracy of Re-Os cosmochronometers [5] can be improved together with the cross 
section of 185Re n, γ 186mRe, further experimental study is anticipated.
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III. Results and discussion

The result of neutron capture cross sections measurement of 185Re is shown in Fig.3, compared with 
past measurements. The uncertainties range from 4.6% to 5.4%, which are smaller than those of the past 
measurements. The cross sections of ENDF/B-VII.0 and the Joint Evaluated Fission and Fusion 
(JEFF-3.3) are also shown. The major components of uncertainties are the cross section data of 
197Au, and statistical errors. The results of Bergman et al. [7] agree with the present results, 
however the uncertainties are not provided for all energy points of their data. The results of 
Friesenhahn et al. [8] also agree with the present results. However other experimental data disagree 
with the present data. ENDF/B-VII.0 follows the trend of the present data while JEFF-3.3 disagree.

IV. Summary

Neutron capture cross sections of 185Re in keV region were measured by using the TOF method. The 
cross sections were obtained relative to the standard cross section, neutron capture cross section of 
197Au. The uncertainties range from 4.6% to 5.4% which are smaller than past measurements in keV 
region. Since the accuracy of Re-Os cosmochronometers [5] can be improved together with the cross 
section of 185Re n, γ 186mRe, further experimental study is anticipated.
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   Cross sections of large angle scattering reaction in nuclear data are commonly smaller than those of 

forward scattering reaction when energy of an incident neutron is high. However, in a high intensity neutron 

field, such as fusion reactor, contribution of cross sections of large angle scattering reaction is not negligible 

on calculation results. Actually, in the past difference between experimental and calculated values in 

benchmark experiments for large angle scattering reaction cross sections was reported for iron. In the 

previous research, the author's group thus developed a benchmark method for large angle scattering reaction 

cross sections and carried out experiments with an iron target. 

 In this study, we carried out benchmark experiments for large angle scattering reaction cross section for 

tungsten and compared with neutron transport calculation results with Monte Carlo code, MCNP5. By 

comparing the experimental values with calculated results, we discussed accuracy of large angle scattering 

reaction cross sections of ENDF/B-VIII, JEFF-3.3 and JENDL-4.0. As a result, we found that all the three 

cross section data underestimated large angle scattering reaction cross section of tungsten largely. However, 

JENDL-4.0 and JEFF-3.3 most agreed with the experimental values.

1. Introduction

  Large angle scattering reaction cross section is commonly smaller than forward scattering reaction cross 

section by 2 or 3 order magnitude when incident neutron energy is high. However, in high energy and high 

intensity neutron field like fusion reactor, large angle scattering reaction has non-negligible effects on neutron 

transport calculation through gap streaming phenomenon. It was pointed out that large angle scattering 

reaction in such as gap streaming phenomenon causes low prediction accuracy of neutron transport 

calculation in fusion reactor[1]. Figure 1 shows angular distribution of elastic scattering reaction cross section 

of 184W, which is the most abundant nuclide of tungsten [2-4]. Tungsten is an important fusion reactor 

constituent element to be planned to use in the divertor, the first wall and so on in fusion reactor. As shown 

in Fig.1, elastic scattering reaction cross section data vary among nuclear data libraries especially in large 

angles. To improve the accuracy of design calculation in such a gap streaming phenomenon in fusion reactor, 

experimental approaches to get rid of this uncertainty of large angle scattering reaction cross section are 

required. Elastic scattering reaction cross section can be benchmarked directly by measuring double-

differential cross section. However, in large angle range, this method is quite difficult and time-consuming, 

in addition it may have large experimental uncertainties because large angle scattering cross section is very 
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small. To solve this problem, our group developed a benchmark experiment method for large angle scattering 

cross section[5,6]. In this study, we performed benchmark experiments for large angle scattering cross section 

of tungsten with the developed benchmark method.

2. Method

Figure 2 shows outline of the benchmark experimental system. The benchmark experimental system

consists of a DT neutron source, niobium activation foil, iron shadow bar, tungsten sample and wall of 

irradiation room. The shadow bar is an iron trapezoidal conical bar and set up to shield direct incident 

neutrons. In the experiments, we use two types of shadow bar, thin and thick ones. The tungsten sample is a 

cylinder with a thickness of 6 cm, which is twice the mean free path of tungsten. By using a sample with a 

thickness equal to twice the mean free path, an effect of multiple scattering neutron can be reduced. In this 

study, in addition to the two experimental systems shown in Fig.2, we performed two experiments with 

systems in which the tungsten sample is removed from each experimental system. In total, four experiments 

Fig.1  14 MeV neutron elastic scattering cross section angular distribution of 184W.
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are carried out in one sample. The four experimental systems are named as follows: S1T and S1 are 

experimental systems using thin shadow bar with and without sample, respectively. S2T and S2 are 

experimental systems using thick shadow bar with and without tungsten sample, respectively.

 The whole experimental system including a wall in the irradiation room has three elements: shadow bar, 

tungsten sample and wall, in addition to DT neutron source and activation foil. Therefore, there are seven 

combination of elements ( = 3C1 + 3C2 + 3C3 ) that are assigned as paths which an incident neutron passes 

through before entering the activation foil. In this study, we distinguished these seven types of neutron 

transport paths contributing to the activation of niobium foil. Figure 3 shows each path. Neutrons which pass 

though path  are scattered only with the sample, so the nuclear data of tungsten can be benchmarked by 

comparing the contribution of neutrons through this path in calculations and experiments [5]. Each 

experimental system does not contain all the seven paths, that is, possible paths in each experimental system 

are limited and different with each other. Figure 4 shows possible paths in each experimental system.

(Shadow Bar)
(Shadow Bar, Sample)
(Sample)
(Shadow Bar, Wall)
(Sample, Wall)
(Wall)
(Shadow Bar, Sample, Wall)

= + + + + + +
S1T

S1

S2T

S2

= + + + +

= + + + +

= + + + + +

small. To solve this problem, our group developed a benchmark experiment method for large angle scattering 

cross section[5,6]. In this study, we performed benchmark experiments for large angle scattering cross section 

of tungsten with the developed benchmark method.

2. Method

Figure 2 shows outline of the benchmark experimental system. The benchmark experimental system

consists of a DT neutron source, niobium activation foil, iron shadow bar, tungsten sample and wall of 

irradiation room. The shadow bar is an iron trapezoidal conical bar and set up to shield direct incident 

neutrons. In the experiments, we use two types of shadow bar, thin and thick ones. The tungsten sample is a 

cylinder with a thickness of 6 cm, which is twice the mean free path of tungsten. By using a sample with a 

thickness equal to twice the mean free path, an effect of multiple scattering neutron can be reduced. In this 

study, in addition to the two experimental systems shown in Fig.2, we performed two experiments with 

systems in which the tungsten sample is removed from each experimental system. In total, four experiments 

Fig.1  14 MeV neutron elastic scattering cross section angular distribution of 184W.
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 Since neutrons entering the niobium foil can be assumed to pass through one of the paths shown in Fig.4, 

the contribution of path 3 can be estimated from reaction rates of the four activation foils by the following 

equation.

where Na is number of niobium atoms,  is activation cross section of niobium,  is neutron

flux passing through path i.

In Equation (1), we assume a relation expressed in Equation (2).

This is because, we found from physical consideration that contributions of neutrons through paths , , 

and  can be canceled out, and those of paths  and  remain, however, they are small and

regarded as the estimation error of the present benchmark method. To verify this hypothesis, we calculated 

both physical quantities of Equation 2 by Monte Carlo code, MCNP5 [6]. Table 1 shows the calculated 

reaction rate by each path and . As shown in Table 1, reaction rate of 

is expressed well by reaction rate of . We performed experiments using the

benchmark method descried above, and the results are presented in section 3.
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3. Result

  We performed benchmark experiments for tungsten sample and measured four reaction rates of niobium 

foils. We also calculated the reaction rates in JENDL-4.0 [2], ENDF/B-VIII [3], JEFF-3.3 [4] using MCNP5 

code with the calculation model shown in Fig. 3. The experimental results were compared with calculated 

values. The results are shown in Table 2.

 In Table 2, calculated reaction rates in the four experimental systems are largely different from their 

experimental results. This is thought to be due to omission of some elements such as the accelerator itself, 

structural materials and surrounding other massive objects in the irradiation room in the calculation. However 

as shown in section 2, we can cancel out contributions of neutrons passing through other paths than path . 

As shown in the table, the C/E values are 0.3-0.5 for all the three nuclear data. Practically, all the calculated 

values are smaller than the experimental values. This is caused by underestimation of the amount of large 

angle scattering neutrons through path , and it may indicate underestimation of large angle elastic 

scattering cross sections in all the nuclear data libraries. It can also be concluded that JEFF-3.3 and JENDL-

4.0 reproduced experimental values better among the three nuclear data in this study.

4. Conclusion

In this study, we performed benchmark experiments for large angle elastic scattering cross sections for

tungsten by the benchmark experimental method developed by the authors’ group previously. As a result, it 

was found that all three nuclear data, JENDL-4.0, ENDF/B-VIII, and JEFF-3.3, underestimated the large 

angle scattering cross sections. Among them, JEFF-3.3 and JENDL-4.0 were found to reproduce the 

experimental results better.

In the future, we will perform benchmark experiments for light nuclides such as lithium and oxygen. We 

will also develop a method to feed back the results of the present integral experiments to the angular 

distribution of the evaluated nuclear data.
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Our previous study has shown that the decrease of average total kinetic energy (TKE) with 
increasing excitation energy is due to change of the deformation of the heavy fission fragments from 
spherical to ellipsoidal shape. However, decrease of the average TKE has been understand in the fission 
community as an increase of the fraction of symmetric (superlong) mode, which has smaller average TKE 
compared to the asymmetric (standard) mode. In this study, the average TKE for the asymmetric and 
symmetric fission modes were deduced separately in neutron-induced fission of 235U based on 4-
dimensional Langevin calculation. It was found that the energy dependence of the overall TKE was 
primarily governed by the decrease of TKE of the standard mode.

1. Introduction
TKE is the sum of kinetic energies of 2 fission fragments, which account for most of the energy 

released by nuclear fission. Therefore, accurate and quantitative evaluation of TKE is desired from the 
viewpoint of nuclear energy utilization and basic research. Figure 1 shows the average TKE of fission 
fragments when neutrons are incident on 235U. Both experimental data [1-4] and our calculation (blue and 
orange lines) show decrease of TKE as the incident neutron energy increases. In addition, good 
reproducibility was obtained as a result of considering multichance fission (orange line). The multichance 
fission is a phenomenon in which nuclear fission takes place after emitting a couple of neutrons. The 
calculation of the multichance fission is basically a superposition of TKE of first chance fission for a 
series of nuclei having different number of neutrons. Therefore, reason of the energy dependence of the 
first chance fission is investigated in this work.

Our previous study has made it clear that the decrease of average TKE with increasing incident 
neutron energy is due to change of deformation of the heavy fragments [5]. Figure 2 shows the average 
quadrupole deformation parameter Q20 of fission fragments as a function of the fragment mass number
and excitation energy. At the excitation energy of 7 MeV (red line), the Q20 shows a prominent saw-tooth 
structure. As the excitation energy increases, on the contrary, Q20 of the heavy fragments increases, and 
the saw-tooth structure is washed out. This result shows the following picture about the change of the 
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fragments' shape; At low excitation energies, the complex nucleus splits into a deformed light fragment 
and a heavy spherical fragment. On the other hand, as the excitation energy increases, the heavy fragments 
change to elongated shapes. Then, the distance dcm between the centers of mass of the 2 fragments 
increases. Therefore, the Coulomb repulsion of the nascent fragments, which is the main source of TKE,
decreases.

However, the discussion of TKE decrease has been understood in the fission community as the 
increase of the superlong mode as the excitation energy increases. Left panel of Fig. 3 shows the fragment 
mass-TKE correlation for 236U at the excitation energy of 10 MeV. The horizontal axis represents the 
mass number of the fragments, and the vertical axis represents the TKE. The distribution is concentrated 
in areas surrounded by three ellipses. The red ellipses indicate the location for the standard mode that 
causes asymmetric mass splitting, and the green ellipse indicates the superlong mode that causes 
symmetric mass division. In the standard mode of asymmetric splitting, the TKE is large because the dcm

is small due to spherical magicity of the heavy fragment, and in the superlong mode (symmetric splitting),
the TKE is smaller because the dcm is larger. This situation is schematically shown in the right panel of 
Fig. 3. As the excitation energy increases, the fraction of superlong mode increases, which causes the 
TKE to decrease. This is an intuitively reasonable picture to account for the decrease of the TKE of fission 
fragments discussed so far. In this study, we calculated the incident neutron energy dependence of the 
average TKE in standard and superlong modes separately and investigated the reason of decrease of TKE 
as excitation energy increases in more details.

2. Computational method
The Langevin calculation was carried out based on reference [6]. The shape of the complex nucleus 

during the scission process was expressed by four parameters using the two-center model (TCM) [7].
That is, elongation z0, deformation of the outer tips of the nuclei δ1, δ2 and mass asymmetry 

Fig1. Incident neutron energy dependence of 
TKE of fission fragments in 235U(n,f) 
reaction. The gray symbols show 
experimental data [1-4], while the blue line 
indicates the calculation result of first-chance 
fission, and the orange line shows the 
calculation result including multichance 
fission.

Fig2. The average quadrupole deformation 
parameter Q20 of fission fragments appearing 
in fission of the 235U + n system.
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. Elongation z0 corresponds to the distance between the centers of the two oscillators
normalized by . The Langevin calculation was performed to obtain time
evolution of these four parameters, while the neck parameter ε was fixed to 0.275 from our previous 
studies.

The 4D Langevin equations are expressed as follows. By Eq. (1), parameters of TCM are indicated 
by using a general coordinates , and denote their conjugate momenta. The F in Eq. (2)
denotes the free energy where V indicates the nuclear potential, T and S stands for the 
temperature and entropy of the heat bath consisting of nucleons which interact with the 4 collective 
coordinates. Shell and pairing corrections to the free energy were applied in terms of the Strutinski and 
BCS methods [8]. The inertia tensor and the friction tensor represent the transport
coefficients. The symbol represents the random force, where denotes the white noise:

(1)

(2)

Here, summation on the repeated indices is implicitly assumed.

3. Result and Discussion
The fragment-mass TKE correlations are shown in Fig. 4. Please notice that we did not consider 

multichance fission as explained above. As the excitation energy increases, the overall gradation becomes 
darker, indicating that the total number of fissions has increased. We can also see that the number of the 
symmetric, superlong, mode region increases rapidly, and it seems to move to the higher TKE side. The 
latter tendency, however, may be caused due to increasing area of the standard mode, which cannot be 
eliminated completely. Since the distribution moves for each excitation energy, regions of the standard 
and superlong modes were visually determined by adjusting ellipses at each excitation energy. Then, 
average TKE in both modes were obtained separately as well as the average TKE of the whole events, 

Fig3. Left panel shows mass number-TKE correlation of the fragments when the excitation energy 
is 10 MeV for 236U. The red ellipses indicate locations of the standard mode, while the green ellipse
indicates that of the superlong mode. The right panel shows a qualitative picture of the shapes 
of the light and heavy fragments for the both modes.

fragments' shape; At low excitation energies, the complex nucleus splits into a deformed light fragment 
and a heavy spherical fragment. On the other hand, as the excitation energy increases, the heavy fragments 
change to elongated shapes. Then, the distance dcm between the centers of mass of the 2 fragments 
increases. Therefore, the Coulomb repulsion of the nascent fragments, which is the main source of TKE,
decreases.

However, the discussion of TKE decrease has been understood in the fission community as the 
increase of the superlong mode as the excitation energy increases. Left panel of Fig. 3 shows the fragment 
mass-TKE correlation for 236U at the excitation energy of 10 MeV. The horizontal axis represents the 
mass number of the fragments, and the vertical axis represents the TKE. The distribution is concentrated 
in areas surrounded by three ellipses. The red ellipses indicate the location for the standard mode that 
causes asymmetric mass splitting, and the green ellipse indicates the superlong mode that causes 
symmetric mass division. In the standard mode of asymmetric splitting, the TKE is large because the dcm

is small due to spherical magicity of the heavy fragment, and in the superlong mode (symmetric splitting),
the TKE is smaller because the dcm is larger. This situation is schematically shown in the right panel of 
Fig. 3. As the excitation energy increases, the fraction of superlong mode increases, which causes the 
TKE to decrease. This is an intuitively reasonable picture to account for the decrease of the TKE of fission 
fragments discussed so far. In this study, we calculated the incident neutron energy dependence of the 
average TKE in standard and superlong modes separately and investigated the reason of decrease of TKE 
as excitation energy increases in more details.

2. Computational method
The Langevin calculation was carried out based on reference [6]. The shape of the complex nucleus 

during the scission process was expressed by four parameters using the two-center model (TCM) [7].
That is, elongation z0, deformation of the outer tips of the nuclei δ1, δ2 and mass asymmetry 

Fig1. Incident neutron energy dependence of 
TKE of fission fragments in 235U(n,f) 
reaction. The gray symbols show 
experimental data [1-4], while the blue line 
indicates the calculation result of first-chance 
fission, and the orange line shows the 
calculation result including multichance 
fission.

Fig2. The average quadrupole deformation 
parameter Q20 of fission fragments appearing 
in fission of the 235U + n system.
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which does not depend on the ellipses we assign.
In this manner, we are confident to derive the 
average TKE of the whole events as well as that of 
the standard mode. However, average TKE of the 
superlong mode seems to be polluted by the 
contribution of the standard mode.

Figure 5 shows the excitation energy 
dependence of average TKE of each mode for 235U
+ n system. As the excitation energy increases, the
overall average TKE (blue line, shown as Total 
TKE) and that of the standard mode (red line) 
decreases, while that of the superlong mode (green 
line) increases. The decrease of the overall TKE is 
larger than that of the standard mode. This is 
because of increasing contribution by the 
superlong mode which pulls down the overall 
TKE. Let us consider in detail how this behavior 
of the overall average TKE is understood.

As shown in Eq (3), the overall average TKE is calculated as a sum of contributions from the
standard (ST) and superlong (SL) modes. Here, and denotes the fraction of the standard and
superlong modes, respectively, in the scission events, while . When the equation is
modified as Eq. (4), we notice that the overall average TKE is obtained as a sum of the average TKE for 
the pure standard mode ( red line in Fig. 6) minus the second term which shows the correction

Fig4. The fragment mass-TKE distribution for the first-chance fission of 236U, which is the 
compound nucleus of 235U + n reaction. The excitation energy is 7, 10, 20, 30, 40, 50MeV starting 
from the upper left panel. The red and green ellipses denote the regions assigned as standard 
and superlong mode, respectively. Notice that we did not take account of the multichance fission.

Fig 5. Neutron-energy dependence of TKE of 
standard (ST, red line), superlong (SL, green 
line) and both (ST+SL, blue line) modes for 235U
+ n. The gray symbols show the experimental 
data [1-4]. Notice that we did not take account of 
the multichance fission.
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by the superlong mode:
(3)
(4)

When the entire average TKE decreases, that of the standard mode also decreases. However, decrease of 
the TKE of the standard mode alone is insufficient to account for that of the total average TKE. The 
additional amount corresponds to the decrease caused by the second term of Eq. (4), the correction by the 
superlong mode. The decrease caused by the presence of superlong mode is about a half of that of the 
first term, namely, standard mode alone. Therefore, we can conclude that decrease of the average TKE 
of fission fragments in this system as a function of the excitation energy is primarily accounted for by the 
decrease of the TKE of the standard mode (change of the shape of the heavy fragment from spherical to 
ellipsoidal form as shown in Fig. 2), and the increase of the fraction of the superlong mode accounts for 
about a half of the decrease of the entire TKE. Furthermore, it must be pointed out that we do not 
understand if the increase of the TKE of the superlong mode (green line) is correct or not, since the region 
assigned as the superlong mode, the green ellipses in Fig. 4, contain inevitably contribution from the 
(overwhelming) standard mode as explained above.  

4. Summary
Reason of the decrease of the average total kinetic energy (TKE) of fission fragments for 235U + n 

system was investigated in term of the 4-dimensional Langevin model. We have calculated the fragment 
mass-TKE correlation as a function of the excitation energy, and obtained average TKEs for the standard 
(ST) and superlong (SL) modes separately as well as that of the entire events including both modes. We 
noticed that about 2/3 of the decrease of the entire average TKE was accounted for by the decrease of 
average TKE of the standard mode, and correction by existence of the superlong mode is about a half. 
We know, as shown in Ref. [5], decrease of the TKE of the standard mode arises as a result of the change 
of the shape of the heavy fragments which is nearly spherical at low excitation energy, due to magicity 
of the A=132 shell, to a well deformed ellipses at higher excitation energy where the shell effects are 
washed out gradually. Therefore, the conclusions obtained in Ref. [5] did not change basically, rather it 
was strengthened by the present work.

In this work, we assigned the regions of the ST and SL modes by ellipses. However, we cannot assign 
all the events by this treatment. We should find a better way to assign regions corresponding to these 2 
modes, and it will be an issue of the near-future work.
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Commonly, 93Nb(n, 2n) reaction is used for neutron flux measurement in the material integrity test 

irradiation for a fusion reactor. However, the Nb foil is sometimes not appropriate for recording a long 

irradiation period of about 1 year, because the half-life of the produced radionuclide is about 10 days. In this 

study, we developed an activation detector to determine the neutron fluence, even if the irradiation period is

extremely long, using nuclides producing very long half-lives. First, we selected nuclides which have

reactions with neutron and produce radioisotopes which emit γ-rays, and 33 nuclides were selected as 

possible γ-ray emitters. Additionally, in order to increase the number of candidate nuclides for various 

irradiation conditions of neutron source intensity and irradiation time, β-ray emitters were also examined. As 

a result, 15 nuclides producing β-ray emitters were selected. In the candidates, 103Rh and 159Tb were selected 

as the nuclides producing γ-ray emitters and 63Cu and 159Tb were found for nuclides producing β-ray emitters

for 1 month and 1 year irradiation, respectively.

At present, we are measuring the accurate cross sections of 103Rh(n,2n) and 159Tb(n,2n) reactions at 14 

MeV by a short-term irradiation, and long-term irradiation of several months is being carried out with these 

foils to prove the applicability of these foils as activation detectors in an ultra-long-term DT neutron 

irradiation.

1. Introduction

In order to develop materials with high radiation resistance, it is necessary to obtain data of activation 

and irradiation damage of materials and to evaluate their integrity. Currently, the foil activation method using 

Nb foil is generally used to obtain the fluence of DT neutron irradiation. However, the half-life of 92mNb is 

as short as about 10 days, and the fluence may be underestimated due to decrease in radioactivity after a long-

term irradiation. When a Nb foil activation detector is used in a long term irradiation test, it is commonly 

necessary to change the foil every day and calculate the accumulated neutron fluence. This is really inefficient 

and complicated.

Therefore, we aim to develop an activation detector that can measure the DT neutron fluence in a long-

term irradiation. In order to achieve this goal, we examine suitable nuclides as the activation foil that can 
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keep the information of neutron fluence within an acceptable error range after 1 month and 1 year DT neutron 

irradiation. We also carry out test irradiations and the detection system to measure the decay γ-rays.

2. Methods

In order to select suitable nuclides for a long term DT neutron irradiation, nuclides producing β-ray 

emitters were taken into account, in addition to commonly used nuclides producing γ-ray emitters. This 

addition would increase the number of candidate nuclides and would also utilize an advantage that β-rays 

have a shorter range and as a result it can have 100% measurement efficiency.

After selecting the candidate nuclides based on characteristics of the nuclear data, the number of 

radionuclides produced by DT neutron irradiation and the number of the measured γ-rays from the selected 

RIs are calculated by MCNPX[1]. Thereafter the most suitable nuclides as the activation foil for a long-term 

irradiation is determined.

2.1. Nuclides selection criteria

Assuming 1-month and 1-year DT neutron irradiation experiments, nuclides producing γ-ray or β-ray 

emitters are selected as candidates that satisfy the following criteria.

The nuclide is solid and stable at room temperature

The nuclide has a reaction cross section with 14 MeV neutrons

The half-life of produced radionuclide is between 1 and 1000 years

Measurable γ and β rays are emitted from produced radionuclides.

2.2. Irradiation and measurement simulation

In this section, procedure of irradiation and measurement simulations is described for the selected 

candidate nuclides. For the selection, we evaluate fluence estimation errors, i.e., statistical and systematic 

errors. The statistical errors are calculated using the estimated γ-ray counts predicted by the simulation. The 

systematic error caused by the decay of radionuclides is evaluated as follows. When the irradiation history is 

unknown, there is an infinite number of irradiation patterns. Assuming a continuous irradiation with a 

constant flux, the previous irradiation that the foil remembers (the number of surviving radionuclides) is 

estimated by theoretical calculations. The relative difference between the total number of produced 

radionuclides and the number of surviving radionuclides is defined as the systematic error. The sum of these 

two errors was used as an index for performance evaluation.

2.2.1 Irradiation simulation

The number of produced radionuclides is theoretically estimated by assuming simulation when regular 

irradiation and cooling are performed in the prescribed irradiation periods of 1 month and 1 year. The 

calculation process is shown below.

First, the neutron flux incident on the foil in the system is calculated by MCNPX. Irradiation
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is carried out at OKTAVIAN facility of Osaka University with the following condition:

The neutron intensity is .

An activation foil is placed in the 0° direction of the beamline at a point 10 cm from the irradiation port.

The size of the foil is 20×20×1 [ ].

Irradiation for 8 hours and cooling for 16 hours on weekdays, and cooling for 24 hours on weekends are

repeated for 1 month or 1 year.

The number of radionuclides produced by neutron irradiation for [s], [1/s], is determined by

using the decay constant λ[ ] [2], the number of target nuclide , the activation cross section σ[ ] [3]

for a given neutron energy, and the neutron flux [1/ /s ] as described in Eq. (2-1).

decays with time and becomes [1/s]. The number of radionuclides after [s] from irradiation

is obtained by Eq. (2-2).

In the case of repeated irradiations and coolings, the numbers of radioisotope production and

obtained after the n-th irradiation and cooling are obtained from Eqs. (2-3) and (2-4), respectively, by setting 

n-th irradiation time and cooling time as [s] and [s], respectively.

The number of produced radionuclides after the entire irradiation period is calculated by repeating Eqs.

(2-3) and (2-4).

2.2.2 Measurement simulation

The estimated number of counts is calculated by numerical simulation assuming the radiation 

measurement is carried out for 24 hours after the irradiation. As a radiation measurement system, a Ge 

semiconductor detector is used to measure γ-rays and two CsI(Tl) scintillation detectors are used to measure 

β-rays as shown in Fig. 1. By sandwiching the activation foil between two CsI crystals (I.S.C. Lab.) and 

making the crystal thickness thicker than the maximum range of emitted β-rays, it can be assumed that all β-

rays are detected and the detection efficiency is 100%. In this study, the maximum range R[cm] of β-rays is 

evaluated for the maximum energy of β-rays, , and density, by Eqs. (2-5) or (2-6).

keep the information of neutron fluence within an acceptable error range after 1 month and 1 year DT neutron 

irradiation. We also carry out test irradiations and the detection system to measure the decay γ-rays.

2. Methods

In order to select suitable nuclides for a long term DT neutron irradiation, nuclides producing β-ray 

emitters were taken into account, in addition to commonly used nuclides producing γ-ray emitters. This 

addition would increase the number of candidate nuclides and would also utilize an advantage that β-rays 

have a shorter range and as a result it can have 100% measurement efficiency.

After selecting the candidate nuclides based on characteristics of the nuclear data, the number of 

radionuclides produced by DT neutron irradiation and the number of the measured γ-rays from the selected 

RIs are calculated by MCNPX[1]. Thereafter the most suitable nuclides as the activation foil for a long-term 

irradiation is determined.

2.1. Nuclides selection criteria

Assuming 1-month and 1-year DT neutron irradiation experiments, nuclides producing γ-ray or β-ray 

emitters are selected as candidates that satisfy the following criteria.

The nuclide is solid and stable at room temperature

The nuclide has a reaction cross section with 14 MeV neutrons

The half-life of produced radionuclide is between 1 and 1000 years

Measurable γ and β rays are emitted from produced radionuclides.

2.2. Irradiation and measurement simulation

In this section, procedure of irradiation and measurement simulations is described for the selected 

candidate nuclides. For the selection, we evaluate fluence estimation errors, i.e., statistical and systematic 

errors. The statistical errors are calculated using the estimated γ-ray counts predicted by the simulation. The 

systematic error caused by the decay of radionuclides is evaluated as follows. When the irradiation history is 

unknown, there is an infinite number of irradiation patterns. Assuming a continuous irradiation with a 

constant flux, the previous irradiation that the foil remembers (the number of surviving radionuclides) is 

estimated by theoretical calculations. The relative difference between the total number of produced 

radionuclides and the number of surviving radionuclides is defined as the systematic error. The sum of these 

two errors was used as an index for performance evaluation.

2.2.1 Irradiation simulation

The number of produced radionuclides is theoretically estimated by assuming simulation when regular 

irradiation and cooling are performed in the prescribed irradiation periods of 1 month and 1 year. The 

calculation process is shown below.

First, the neutron flux incident on the foil in the system is calculated by MCNPX. Irradiation
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First, the number of radionuclide decays in the activation foil during the measurement time, , is

determined by Eq. (2-7), where is the detection time after the n-th irradiation.

Therefore, the number of counts, C, is obtained by using the number of decayed isotopes , the

radiation detection efficiency of the detector G, the radiation emission ratio of the radioisotope r, and the 

self-shielding factor P as shown in Eq. (2-8).

For the β-ray emitters, the β-ray emission ratio r is set to 1, and the self-shielding factor is obtained by 

PHITS[5]. and calculating the fraction of β-rays incident on the CsI crystal from the activation foil. From 

Eqs. (2-1) to (2-8), the average neutron flux over the total irradiation time incident on the foil obtained

by Eq. (2-9) using the number of radionuclides at the end of the n-th irradiation. The neutron fluence

incident on the target by the activation detector is estimated by multiplying by the total irradiation

time .

2.2.3 Error evaluation

Since the decay of radionuclides is an accidental phenomenon and follows a Poisson distribution, the 

statistical error (relative value) is evaluated by Eq. (2-10) using the total count C, calculated with Eq. (2-

8). In this study, we neglect the background count for simplicity.

Next, we consider the systematic error. The produced radionuclide’s survival rate L at a small time dt 

[s] before t [s] from the end of irradiation is obtained by Eq.(2-11).  

Therefore, the ratio of surviving radionuclides to the total number of produced radionuclides

during the entire irradiation period, , is obtained by Eq.(2-12).

β-ray measuring system.
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this is regarded as the systematic error of the nuclide for the irradiation time of with decay

constant λ. By selecting nuclides which have smaller sum of these two errors, and , we can finally

determine the best nuclide that retains sufficient information of the irradiation-induced activation during the 

past period of neutron irradiation time 1 month or 1 year.

3. Result

As a result of the nuclides selection, 33 nuclides producing γ-ray emitters and 15 nuclides producing 

β-ray emitters were selected. In the selected nuclides, the top three nuclides with the smallest errors for

nuclides producing γ-ray and β-ray emitters are shown in Tables 1 and 2, respectively.

Table. 1 Selected top three nuclides producing γ-ray emitters as activation detector.

Isotopic

abundance

[%]

Half 

life

[year]

Cross 

section

[b]

Systematic 

error

[%]

Random

error

[%]

Total 

error

[%]

1 year

100 180 0.19 0.31 0.50

48 36 1.8 0.93 0.37 1.30

48 438 0.72 0.079 1.44 1.52

1

month

100 3.7 0.63 0.76 0.15 0.91

52 14 1.9 0.21 0.82 1.03

100 180 1.9 0.016 1.06 1.08

Table. 2 Selected top three nuclides producing β-ray emitters as activation detector.

Isotopic

abundance

[%]

Half 

life

[year]

Cross 

section

[b]

Systematic 

error

[%]

Random

error

[%]

Total 

error

[%]

1 year

100 180 1.9 0.19 1.18 1.37

69.15 101 0.046 0.34 1.33 1.68

17.38 28.8 0.00024 1.19 5.21 6.40

1

month

69.15 5.27 0.037 0.54 1.17 1.71

100 180 1.9 0.016 4.06 4.08

69.15 101 0.046 0.028 4.58 4.61

As shown in Tables 1 and 2, and were selected as the best nuclides producing γ-ray

emitters as the activation detector material for 1 year and 1 month irradiation, respectively. and

First, the number of radionuclide decays in the activation foil during the measurement time, , is

determined by Eq. (2-7), where is the detection time after the n-th irradiation.

Therefore, the number of counts, C, is obtained by using the number of decayed isotopes , the

radiation detection efficiency of the detector G, the radiation emission ratio of the radioisotope r, and the 

self-shielding factor P as shown in Eq. (2-8).

For the β-ray emitters, the β-ray emission ratio r is set to 1, and the self-shielding factor is obtained by 

PHITS[5]. and calculating the fraction of β-rays incident on the CsI crystal from the activation foil. From 

Eqs. (2-1) to (2-8), the average neutron flux over the total irradiation time incident on the foil obtained

by Eq. (2-9) using the number of radionuclides at the end of the n-th irradiation. The neutron fluence

incident on the target by the activation detector is estimated by multiplying by the total irradiation

time .

2.2.3 Error evaluation

Since the decay of radionuclides is an accidental phenomenon and follows a Poisson distribution, the 

statistical error (relative value) is evaluated by Eq. (2-10) using the total count C, calculated with Eq. (2-

8). In this study, we neglect the background count for simplicity.

Next, we consider the systematic error. The produced radionuclide’s survival rate L at a small time dt 

[s] before t [s] from the end of irradiation is obtained by Eq.(2-11).  

Therefore, the ratio of surviving radionuclides to the total number of produced radionuclides

during the entire irradiation period, , is obtained by Eq.(2-12).

β-ray measuring system.
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were also selected as the best nuclides producing β-ray emitters for 1 year and 1 month irradiation, 

respectively.

At present, we are conducting short-term irradiation to validate the accurate cross section at around 14 

MeV. In addition, long-term irradiation of several months is being carried out. In the future, this method will 

be applied to the ITER material irradiation tests that are currently being carried out at OKTAVIAN of Osaka 

University.

4. Conclusion

In this study, we selected suitable nuclides as activation detectors to be used in an ultra-long term 

irradiation in order to obtain the total fluence for long-term material integrity test of fusion reactor. We added

nuclides producing β-ray emitters as candidate in addition to nuclides producing γ-ray emitters to increase 

the number of candidates. As a result, 103Rh and 159Tb were selected as the nuclides producing γ-ray emitters

and 63Cu and 159Tb were found for nuclides producing β-ray emitters for 1 month and 1 year irradiation,

respectively.

We are now measuring the accurate cross sections of 103Rh(n,2n) and 159Tb(n,2n) reactions to 

normalize at 14 MeV by a short-term irradiation. We are also conducting long-term irradiation tests for 1

year to prove the applicability of these foils as activation detectors in an ultra-long term irradiation 

experiment. In the future, we will apply the obtained results to irradiation tests of ITER materials at 

OKTAVIAN of Osaka University.
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Abstract

Nuclear fission plays an essential role in nuclear reactors and the r-process nucleosyn-
thesis, producing heavy elements like gold and uranium via the fission recycling process.
Fission fragments of superheavy nuclei can be the seed nuclei of the r-process. However,
there has been considerable ambiguity among theoretical predictions for the fission yields of
superheavy nuclei. For a more precise evaluation of the fission contribution to the r-process,
we have developed a semi-empirical fission yield model by fitting the results of our four-
dimensional Langevin model with four or five Gaussians. Our Langevin model can very well
reproduce both fission fragment mass distributions and total kinetic energy. We performed
the Langevin calculations nuclei with Z=92- 122 from neutron-deficient side to neutron-rich
side. In our semi-empirical model, we provide a fission fragment mass-charge distribution
Y(Z, A) with the combination of the five Gaussians Y(A) described above and normalized
Gaussian distribution for Y(Z) on each mass(A) evaluated by the abundant experimental
data of actinides. The main focus of this manuscript is to show the parameter study of the
four or five Gaussians fitted by the Langevin calculations.

1 Introduction

Fission recycling in the r-process is the idea that the fission products of a superheavy nucleus
become seed nuclei in the coming r-process. That idea, which was proposed for the first time
in 1957 [1], has attracted attention in this field. Significantly, the number of related studies
increased as the experimental data became abundant in a couple of decades. However, nuclear
fission of a highly neutron-rich superheavy nucleus is very model-dependent and hard to obtain
experimental data. That is why we need a more precise model that can better predict the
nuclear fission products to understand the r-process. Prediction of nuclear fission products
has been challenging even in actinides where we can experimentally access them. For example,
fermium and thorium isotopes favour different fission fragment masses. Moreover, quite recently,
Nishio et al. found that the fission product mass yield of 258Md shows a pretty other excitation
energy dependence than expected. Thus fission fragment mass distributions depend on the
proton/neutron number of a fissioning nucleus and its excitation energy.

Our previous study with the three-dimensional Langevin model and semi-empirical fission
product yield based on thousands of experimental data [2] found that our fission fragment mass
and charge distributions are broader than the well-known Kodama-Takahashi model [3]. It also

were also selected as the best nuclides producing β-ray emitters for 1 year and 1 month irradiation, 

respectively.

At present, we are conducting short-term irradiation to validate the accurate cross section at around 14 

MeV. In addition, long-term irradiation of several months is being carried out. In the future, this method will 

be applied to the ITER material irradiation tests that are currently being carried out at OKTAVIAN of Osaka 

University.

4. Conclusion

In this study, we selected suitable nuclides as activation detectors to be used in an ultra-long term 

irradiation in order to obtain the total fluence for long-term material integrity test of fusion reactor. We added

nuclides producing β-ray emitters as candidate in addition to nuclides producing γ-ray emitters to increase 

the number of candidates. As a result, 103Rh and 159Tb were selected as the nuclides producing γ-ray emitters

and 63Cu and 159Tb were found for nuclides producing β-ray emitters for 1 month and 1 year irradiation,

respectively.

We are now measuring the accurate cross sections of 103Rh(n,2n) and 159Tb(n,2n) reactions to 

normalize at 14 MeV by a short-term irradiation. We are also conducting long-term irradiation tests for 1

year to prove the applicability of these foils as activation detectors in an ultra-long term irradiation 

experiment. In the future, we will apply the obtained results to irradiation tests of ITER materials at 

OKTAVIAN of Osaka University.
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Figure 1: Fission fragment mass yields obtained by the 4D-Langevin model [4] (left panels) and
Gaussian fitting patterns (right panels) corresponding to these yields.

suggested that the difference between them appears in the r-process 2nd peak and rare-earth
elements in the case of Black Hole Neutron Star (BH-NS) mergers. Based on the previous
results [2], we have developed a more precise fission model with the four-dimensional Langevin
model [4], which can reproduce fission fragment mass yields and total kinetic energies of more
various nuclides than the three-dimensional case. This paper briefly introduces our model and
focuses on the systematics in the model parameters.

2 Semi-empirical Nuclear Fission Yield model based on Four-
dimensional Langevin Approach

To develop a new yield model, we performed four-dimensional (4D) Langevin calculations [4]
for hundreds of nuclei with the proton number Z = 92-122 covering neutron-deficient side to
neutron-rich side. In the 4D Langevin model, a fissioning nucleus is expressed by four variables:

• Elongation of a nucleus

• Two independent deformations of left and right parts of a nucleus

• Mass asymmetry of the left and right parts.

For more details of the 4D-Langevin model used here, see our previous work. Then we fitted
obtained fission fragment mass yield Y (A) before prompt neutron emission by superposition of
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our or five Gaussian functions. We adopted our semi-empirical formula [5] in Equation (1) to
provide an independent yield Y (A,Z).

Y (Z,A) ∝ exp

[
−ELD (Z,A) + Φ (E∗)ΔEsh (Z,A)

T (Z,A)

]

� Y (A)
1√

2πσ(A)

∫ 0.5

0.5
exp

[
−(Z − Zp (A) + t)2

2σ(A)2

]
dt× exp

[
−ΔEsh(Z,A)

Ed(A)

]
, (1)

where σ(A) ≈ 0.5 and Ed(A) ≈ 5− 10MeV. For the shell correction energy ΔEsh, we adopt the
KTUY [6]. Detailed parameter values can be found in our previous work [5].

The Y(A)s obtained from the 4D-Langevin calculations can be categorized into two patterns,
pattern (1) or (2). In pattern (1), we can fit Y(A) with four Gaussians as centre-based, centre,
side-left, and side-right. In pattern (2), Y(A) shows four peak structures and is fitted with five
Gaussians: centre-based, centre-left, centre-right, side-left, and side-right.

Figure 1 shows the sample results of the 4D-Langevin calculations and corresponding fitting
pattern using four or five Gaussians. Left panels are fission fragment mass distributions of
294,310,326120, from top to bottom, respectively. Right panels are Gaussian fitting patterns. Two
nuclei in Figure 1, 310120 and 326120, can be fitted by five Gaussians, while we need only four
Gaussians to fit Y(A) of 294120 as shown in the top panel. Thus we fitted the Langevin results
by Gaussians and made a present model Y(A).

3 Parameter Study of the fitted Gaussian functions

We investigated particular systematics among Gaussian parameters for all the Y(A) of hundreds
of nuclei with Z=92-122 obtained by the 4D-Langevin model. This section shows the systematics
we found. Figure 2 is the case of Og-isotopes. Og-isotope with N = 164 has a single peak Y (A),
while Og-isotopes with N = 168, 172, 176 have three peaks in Y (A). Og-isotopes with N = 180
and 184 show a four-peak structure. Following the pattern (1) and (2) in figure 1, those Y (A)s
can be fitted by four or five Gaussian functions.

In each panel (1) to (6) of Figure 2, Gaussian parameters a, b, c are plotted as a function
of neutron numbers consisting of each Og-isotopes. Here, these parameters provide a Gaussian
function as f(x) = a exp(−(x − b)2/2c2). We found a strong linear correlation between each
Gaussian parameter and the neutron number of the isotopes.

One may notice the relation between the Gaussian centre, parameter b, of (3) side-left and
(5) side-left. In panel (5) (heavy fragment peak), the parameter b is almost constant at A=208,
while b in panel (3) (light fragment peak) increases with neutron number. Other features of the
parameter systematics are the centre position of (1) the centre-based and (2) the centre. These
b-parameters are the same and described in a straightforward formula such as b = 0.5N + 59.
Interestingly, not only the Gaussian centres but also the amplitude and the width of the Gaussian
function show clear correlations to the neutron number of the isotopes. We commonly observed
such systematics in all nuclei investigated here. We will report these results in detail in our
forthcoming paper.

4 Summary

We performed the four-dimensional Langevin calculations for nuclei with Z = 92-122 from
neutron-deficient side to neutron-rich side. Then we fitted fission fragment mass distributions
Y (A) with four or five Gaussians. The number of the used Gaussian functions depends on the
peak structure of fission mass yields derived from the Langevin calculations. Thus we constructed

Figure 1: Fission fragment mass yields obtained by the 4D-Langevin model [4] (left panels) and
Gaussian fitting patterns (right panels) corresponding to these yields.

suggested that the difference between them appears in the r-process 2nd peak and rare-earth
elements in the case of Black Hole Neutron Star (BH-NS) mergers. Based on the previous
results [2], we have developed a more precise fission model with the four-dimensional Langevin
model [4], which can reproduce fission fragment mass yields and total kinetic energies of more
various nuclides than the three-dimensional case. This paper briefly introduces our model and
focuses on the systematics in the model parameters.

2 Semi-empirical Nuclear Fission Yield model based on Four-
dimensional Langevin Approach

To develop a new yield model, we performed four-dimensional (4D) Langevin calculations [4]
for hundreds of nuclei with the proton number Z = 92-122 covering neutron-deficient side to
neutron-rich side. In the 4D Langevin model, a fissioning nucleus is expressed by four variables:

• Elongation of a nucleus

• Two independent deformations of left and right parts of a nucleus

• Mass asymmetry of the left and right parts.

For more details of the 4D-Langevin model used here, see our previous work. Then we fitted
obtained fission fragment mass yield Y (A) before prompt neutron emission by superposition of
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Figure 2: Systematics of Six Gaussian parameters as a function of neutron number in the
case of Oganesson isotopes (Z = 118) with the excitation energy E∗ = 10 MeV; (1)center-
based, (2)Center, (3)Side-left, (4)Center-left, (5)Side-right, (6)Side-left. Each Gaussian has
three paramters a, b, and c.

our Y (A) by the superposition of Gaussians. To develop a semi-empirical independent yield
model Y (Z,A), we combined the above Y (A) and the charge distributions Y (Z) evaluated by
thousands of experimental fission data of actinides. For our newly developed yield model, we
investigated the systematics of each Gaussian parameters. Consequently, we found that each
Gaussian parameter had clear systematics with respect to neutron numbers when we fixed the
proton number of a fissioning nucleus. We will apply our Y (Z,A) based on the 4D-Langevin
model to the r-process calculations during the neutron star mergers and neutron star-black hole
mergers shortly.
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model Y (Z,A), we combined the above Y (A) and the charge distributions Y (Z) evaluated by
thousands of experimental fission data of actinides. For our newly developed yield model, we
investigated the systematics of each Gaussian parameters. Consequently, we found that each
Gaussian parameter had clear systematics with respect to neutron numbers when we fixed the
proton number of a fissioning nucleus. We will apply our Y (Z,A) based on the 4D-Langevin
model to the r-process calculations during the neutron star mergers and neutron star-black hole
mergers shortly.
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Abstract

We are developing a counter telescope to measure the energy spectra of low-energy light
charged particles (LCPs), i.e., protons, deuterons, tritons, and alpha particles, emitted from
the negative muon capture reaction in a Si nucleus. The telescope is composed of a neutron
Transmutation Doped (nTD) Si detector and an n-type Si detector. The nTD-Si detector
is suitable for particle identification (PID) using Pulse Shape Analysis (PSA) technique. In
order to obtain enough experimental statistics, the nTD-Si detector has to be close to the
target in the experiment, which will result in broad angular acceptance of LCPs to the nTD-
Si detector. To evaluate the PID performance using PSA for the broad angular acceptance,
a detector test was performed to measure the incident angle dependence of the waveform
signal from the nTD-Si detector. The PID performance was simulated by a Monte Carlo
simulation using the experimental data. The simulated result demonstrated that proton,
deuteron, and triton can be well identified even at low energies by using the present PSA
technique.

1 Introduction

Soft error is a severe concern for reliability demanding applications, such as autonomous
drivings, supercomputers, and public transportations. The soft error occurs by the upset of
memory information caused by energy deposition in semiconductor devices, called single event
upset (SEU). Recently, the SEU induced by cosmic-ray muons has been increasing attention
because the trend of device miniaturization and lower voltage operation degrade the immunity
of static RAM (SRAM). Some latest works [1–3] reported that negative muons have higher
SEU probability than positive ones because charged particles emitted from the negative muon
capture reaction in a Si nucleus result in larger energy deposition in devices than the direct
ionization by a muon. In particular, it was pointed out that light charged particles (LCPs) such
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as protons, deuterons, tritons, and alpha particles seriously affect the SEU [1]. However, there
are no enough experimental energy spectra of LCPs to accurately estimate the muon SEU rates,
especially in the low-energy region.

In this situation, we have planned an experiment to measure the energy spectra of LCPs
emitted from the muon capture reaction. In this experiment, the Pulse Shape Analysis [4, 5]
(PSA) technique will be adopted for particle identification (PID) of low-energy LCPs instead of
the conventional ΔE-E technique. For this purpose, we are developing a counter telescope for
PID of LCPs.

In the proposed experiment, the distance between the detector and the target will be placed
as close as possible to gain enough counting statistics. Therefore, the angular acceptance of
LCPs to the detector becomes large (see Fig. 5), and the detector response may vary with the
incident angle. However, there is no report on the PID performance of LCP detection with PSA
in the case of such wide angular acceptance. To investigate the incident angle dependence of
the waveform signals from the neutron Transmutation Doped (nTD) Si detector, we conducted
a detector test. In this article, preliminary results of the detector test and the PID performance
simulated by the Monte Carlo simulation based on the experimental data are reported.

2 Experimental method

2.1 Experimental setup

The experiment was performed using the 8 MV tandem accelerator in the Center for Ac-
celerator and Beam Applied Science of Kyushu University. An 11 μm thick 27Al target was
irradiated by 24 MeV 7Li ion beam whose intensity was lower than 1 pnA. LCPs produced from
the nuclear reaction and scattered 7Li ions were detected by a pair of detector telescopes. Each
telescope was composed of three instruments, which are a 7.5 mm in diameter aluminum colli-
mator, a 500 μm thick nTD-Si detector, and a 500 μm thick n-type Si detector. The aluminum
collimator was located in front of the nTD-Si detector. The Si detector was installed behind
the nTD-Si detector to use as a veto. The nTD-Si detector was operated at a bias voltage of
260 V, which is the best setting for the PID with PSA [6]. The waveform signals from the
nTD-Si detector were processed using a charge-sensitive preamplifier. The charge waveform
signals were digitized using the digitizer (CAEN V1730SB). In order to measure the incident
angle dependence of the waveform signals, the measurements were made for four incident angles
(θ) of 0◦, 15◦, 30◦, and 45◦ by rotating the nTD-Si detector.

2.2 Pulse shape analysis

Figure 1 shows a typical example of the waveform signals. The black line represents the
charge waveform signal. The baseline of the charge waveform signal was determined by averaging
some samples prior to the rising edge of the signal, and subtracted from each signal. The red
line in the figure represents the charge waveform signal processed by the trapezoidal filter [7]
with the rise time of 1 μs and the flat top of 1 μs. The energy of LCPs was obtained from the
maximum value of the charge waveform signal (Qmax), which was calculated by an average of
16 samples on the flat top of the waveform signal processed by the trapezoidal filter. Then the
energy calibration was done by

E = aQmax + b, (1)

where a and b are the fitting parameters, which were determined by a calibration measurement
with standard alpha sources of 148Gd, 241Am, and 244Cm. The energy resolution of the nTD-Si
detector was 45 keV in FWHM at the 5763 keV peak of 244Cm.
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The blue line in Fig. 1 represents the current waveform signal. The current waveform signal
was obtained by the first derivative of the charge waveform signal with a third-order spline
interpolation. In this work, PID with PSA was conducted by the two quantities, namely the
energy (E) of the LCPs and the maximum value of the current waveform signal (Imax).
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Figure 1: A typical example of waveform signal for alpha particle incidence. The black line is
the digitized charge waveform signal. The red line is the charge waveform signal processed by
the trapezoidal filter with the rise time of 1 μs and the flat top of 1 μs. The blue line is the
current waveform signal obtained by the first derivative of the charge waveform signal.

3 Experimental result and simulation

3.1 Experimental result

A correlation plot of Imax and E at the incident angle of 0◦ was made. As shown in Fig. 2, the
PID was successfully achieved, and hydrogen isotope ions (protons, deuterons, and tritons) and
alpha particles were clearly identified above 4 MeV. To investigate the incident angle dependence
of the waveform signal from the nTD-Si detector, the Imax for each incident-angle of the hydrogen
isotope ions was analyzed. The peak position of the Imax distribution denoted by �Imax� was
obtained for each energy bin for each incident angle fitted by the Gaussian function. Figure 3
shows the �Imax� and the standard deviation of the hydrogen isotope ions for each incident angle
at E = 4 MeV. It was found that as the incident angle increases, �Imax� becomes smaller. To
evaluate the observed reduction trend of �Imax� for each particle, each �Imax� normalized to unity
at 0◦ was fitted by the following quadratic function:

r(θ) = 1− arθ
2, (2)

where ar is the fitting parameter denoting the strength of the reduction depending on the incident
angle. This reduction trend may be caused by a difference in penetration depth depending on
the incident angle of charged particles. The detail of the associated physical processes is now
under analysis. The parameter ar depends on the atomic and mass numbers of charged particles
and their kinetic energy.

as protons, deuterons, tritons, and alpha particles seriously affect the SEU [1]. However, there
are no enough experimental energy spectra of LCPs to accurately estimate the muon SEU rates,
especially in the low-energy region.

In this situation, we have planned an experiment to measure the energy spectra of LCPs
emitted from the muon capture reaction. In this experiment, the Pulse Shape Analysis [4, 5]
(PSA) technique will be adopted for particle identification (PID) of low-energy LCPs instead of
the conventional ΔE-E technique. For this purpose, we are developing a counter telescope for
PID of LCPs.

In the proposed experiment, the distance between the detector and the target will be placed
as close as possible to gain enough counting statistics. Therefore, the angular acceptance of
LCPs to the detector becomes large (see Fig. 5), and the detector response may vary with the
incident angle. However, there is no report on the PID performance of LCP detection with PSA
in the case of such wide angular acceptance. To investigate the incident angle dependence of
the waveform signals from the neutron Transmutation Doped (nTD) Si detector, we conducted
a detector test. In this article, preliminary results of the detector test and the PID performance
simulated by the Monte Carlo simulation based on the experimental data are reported.

2 Experimental method

2.1 Experimental setup

The experiment was performed using the 8 MV tandem accelerator in the Center for Ac-
celerator and Beam Applied Science of Kyushu University. An 11 μm thick 27Al target was
irradiated by 24 MeV 7Li ion beam whose intensity was lower than 1 pnA. LCPs produced from
the nuclear reaction and scattered 7Li ions were detected by a pair of detector telescopes. Each
telescope was composed of three instruments, which are a 7.5 mm in diameter aluminum colli-
mator, a 500 μm thick nTD-Si detector, and a 500 μm thick n-type Si detector. The aluminum
collimator was located in front of the nTD-Si detector. The Si detector was installed behind
the nTD-Si detector to use as a veto. The nTD-Si detector was operated at a bias voltage of
260 V, which is the best setting for the PID with PSA [6]. The waveform signals from the
nTD-Si detector were processed using a charge-sensitive preamplifier. The charge waveform
signals were digitized using the digitizer (CAEN V1730SB). In order to measure the incident
angle dependence of the waveform signals, the measurements were made for four incident angles
(θ) of 0◦, 15◦, 30◦, and 45◦ by rotating the nTD-Si detector.

2.2 Pulse shape analysis

Figure 1 shows a typical example of the waveform signals. The black line represents the
charge waveform signal. The baseline of the charge waveform signal was determined by averaging
some samples prior to the rising edge of the signal, and subtracted from each signal. The red
line in the figure represents the charge waveform signal processed by the trapezoidal filter [7]
with the rise time of 1 μs and the flat top of 1 μs. The energy of LCPs was obtained from the
maximum value of the charge waveform signal (Qmax), which was calculated by an average of
16 samples on the flat top of the waveform signal processed by the trapezoidal filter. Then the
energy calibration was done by

E = aQmax + b, (1)

where a and b are the fitting parameters, which were determined by a calibration measurement
with standard alpha sources of 148Gd, 241Am, and 244Cm. The energy resolution of the nTD-Si
detector was 45 keV in FWHM at the 5763 keV peak of 244Cm.
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3.2 Simulation

We have estimated the PID performance in the proposed experimental setup to measure the
energy spectra of LCPs emitted from the muon capture reaction by a simulation based on the
results obtained in the present detector test experiment. Figure 4 shows the experimental setup.
In this simulation, the distance between the nTD-Si detector and the target was set to 60 mm.
The active area of the nTD-Si detector and the size of the target was 20 mm × 20 mm and

50.8 mm in diameter, respectively. A negative muon beam intensity distribution was assumed
to be a two-dimensional Gaussian distribution with the standard deviations, σx = 15.0 mm and
σy = 16.0 mm.

First, the angular acceptance (P (θ)) of the nTD-Si detector for emitted LCPs was derived
using a Monte Carlo simulation. The result is shown in Fig. 5. Then, the Imax distribution for
each LCP was calculated by a Monte Carlo simulation based on the measured Imax distribution

at the incident angle of 0◦ (see Fig. 2), the angle-dependent reduction factor given by Eq. (2),
and P (θ). Figure 6 shows the simulated Imax distribution at E = 4 MeV (the red line) together

with the measured Imax distribution at the incident angle of 0◦ (the blue line). Here, the relative
yields of detected protons, deuterons, and tritons were determined from a PHITS simulation of
the muon capture reactions in a Si nucleus which was done in Ref. [8].

As shown in Fig. 6, each peak position in the simulated Imax distribution is shifted slightly to
lower Imax and the spreading width increases slightly compared to the measured Imax distribution
at 0◦. The slight shift of each peak position is caused by the reduction of Imax corresponding to

the weighted average of Eq. (2) with P (θ). However, the PID of protons, deuterons, and tritons
is found to be still clear. This simulation result demonstrates that the PID will be achievable
in the proposed nTD-Si detector setup with the broad angular acceptance even at low emission
energies. It should be noted that similar results were obtained at other emission energies above

4 MeV.
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Figure 4: An experimental setup to measure
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4 Summary and future plan

A counter telescope is under development for measurement of the energy spectra of low-
energy light charged particles (LCPs) emitted from the negative muon capture reaction in a Si
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3.2 Simulation

We have estimated the PID performance in the proposed experimental setup to measure the
energy spectra of LCPs emitted from the muon capture reaction by a simulation based on the
results obtained in the present detector test experiment. Figure 4 shows the experimental setup.
In this simulation, the distance between the nTD-Si detector and the target was set to 60 mm.
The active area of the nTD-Si detector and the size of the target was 20 mm × 20 mm and

50.8 mm in diameter, respectively. A negative muon beam intensity distribution was assumed
to be a two-dimensional Gaussian distribution with the standard deviations, σx = 15.0 mm and
σy = 16.0 mm.

First, the angular acceptance (P (θ)) of the nTD-Si detector for emitted LCPs was derived
using a Monte Carlo simulation. The result is shown in Fig. 5. Then, the Imax distribution for
each LCP was calculated by a Monte Carlo simulation based on the measured Imax distribution

at the incident angle of 0◦ (see Fig. 2), the angle-dependent reduction factor given by Eq. (2),
and P (θ). Figure 6 shows the simulated Imax distribution at E = 4 MeV (the red line) together

with the measured Imax distribution at the incident angle of 0◦ (the blue line). Here, the relative
yields of detected protons, deuterons, and tritons were determined from a PHITS simulation of
the muon capture reactions in a Si nucleus which was done in Ref. [8].

As shown in Fig. 6, each peak position in the simulated Imax distribution is shifted slightly to
lower Imax and the spreading width increases slightly compared to the measured Imax distribution
at 0◦. The slight shift of each peak position is caused by the reduction of Imax corresponding to

the weighted average of Eq. (2) with P (θ). However, the PID of protons, deuterons, and tritons
is found to be still clear. This simulation result demonstrates that the PID will be achievable
in the proposed nTD-Si detector setup with the broad angular acceptance even at low emission
energies. It should be noted that similar results were obtained at other emission energies above

4 MeV.
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nucleus. The counter telescope consists of a nTD Si detector which is suitable for PID using
PSA technique. In order to investigate the incident-angle dependence of the waveform signals
from the nTD-Si detector, we conducted a detector test at Kyushu University. The results show
that the larger the incident angle, the smaller the Imax. Moreover, the reduction trend of Imax

depends on the atomic and mass numbers of charged particles and their kinetic energy. Based on
the results of the detector test, the PID performance with PSA for the finite angular acceptance
assumed in the proposed experiment of the muon capture reaction was simulated using a Monte
Carlo simulation. The result indicates that the PID for protons, deuterons, and tritons by PSA
will be clearly achieved in the experimental setup with the broad angular acceptance even at
low emission energies.

In the future, we will complete the counter telescope development and measure the energy
spectra of LCPs emitted from the muon capture reaction. Further work will be devoted to un-
derstanding of the observed incident angle dependence of Imax on the basis of physical processes
in the nTD-Si detector.
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Abstract

An experiment of neutron production thick target yields from 7.2 MeV/u α incidence on
209Bi was performed. The measured data was compared with both Liége IntraNuclear Cas-
cade (INCL) and JAERI Quantum Molecular Dynamics (JQMD) models. The comparison
suggested that INCL agreed with the measured data better than JQMD. We investigated
the reason that the prediction ability of both models came from. As a result of the study,
the prediction ability of the INCL model seemed to be originated from the process of ”Local
E procedure”. For the JQMD calculation, the modification of the mean-field approximation
could be a key to improve the prediction capacity.

1 Introduction

Targeted alpha therapy using short lived α-emitters (e.g. 225Ac, 223Ra and 227Th)[1, 2, 3, 4]
has recently been performed. Astatine-211 is regarded as a promising isotope for the therapy.
In RIKEN, a new beam line for generating Astatine-211 is being constructed. Astatine-211 is
produced via the 209Bi(α 2n)211At reaction at the beam line. The energy of incident α beam is
7.2 MeV/u in order to avoid producing 210Po, a toxic nucleus[5]. The α beam intensity is 100
pμA, which is the highest in the world. For the precise radiation shielding of the new beam line,
the measured data for neutron yields are required. Thus, the neutron production thick target
yields (TTY) for the reaction of α beam incident on 209Bi was measured[6]. The measured
data was compared with both the Liége IntraNuclear Cascade[7] (INCL) and the JAERI Quan-
tum Molecular Dynamics[8] (JQMD) models followed by the Generalized Evaporation Model[9]
implemented in Particle and Heavy Ion Transport code System[10] (PHITS). Through the com-
parison, it is found that INCL reproduces the measured neutron production TTY better than
JQMD. The purpose of this study is to explore the reasons of the descrepancy for the two mod-
els’ prediction ability and the possibilities for improvement of the nuclear reaction models by
focusing on the reaction of 7.2 MeV/u α beam incident on 209Bi.

∗Present address: Department of Nuclear Engineering, North Carolina State University, 121 Peele Hall, Cam-
pus Box 7103, Raleigh, NC, 27695 U.S.A.

nucleus. The counter telescope consists of a nTD Si detector which is suitable for PID using
PSA technique. In order to investigate the incident-angle dependence of the waveform signals
from the nTD-Si detector, we conducted a detector test at Kyushu University. The results show
that the larger the incident angle, the smaller the Imax. Moreover, the reduction trend of Imax

depends on the atomic and mass numbers of charged particles and their kinetic energy. Based on
the results of the detector test, the PID performance with PSA for the finite angular acceptance
assumed in the proposed experiment of the muon capture reaction was simulated using a Monte
Carlo simulation. The result indicates that the PID for protons, deuterons, and tritons by PSA
will be clearly achieved in the experimental setup with the broad angular acceptance even at
low emission energies.

In the future, we will complete the counter telescope development and measure the energy
spectra of LCPs emitted from the muon capture reaction. Further work will be devoted to un-
derstanding of the observed incident angle dependence of Imax on the basis of physical processes
in the nTD-Si detector.
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2 Comparison between experimental data and calculation

Comparison of the measured neutron yields and calculation results by INCL and JQMD for
the reaction of 7.2 MeV/u α beam incident on 209Bi is shown in Figure 1. This figure shows
that INCL agrees with experimental data better than JQMD.

Figure 2 shows the ratios of the calculation results to experimental data (C/E) for each angle
above 4 MeV. For 0◦, INCL and JQMD underestimate the measured result by approximately
20 % and 80 %, respectively. For 45◦, underestimation by approximately 30 % and 70 % are
observed for INCL and JQMD, respectively. For 90◦, INCL / Exp. and JQMD / Exp. are
roughly to be 1.2 and 1.0, respectively.

Studies for each nuclear reaction model are carried out in following sections.
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Figure 1: Comparison of the measured data and calculation results by INCL and JQMD. Tri-
angle, blue solid line, and black dotted line represent the experimental data, INCL results, and
JQMD one, respectively.
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Figure 2: Ratios of the calculation results to experimental data (C/E) for each angle above 4
MeV. Blue rectangular and black triangle represent the INCL and JQMD result, respectively.
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3 Liége IntraNuclear Cascade

According to Figures 1 and 2, INCL reproduces the measured neutron production TTY
better than JQMD. In this section, the study for the INCL model is given.

Because the incident energy of this reaction is below 10 MeV/u, the nucleons in the beam
particle have collisions with the nucleons near the surface of the target nucleus. In the INCL
calculation, a target nucleus is prepared by the square-well potential, the depth of which is 45
MeV. Near the surface of the nucleus, the depth of the square-well potential is greater than that
of the Woods-Saxon (WS) potential. This means that nucleons with higher energies than the
WS potential can stay in the square-well potential. In other words, the overestimation of the
energies of the nucleons near the target surface is possible. This causes the underestimation of
the nucleon-nucleon (NN) reaction cross section.

The modification of the nucleon energies of the target nucleus is implemented in recent
versions of INCL. When the NN reaction is occurred, the nucleons’ energies of the target nucleus
are recalculated under the approximation of the phenomenological potential. This process is
called ”Local E procedure (LocE)”.

The influence of LocE was examined as shown in Figure 3. Above 6 MeV, neutron production
TTY of INCL with LocE is apparently greater than that of INCL without LocE. The TTYs are
tabulated at the energy bin from 9.67 MeV to 10.6 MeV in Table 1. For 0◦, the result of INCL
with LocE becomes about 4 times larger than that of INCL without LocE. For 45◦ and 90◦,
the increase by approximately one order of magnitude for INCL with LocE from INCL without
LocE is observed. It is clearly demonstrated that LocE benefits INCL to improve the prediction
ability for the reaction of 7.2 MeV/u α beam incident on 209Bi.
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Figure 3: Comparison of the measured neutron production TTY and calculation results by INCL
with LocE and INCL without LocE. Triangle, blue solid line, and black dotted line represents
the experimental data, INCL with LocE results, and INCL without LocE ones, respectively.

Table 1: Comparison of the neutron yields by INCL with and without LocE in Figure 3.
0◦ 45◦ 90◦

INCL with LocE [n/sr/MeV/source] 6.57 × 10−8 4.22 × 10−8 7.69 × 10−9

INCL without LocE [n/sr/MeV/source] 1.62 × 10−8 4.47 × 10−9 4.46 × 10−10

2 Comparison between experimental data and calculation

Comparison of the measured neutron yields and calculation results by INCL and JQMD for
the reaction of 7.2 MeV/u α beam incident on 209Bi is shown in Figure 1. This figure shows
that INCL agrees with experimental data better than JQMD.

Figure 2 shows the ratios of the calculation results to experimental data (C/E) for each angle
above 4 MeV. For 0◦, INCL and JQMD underestimate the measured result by approximately
20 % and 80 %, respectively. For 45◦, underestimation by approximately 30 % and 70 % are
observed for INCL and JQMD, respectively. For 90◦, INCL / Exp. and JQMD / Exp. are
roughly to be 1.2 and 1.0, respectively.

Studies for each nuclear reaction model are carried out in following sections.
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Figure 1: Comparison of the measured data and calculation results by INCL and JQMD. Tri-
angle, blue solid line, and black dotted line represent the experimental data, INCL results, and
JQMD one, respectively.
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Figure 2: Ratios of the calculation results to experimental data (C/E) for each angle above 4
MeV. Blue rectangular and black triangle represent the INCL and JQMD result, respectively.
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4 JAERI Quantum Molecular Dynamics

According to Figures 1 and 2, JQMD agrees with the measured neutron yields less than
INCL. In this section, the study for the JQMD model is introduced.

In the JQMD calculation, nuclei are described based on the Fermi gas model. In the model,
the depth of the nuclear force potential (Vskyrme) and the Fermi energy (EF ) should be the
same. We checked those values for α and 209Bi calculated in JQMD as shown in Table 2. For
the 209Bi target, Vskyrme equals to EF . On the other hand, the condition is not satisfied for the
α nucleus because the mean-field approximation is not suitable. It is suggested that nucleons
with lower energies than EF for the α nucleus is only bound below Vskyrme.

Table 2: Depth of the nuclear force potential and the Fermi energy for α and 209Bi calculated
in JQMD.

Vskyrme [MeV] EF [MeV]

α 7.8 10
209Bi 31 31

Therefore, the energy distribution for the nucleons of the α and 209Bi nuclei prepared in
JQMD is retrieved as given in Figure 4. In the JQMD calculation, the density distribution of
nucleons is determined by overlap of nucleons. In other words, each nucleon has each density.
Thus, every nucleon has different EF . In Figure 4, maximum and minimum EF is depicted as
denoted by two red circles. When it comes to the Fermi gas model, the average nucleons’ energy
should be 0.6× EF . As shown in the Figure 4, the pink and blue lines are almost same for the
209Bi nucleus. On the other hand, the requirement is not met for α. This means that the initial
condition for the nucleons of α is not described properly.

It is concluded that one of the reasons that JQMD cannot reproduce the measured neutron
yields for the reaction of 7.2 MeV/u α beam incident on 209Bi is attributed to the fact that the
description of the initial condition is inadequate.
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Figure 4: Energy distribution for the nucleons of the α and 209Bi nucleus. Horizontal and
vertical axis represents the index that succeeded in creating the initial state of the nucleus and
the energy [MeV], respectively. Black and red circle is nucleons’ energy and the EF , respectively.
Pink and blue line means the average energy of nucleons derived from the theory and the average
nucleons’ energy in JQMD, respectively.
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5 Conclusion

The measured neutron production TTY for the reaction of 7.2 MeV/u α beam incident on
209Bi was compared with the JQMD and INCL calculations. The comparison shows that INCL
reproduces the measured data better than JQMD. The reason was discussed.

For the INCL model, the nucleons energy is recalculated under the approximation of the
phenomenological potential. Due to the process, the NN reaction cross section is expressed
properly. Due to the comparison between INCL with and without LocE, it is concluded that
LocE is greatly influenced to the prediction ability of INCL.

For the JQMD model, it is found that the initial energy condition for α is not described
accurately. It is suggested that the modification of nucleons’ energies could be one of the idea
to improve the prediction ability of the JQMD.
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4 JAERI Quantum Molecular Dynamics

According to Figures 1 and 2, JQMD agrees with the measured neutron yields less than
INCL. In this section, the study for the JQMD model is introduced.

In the JQMD calculation, nuclei are described based on the Fermi gas model. In the model,
the depth of the nuclear force potential (Vskyrme) and the Fermi energy (EF ) should be the
same. We checked those values for α and 209Bi calculated in JQMD as shown in Table 2. For
the 209Bi target, Vskyrme equals to EF . On the other hand, the condition is not satisfied for the
α nucleus because the mean-field approximation is not suitable. It is suggested that nucleons
with lower energies than EF for the α nucleus is only bound below Vskyrme.

Table 2: Depth of the nuclear force potential and the Fermi energy for α and 209Bi calculated
in JQMD.

Vskyrme [MeV] EF [MeV]

α 7.8 10
209Bi 31 31

Therefore, the energy distribution for the nucleons of the α and 209Bi nuclei prepared in
JQMD is retrieved as given in Figure 4. In the JQMD calculation, the density distribution of
nucleons is determined by overlap of nucleons. In other words, each nucleon has each density.
Thus, every nucleon has different EF . In Figure 4, maximum and minimum EF is depicted as
denoted by two red circles. When it comes to the Fermi gas model, the average nucleons’ energy
should be 0.6× EF . As shown in the Figure 4, the pink and blue lines are almost same for the
209Bi nucleus. On the other hand, the requirement is not met for α. This means that the initial
condition for the nucleons of α is not described properly.

It is concluded that one of the reasons that JQMD cannot reproduce the measured neutron
yields for the reaction of 7.2 MeV/u α beam incident on 209Bi is attributed to the fact that the
description of the initial condition is inadequate.
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Figure 4: Energy distribution for the nucleons of the α and 209Bi nucleus. Horizontal and
vertical axis represents the index that succeeded in creating the initial state of the nucleus and
the energy [MeV], respectively. Black and red circle is nucleons’ energy and the EF , respectively.
Pink and blue line means the average energy of nucleons derived from the theory and the average
nucleons’ energy in JQMD, respectively.
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Neutron thermal scattering law data were computed for the heavy water molecule toward the fifth 

version of the Japanese Evaluated Nuclear Data Library, JENDL-5. The scattering laws for deuterium and 

oxygen atoms were evaluated using the molecular dynamics simulation. The simulations have been 

performed in the temperature range from 283.6 K to 600 K, and the scattering law data were evaluated in 

the neutron incident energies between 0.01 meV to 10 eV. We confirmed that experimental cross sections at 

room temperature were well reproduced with the scattering laws. In the neutron energy above 1 meV, the 

total cross sections were almost consistent with the ENDF/B-VIII.0 evaluations.

1. Introduction

Heavy water is being used as a moderator in fission reactors. Therefore, reliable information of 
thermal neutron scattering by heavy water is fundamental to the analysis of reactor cores and the 

verification of nuclear criticality safety. In this study we attempted to evaluate thermal scattering law (TSL) 

data of heavy water theoretically, where the thermal neutron is characterized as a neutron with kinetic 

energy around 25 meV. In recent years, TSLs for light and heavy water have been evaluated using the 

molecular dynamics (MD) simulations [1,2]. To obtain TSLs, we also employed MD simulations [3]. From 

TSLs, the angle-energy double-differential cross section for neutron scattering can be derived. We checked 

the validity of the obtained TSLs by comparing with the experimental cross sections and the 

ENDF/B-VIII.0 [4] evaluations.

In this report, theoretical models of TSL and simulation conditions of MD are mentioned. Some 

results of the MD simulations which serve as the input of the TSL evaluation are shown. The cross sections 

derived from TSLs are compared with the measured data at 20oC and the ENDF/B-VIII.0 evaluations (the 

ENDF/B-VIII.0 evaluations have been adopted in JEFF-3.3 [5]).

This is a blank page. 
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2. Theoretical Models

The angle-energy double-differential cross section for neutron scattering by a heavy water molecule is 

given by the sum of double-differential cross sections for two deuterium (D) and one oxygen (O) atoms. 
The atomic cross section is represented with TSL (it is also known as the scattering function) multiplied by 

a normalization factor (bound scattering cross section divided by 4π) and the factor , where  is 
the neutron incident energy and  is the neutron emission energy. [6,7]

The neutron scattering by D consists of incoherent and coherent scattering components, while the 

neutron scattering by O is entirely coherent. In this study, TSL for incoherent scattering has been derived 

from the self-intermediate scattering function (SISF) represented with the Gaussian approximation form 

[1,6]. SISF of each atom was evaluated with the atomic frequency distribution function obtained from the 

MD simulation. On the other hand, in the coherent scattering, the Sköld approximation was applied, as the 

same with the ENDF/B-VIII.0 evaluation by Damián et al. [2,8] The coherent TSL was evaluated with the 

incoherent TSL altered by introducing the effective target mass, and the atomic structure factor obtained 

from the MD simulation. The coherent TSL was given by the product of the modified incoherent TSL and 

the structure factor.

3. MD Simulation

The MD simulations have been performed with the GROMACS code [9,10] on the software 

Winmostar [11].

In GROMACS the TIP4P/2005f [12] water model was applied. The Newton's equations of motion 

were integrated by the leap-frog algorithm with the time step of 0.1 fs. The Nosé-Hoover thermostat was 

employed with the time constant of 1 ps for temperature coupling. The Parrinello-Rahman barostat was 

applied with the time constant of 1 ps and the compressibility of 4.5×10-5 bar-1, for pressure coupling. We 

carried out the MD simulations for 14 temperatures. The temperature and the reference pressure were 

(283.6 K, 1 bar), (293.6 K, 1 bar), (325 K, 1 bar), (350 K, 1 bar), (375 K, 2 bar), (400 K, 10 bar), (425 K, 

50 bar), (450 K, 50 bar), (475 K, 50 bar), (500 K, 90 bar), (525 K, 90 bar), (550 K, 90 bar), (575 K, 100 

bar), and (600 K, 150 bar), respectively. For the temperature higher than 350 K, the pressure was set to be 

larger than the saturated vapor pressure.

To obtain the frequency distribution functions, 343 molecules were employed in the simulation and the 

Newton’s equations of motion were integrated up to 421 ps. The trajectory data were recorded at each 0.2 fs 

time step, and the frequency distribution functions were evaluated using the recorded velocity vectors. Also, 

to obtain the structure factors, 2197 molecules were employed and the Newton’s equations of motion were 

integrated up to 10 ps. The trajectory data were recorded at each 0.5 fs time step, and the structure factors 

were evaluated with the recorded position vectors.
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Fig.1. Frequency distribution functions for D (a) and O (b).

Fig.2. Structure factors for D (a) and O (b).

4. Results and Discussion

Figure 1 shows the frequency distribution functions for D (a) and O (b). It is seen that the distribution 

functions change gradually as the temperature increases, for both atoms. In the low frequency region below 

5 meV, the distribution function increases as the temperature increases. The peeks appearing at frequencies 

above 100 meV correspond to the vibrational motion.

Figure 2 indicates the structure factors for D (a) and O (b). In Fig.2 the structure factor increases as the 

temperature increases in the wavenumber region below 2 Å-1. The temperature dependence is significant 

only for the wavenumber less than 5 Å-1.
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2. Theoretical Models

The angle-energy double-differential cross section for neutron scattering by a heavy water molecule is 

given by the sum of double-differential cross sections for two deuterium (D) and one oxygen (O) atoms. 
The atomic cross section is represented with TSL (it is also known as the scattering function) multiplied by 

a normalization factor (bound scattering cross section divided by 4π) and the factor , where  is 
the neutron incident energy and  is the neutron emission energy. [6,7]

The neutron scattering by D consists of incoherent and coherent scattering components, while the 

neutron scattering by O is entirely coherent. In this study, TSL for incoherent scattering has been derived 

from the self-intermediate scattering function (SISF) represented with the Gaussian approximation form 

[1,6]. SISF of each atom was evaluated with the atomic frequency distribution function obtained from the 

MD simulation. On the other hand, in the coherent scattering, the Sköld approximation was applied, as the 

same with the ENDF/B-VIII.0 evaluation by Damián et al. [2,8] The coherent TSL was evaluated with the 

incoherent TSL altered by introducing the effective target mass, and the atomic structure factor obtained 

from the MD simulation. The coherent TSL was given by the product of the modified incoherent TSL and 

the structure factor.

3. MD Simulation

The MD simulations have been performed with the GROMACS code [9,10] on the software 

Winmostar [11].

In GROMACS the TIP4P/2005f [12] water model was applied. The Newton's equations of motion 

were integrated by the leap-frog algorithm with the time step of 0.1 fs. The Nosé-Hoover thermostat was 

employed with the time constant of 1 ps for temperature coupling. The Parrinello-Rahman barostat was 

applied with the time constant of 1 ps and the compressibility of 4.5×10-5 bar-1, for pressure coupling. We 

carried out the MD simulations for 14 temperatures. The temperature and the reference pressure were 

(283.6 K, 1 bar), (293.6 K, 1 bar), (325 K, 1 bar), (350 K, 1 bar), (375 K, 2 bar), (400 K, 10 bar), (425 K, 

50 bar), (450 K, 50 bar), (475 K, 50 bar), (500 K, 90 bar), (525 K, 90 bar), (550 K, 90 bar), (575 K, 100 

bar), and (600 K, 150 bar), respectively. For the temperature higher than 350 K, the pressure was set to be 

larger than the saturated vapor pressure.

To obtain the frequency distribution functions, 343 molecules were employed in the simulation and the 

Newton’s equations of motion were integrated up to 421 ps. The trajectory data were recorded at each 0.2 fs 

time step, and the frequency distribution functions were evaluated using the recorded velocity vectors. Also, 

to obtain the structure factors, 2197 molecules were employed and the Newton’s equations of motion were 

integrated up to 10 ps. The trajectory data were recorded at each 0.5 fs time step, and the structure factors 

were evaluated with the recorded position vectors.
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Fig.3. Total cross section at room temperature.  Fig.4. Average cosine of scattering angle at room

temperature.

Fig.5. Total cross sections for D2O from 293.6 K to 600 K. The cross section for 293.6 K appears at the 

bottom of the figure, and the cross section increases with the increase of temperature.
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Figure 3 shows the total cross section for D2O at room temperature, where Kropff et al. measured the 

cross sections at 20oC [13]. In Fig.3 the evaluated cross sections for ENDF/B-VIII.0 and JENDL-4.0 [14] 

are also indicated. The present result almost overlaps the ENDF/B-VIII.0 evaluation. Both the 

ENDF/B-VIII.0 and the present evaluations are in good agreement with the experimental data. The bump 

appearing around 3 meV has been reproduced by considering the coherent scattering. In JENDL-4.0, the 

ENDF/B-VI.8 evaluation [2,15] based on the incoherent approximation, was adopted. The JENDL-4.0 

evaluation overestimates the cross section for the neutron energy below 2 meV.

Figure 4 shows the average cosine of the neutron scattering angle at room temperature. The 

experimental data [16,17] were obtained from Fig. 17 of [2] using WebPlotDigitizer [18]. Both the 

ENDF/B-VIII.0 and the present curves have a similar energy dependence, which accord with the 

experimental data.

Finally, Fig. 5 shows the total cross sections in the temperature range from 293.6 K to 600 K. For the 

neutron energy smaller than 1 meV, the cross section increases as the temperature increases. The 

temperature dependence becomes small with the increase of the neutron energy. For the neutron energy 

larger than 10 meV, the difference is less than 20 % between 293.6 K and 600 K. At the neutron energy 

above 1 eV, the cross section converges to the sum of the free atom cross sections of 10.5 b [19]. It is seen 

that the present results are almost consistent with the ENDF/B-VIII.0 evaluations.

5. Summary

TSLs were calculated for heavy water using the MD simulation. The Sköld approximation was applied 

to consider the coherent scattering. We derived the cross sections from the obtained TSLs, and compared 

them with the experimental data and the ENDF/B-VIII.0 and JENDL-4.0 evaluations. We confirmed that 

the measured cross sections at room temperature were well reproduced by the present calculation. The total 

cross sections were almost consistent with the ENDF/B-VIII.0 evaluations. We published the present TSLs 

in the ENDF-6 format file in JENDL-5.
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From a number of the critical experiments performed at the Tank-type Critical Assembly (TCA), 
a series of experiments was selected to validate the thermal scattering law of hydrogen in water S(α, 
β) and analyzed by the continuous-energy Monte Carlo code MVP3 with JENDL-4.0. In the 
experiments, the critical water levels were measured changing the number of water holes in the center 
of the core. As a result, the calculated keff values systematically decreased along with the critical water 
levels. When the same analysis was performed with the free-gas-model scattering cross-section of 
hydrogen in place of S(α, β), the keff values increased with the critical water levels. From this fact, a 
slightly smaller S(α, β) was expected to cancel the decreasing trend of the keff values. Using the 
perturbation function of MVP3, the reactivity changes for the perturbation in the atomic number 
densities of hydrogen were calculated. They corresponded to the reactivity changes for the 
perturbation in the neutron-flux-weight total cross-sections (<Φσ>). Decreasing <Φσ> of hydrogen by 
about 2% almost cancel the trend. The main part of the total reaction rate of hydrogen in water is the 
thermal scattering. The modification of <Φσ> would be obtained by modifying S(α, β) in 10-2 to 10-1

eV.

1. Introduction
For the thermal scattering law of hydrogen in water (S(α, β)), JENDL-4.0 [1] has adopted the

data of ENDF/B-IV.8 [2]. In the new compilation of JENDL-5, the revision of S(α, β) has been studied
[3]. To validate the revised S(α, β), appropriate integral experiments are needed. The object of this 
study is to select the critical experiments performed at the Tank-type Critical Assembly (TCA) of the 
Japan Atomic Energy Agency, analyze the experiments with MVP3 [4] with the JENDL-4.0 library, 
and obtain information to be used for the revision of S(α, β).

2. TCA Experiments on Water Holes and Analysis
2.1. Critical Experiments on Water Holes
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Among a large number of critical experiments on the light-water-
moderated lattice cores implemented at TCA, there is a data set on the 
19-by-19 square lattice cores with a fuel rod pitch of 1.956 cm composed 
of 2.6 wt% UO2 fuel rods [5]. A set of the experimental cores consisted 
of a core without a water hole, and nine cores that had one water hole, 
and 3, 4, 5, 8, 9, 13, 20, and 21 water holes. For the cores with water 
holes, the fuel rods in the core central region were withdrawn and 
remained as water holes. Figure 1 illustrates the locations of the water 
holes in the core central 5-by-5 cell regions. The critical water levels 
were measured for these ten cores.

2.2. Analysis with MVP3
The inside of the core tank and the base concrete under 

the core tank were modeled in the Monte Carlo calculations
with MVP3. The materials in the core tank included the fuel 
rods, the moderator and reflector of water, the upper and 
lower grid plates, the fuel support, and the stainless beam. The 
dry lattice over the critical water level and the top fuel plugs 
over the upper grid plate were also modeled. Figure 2 
illustrates the horizontal and vertical cross-sections of the 
main part of the core with 21 water holes in the calculation 
model, as an example.

The atomic number densities were calculated following 
the specifications of the fuel rods and structure materials [5]. 
In this calculation, the abundance of 234U in the UO2 fuel and 
the impurities in the Aluminum alloy were taken into account 
[6]. The density of water in the core was calculated based on the formulation of air-saturated water as 
a function of temperature in 
Reference [7].

The Monte Carlo calculations 
coupled with JENDL-4.0 [1] were 
performed with 40 million histories 
(100 inactive and 4,000 active 
batches with 10,000 histories per 
batch). Under these calculation 
conditions, the statistical 
uncertainties (1 σ) in the keff values 
ranged from 0.00011 to 0.00013.

Table 1 shows the calculation 
cases and the calculated keff values.
The total uncertainties which were 
obtained considering the statistical 

Figure 1. Water hole 
locations in the core 
central 5-by-5 cell 
regions [5].

Figure 2. Illustrations of the 
horizontal (left) and vertical 
(right) cross-sections of the main 
part of the core with 21 water 
holes in the calculation model.

Table 1. The calculated cases and the calculated keff values.
Number of 
water holes 
of the core 

[5]

Critical 
water level 

(cm) [5]

Core 
temperature 

( ) [5]

Calculated 
keff with 

JENDL-4.0

0 60.60 15.9 1.00018
1 60.43 15.9 1.00012
3 61.00 16.0 1.00004
4 60.80 16.2 0.99981
5 62.65 16.1 0.99991
8 65.00 16.2 0.99966
9 70.00 16.2 0.99943

13 78.03 16.3 0.99904
20 103.03 16.6 0.99864
21 140.64 16.5 0.99806
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uncertainties in the Monte 
Carlo calculations and the 
uncertainties in the 
measurements were
0.00015 Δkeff. The 
calculated keff values ranged 
from 0.99806 to 1.00018 
and were similar to those of 
the precedent studies. [8-
10].

Figure 3 illustrates the 
calculated keff values 
against the critical water 
levels. The error bars show 
the total uncertainties. A
decreasing trend in the keff values was observed with the critical water levels. The difference in the keff

values between the lowest and highest critical water levels was 0.00212 Δkeff, and considerably larger 
than the total uncertainties. Even though there may be some other alternative interpretations of the 
trend, this study focused on the uncertainties in the neutron cross-sections of the relevant main 
nuclides: hydrogen (1H), oxygen (16O), and uranium (235U and 238U).

3. Cross-Section of Hydrogen
3.1. keff Values with Free-gas-

model Cross-section
To obtain reference 

information relating to the 
scattering cross-section of 
hydrogen in the thermal neutron 
energy region, the calculations 
were performed by replacing S(α, 
β) with the free-gas-model cross-
section in JENDL-4.0 for the core 
without a water hole, and the cores 
with 13, and 21 water holes. The 
calculated keff values are
illustrated compared with those 
with S(α, β) in Figure 4. The keff

values with the free-gas-model 
cross-section were larger than those with S(α, β) and showed an increasing trend with the critical water 
levels. Figure 5 shows the neutron-energy-dependent total macroscopic cross-sections of the water in 
the fuel cells. They are the calculation results of MVP3 for the core without a water hole. The figure 
indirectly shows the difference between S(α, β) and the free-gas-model cross-section of hydrogen
since a main part of the total cross-section is the scattering cross-section of hydrogen. The smaller 

Figure 3. The calculated keff values against the critical water levels.
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Figure 4. The calculated keff values against the critical water 
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Among a large number of critical experiments on the light-water-
moderated lattice cores implemented at TCA, there is a data set on the 
19-by-19 square lattice cores with a fuel rod pitch of 1.956 cm composed 
of 2.6 wt% UO2 fuel rods [5]. A set of the experimental cores consisted 
of a core without a water hole, and nine cores that had one water hole, 
and 3, 4, 5, 8, 9, 13, 20, and 21 water holes. For the cores with water 
holes, the fuel rods in the core central region were withdrawn and 
remained as water holes. Figure 1 illustrates the locations of the water 
holes in the core central 5-by-5 cell regions. The critical water levels 
were measured for these ten cores.

2.2. Analysis with MVP3
The inside of the core tank and the base concrete under 

the core tank were modeled in the Monte Carlo calculations
with MVP3. The materials in the core tank included the fuel 
rods, the moderator and reflector of water, the upper and 
lower grid plates, the fuel support, and the stainless beam. The 
dry lattice over the critical water level and the top fuel plugs 
over the upper grid plate were also modeled. Figure 2 
illustrates the horizontal and vertical cross-sections of the 
main part of the core with 21 water holes in the calculation 
model, as an example.

The atomic number densities were calculated following 
the specifications of the fuel rods and structure materials [5]. 
In this calculation, the abundance of 234U in the UO2 fuel and 
the impurities in the Aluminum alloy were taken into account 
[6]. The density of water in the core was calculated based on the formulation of air-saturated water as 
a function of temperature in 
Reference [7].

The Monte Carlo calculations 
coupled with JENDL-4.0 [1] were 
performed with 40 million histories 
(100 inactive and 4,000 active 
batches with 10,000 histories per 
batch). Under these calculation 
conditions, the statistical 
uncertainties (1 σ) in the keff values 
ranged from 0.00011 to 0.00013.

Table 1 shows the calculation 
cases and the calculated keff values.
The total uncertainties which were 
obtained considering the statistical 

Figure 1. Water hole 
locations in the core 
central 5-by-5 cell 
regions [5].

Figure 2. Illustrations of the 
horizontal (left) and vertical 
(right) cross-sections of the main 
part of the core with 21 water 
holes in the calculation model.

Table 1. The calculated cases and the calculated keff values.
Number of 
water holes 
of the core 

[5]

Critical 
water level 

(cm) [5]

Core 
temperature 

( ) [5]

Calculated 
keff with 

JENDL-4.0

0 60.60 15.9 1.00018
1 60.43 15.9 1.00012
3 61.00 16.0 1.00004
4 60.80 16.2 0.99981
5 62.65 16.1 0.99991
8 65.00 16.2 0.99966
9 70.00 16.2 0.99943

13 78.03 16.3 0.99904
20 103.03 16.6 0.99864
21 140.64 16.5 0.99806
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scattering cross-section of the
free-gas-model cross-section 
in the thermal energy region 
reduces the neutron up-
scattering and causes a softer 
thermal neutron spectrum, 
which increases fission 
reaction in the fuel. This 
effect is large in the cores with 
13 and 21 water holes which 
have softer neutron energy 
spectra than that of the core 
without a water hole. This 
indicated that a slightly 
smaller S(α, β) than that in 
JENDL-4.0 would reduce the
decreasing trend in the keff values.

3.2. Perturbation Calculation of Hydrogen Number Density
In this study, the number density of hydrogen was modified in place of S(α, β). A neutron reaction 

rate of a nuclide in a unit volume of a specific region is expressed by the product of the neutron-flux-
weight total cross-section and the atomic number density of the nuclide. The neutron-flux-weight total
cross-section is defined by,

here, is a volume integral over the specific region, and is an energy integral 

from 0 to Emax. When a core calculation is performed with the deviated atomic number density from 
the nominal value, the results of the core calculation can be also regarded as those obtained with the 
deviated neutron-flux-weight total cross-section from the nominal value in the condition of the 
nominal atomic number density. The differences in the keff values caused by the deviated number 
density of hydrogen were obtained by using the perturbation function of MVP3. The calculations with 
the atomic number densities increased by 5% from the nominal values were performed as a reference 
calculation. The differences in the keff values are listed in Table 1 for the core without a water hole 
and that with 21 water holes, as examples. As a result of the survey using the reference data, decreasing 
the hydrogen number density by 1.8% almost made the keff values constant with the critical water 
levels as shown in Figure 6. The uncertainties in keff values for the 1.8%-smaller hydrogen number 
densities included the uncertainties in the perturbation calculations of the number density.

The total reaction rates of hydrogen calculated by MVP3 are illustrated in Figure 7 for the 
reflector, fuel cells, and water holes in the core without a water hole and the core with 21 water 
holes. The total reaction rates of hydrogen have peaks in the neutron energy 10-2 to 10-1 eV where 
the main reaction is scattering and the scattering cross-section is expressed by S(α, β). The 
modification of the neutron-flux-weight total cross-section of hydrogen would be obtained by 

Figure 5. Total macroscopic cross-sections of the water in the fuel 
cells with S(α, β) and the free-gas-model cross-section.
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modifying S(α, β) in 10-2 to 10-1 eV.

4. Cross-sections of 16O,
235U, and 238U

To examine the effect of 
the cross-sections of 16O, 235U,
and 238U, the calculations with 
the atomic number densities 
increased by 5% from the 
nominal values were 
performed in the same way for 
hydrogen. The calculation 
results are listed in Table 2.
The differences in the effects 
of the deviation in the number 
densities on the core reactivity 
between the core without a 
water hole and that with 21 
water holes are small, while 
those of hydrogen are 
considerably large. For the core 
with 21 water holes, the 
absolute value of the reactivity 
of 16O decreased and those of 
235U and 238U increased 
compared with those for the
core without a water hole. It is 
attributed to the difference in 
the neutron energy spectra 
which are softer in the core 
with 21 water holes than that in 

the core without a water hole. The correction of the decreasing trend was attempted with the neutron-
flux-weight total cross-sections of 16O, 235U, and 238U. It indicated that the necessary decrease of the 
neutron-flux-weight total cross-section of 16O for canceling the decreasing trend in the keff values is 
about 27%, which seems to be too large. The relation of the cross-sections of 235U and 238U to the 

Figure 6. Calculated keff values against the critical water levels
with the nominal and 1.8%-smaller hydrogen number densities.
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Figure 7. Total reaction rates of hydrogen in the three water 
regions for the core without a water hole and the core with 21 
water holes.
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Table 2. The differences in the keff values (Δkeff,) with the atomic number densities larger by 5% than 
the nominal values for the core without a water hole and that with 21 water holes.

Number 
of water 
holes

Δkeff for +5% 
atomic number 
density of 1H

Δkeff for +5% 
atomic number 
density of 16O

Δkeff for +5% 
atomic number 
density of 235U

Δkeff for +5% atomic 
number density of 
238U

0 0.01250 0.00158 0.01023 −0.00539
21 0.00654 0.00118 0.01060 −0.00562
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trend seemed to be small since the necessary amount of modifying the neutron-flux-weight total cross-
section is too large.

5. Conclusions
The analysis of the critical experiments on the water holes was performed using MVP3 coupled 

with JENDL-4.0. The results of keff values ranged from 0.99818 to 1.0005 and showed a decreasing 
trend with the critical water levels. Assuming that the trend was relating to the uncertainties in the 
cross-sections filed in JENDL-4.0, the investigations of modifying the neutron-flux-weight total cross-
sections were carried out by changing the atomic number densities of hydrogen, 16O, 235U, and 238U
with the perturbation function of MVP3. The results of the perturbation analysis of the hydrogen 
number density indicated that the neutron-flux-weight total cross-sections of hydrogen should be 
smaller about 2% than that in JENDL-4.0. The modification of the cross-section would be obtained
by modifying S(α, β) in 10-2 to 10-1 eV. The relation of the cross-sections of 16O, 235U, and 238U to the 
trend seemed to be small.

It was demonstrated that the experimental data set investigated in this study is appropriate to 
validate S(α, β).
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We show the theoretical framework to evaluate the overlap integral of the shell-model
and cluster-model wave functions. The framework is applied to the system of the core plus
two neutrons (n), and the magnitude of the overlap of the shell model configuration (core
+ n + n) and the di-neutron cluster one (core +2n) are calculated. In this calculation, we
have confirmed that the magnitude of the overlap integral is prominently enhanced when
two neutrons occupy the shell model orbits having the lower orbital angular momenta, such
as the s and p wave orbits. The shell-cluster overlap is also evaluated for the systems with
the jj-closed cores plus two neutrons, and the enhancement due to the occupation of the s
or p orbit appears in the systematic calculation. The feature of the shell-cluster overlap is
also discussed in the core + four nucleons systems, which corresponds to the evaluation of
the formation amplitude of the α cluster around the core nucleus.

1 Introduction

Nuclear shell model based on a mean field picture is a standard model to explain ground and
low-lying states in nuclear systems [1, 2, 3]. In the ground state of a nucleus, all nucleons perform
the independent particle motion in the self-consistent mean field by occupying the single particle
orbits [1]. There appear energy gaps in a sequence of the single particle orbits, and such the
level structure is called the shell structure [1, 2, 3]. The nuclear shell model, which considers
the single particle configurations based on the shell structure, is quite successful in explaining
the properties of the low-lying states over a wide mass region except for a few examples.

On the contrary, in the lighter mass systems, there appears the clustering phenomena, in
which one nucleus is decomposed into the several subunits called clusters. An typical and well
known example of such the cluster is the 4He nuclues called α cluster [4, 5, 6], The α cluster is
a quartet of two proton plus two neutrons. In the ground state, the α cluster and the residual
nucleus are merged, which leads to the formation of the one-body mean field structure, but the
α clustering is prominently enhanced in the excited states [4, 5, 6]. Moreover, in recent studies,
di-neutron correlations are extensively investigated in the lighter mass region [7, 8, 9, 10]. A
pair of neutrons does not form the bound state in a free space but the spatial localization of
the di-neutron around the nuclear surface has been confirmed experimentally [7, 8], which is
compared with the theoretical calculations based on the three-body models [9, 10].

The independent particle configuration in the self-consistent mean field seems to be inconsis-
tent to the cluster configuration involving a spatial localization of the several nucleons but they

trend seemed to be small since the necessary amount of modifying the neutron-flux-weight total cross-
section is too large.

5. Conclusions
The analysis of the critical experiments on the water holes was performed using MVP3 coupled 

with JENDL-4.0. The results of keff values ranged from 0.99818 to 1.0005 and showed a decreasing 
trend with the critical water levels. Assuming that the trend was relating to the uncertainties in the 
cross-sections filed in JENDL-4.0, the investigations of modifying the neutron-flux-weight total cross-
sections were carried out by changing the atomic number densities of hydrogen, 16O, 235U, and 238U
with the perturbation function of MVP3. The results of the perturbation analysis of the hydrogen 
number density indicated that the neutron-flux-weight total cross-sections of hydrogen should be 
smaller about 2% than that in JENDL-4.0. The modification of the cross-section would be obtained
by modifying S(α, β) in 10-2 to 10-1 eV. The relation of the cross-sections of 16O, 235U, and 238U to the 
trend seemed to be small.

It was demonstrated that the experimental data set investigated in this study is appropriate to 
validate S(α, β).
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are non-orthogonal, and hence the amplitude of the cluster formation is non-zero even if the
pure shell model structure is realized, in which the individual nucleons completely perform the
independent particle motions. The relation of the shell model and the α-cluster model configura-
tions is deeply discussed in the lighter mass region, where the effect of the spin-orbit interaction
is not so strong [4, 5, 6, 11]. However, the relation of the shell-cluster configurations still remains
unclear in the heavy mass region, in which the spin-orbit interaction must be prominent due to
the occupation of the shell model orbits with the higher orbital angular momentum [1].

The evaluation of the non-orthogonal amplitude of the shell and cluster models is impor-
tant to characterize the relation of these two models, which seem to describe the different
particle motions intuitively. The non-orthogonal amplitude can be directly calculated by the
overlap integral of the wave functions in the shell and cluster models, which are defined by the
multi-dimensional integration with the coordinate rearrangements [12, 13]. It is interesting and
instructive to explore the systematic feature of the shell-cluster overlap integral in the systems
of core plus valence nucleons, which can be obtained by varying the the shell model orbits, the
core mass number, the spatial size of the cluster, and so on.

Recently, we have formulated a new method to calculate the overlap integral of the wave
functions in the shell and cluster models by combining the Gaussian expansion method, which is a
powerful tool for the variational treatments of the few-body problems [12, 13, 14], and the Fourier
transformation [15]. The new framework has been applied to the core + two neutrons systems,
and we have investigated the basic feature in the overlap integrals of the naive shell model
configuration and the di-neutron cluster one. Furthermore, the calculation of the configuration
interaction (CI) is also performed [2, 3, 16], and the CI effect on the shell-cluster overlap integral
is systematically investigated. Although we have focused on the discussion about the core + two
neutrons system in the present report, the new framework can also be extended to the core +
four nucleons, corresponding to the core plus α cluster systems, in a straight forward manner. In
this report, we will present the essential aspects of our calculation, and all of the results shown
in this report are compressed from Ref. [15].

2 Theoretical framework

The shell model wave function Ψs for two neutrons around the heavy core is constructed from
the direct product of the single particle orbits, which is written in a symbolic form,

Ψs = NA{φa(r1)φb(r2)} . (1)

Here φa(ri) shows the single particle wave function for the i-th valence neutron. The subscripts
a and b in φ are the abbreviation of a set of the i-th single particle orbit, such as a ≡ (n, l, j, jz)
with the radial node n, the orbital spin l, the total spin j and its third component jz. The
vector ri contains a set of the coordinates for the single particle orbit: the position vector and
the spin coordinates. Both of the single particle orbits are orthogonal to the orbits contained
in the core nucleus, which is not considered explicitly in the present calculation. The core part
in the total wave function does not explicitly contribute to the final amplitude of the overlap
integral [15]. In Eq. (1), A and N mean the anti-symmetrization operator for all nucleons and
the respective normalization constant, respectively.

The wave function of the di-neutron (2n) cluster model is

Ψc = NA{χLM (R)ϕ(ρ, ζ)} . (2)

where N , A are the same symbols as those in Eq. (1): the normalization constant and the
anti-symmetrizer, respectively. χLM (R) denotes the wave function for the core – 2n relative
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motion with the orbital spin L and its third component M , which is a function of the core – 2n
relative coordinate, R. Here we assume the L = M = 0 state for simplicity.

In Eq. (2), ϕ(ρ, ζ) shows the internal wave function of the 2n cluster with the spin-less
neutron pair (S = 0). The coordinate ρ denotes the n−n relative coordinate, while ζ represents
the spin coordinate. Here the spatial part in ϕ(ρ, ζ) is set to the simple Gaussian function
corresponding to the (0s)2 configuration in the harmonic oscillator potential with the width
parameter ν.

We calculate the shell-cluster overlap, �Ψs|Ψc�, by combing the Gaussian expansions [12, 13,
14] for the radial wave functions, which appear in Eqs. (1) and (2), and the Fourier transforma-
tion. The final expression of overlap becomes quite simple, and the schematic expression for the
core + two neutrons system is given by

�Ψs|Ψc� = �Ψs(n, l, j, jz, τ )|Ψν
c (LMSSzTTz)�

= F (LSSzTTz, l, j, jz, τ ) ·Gν(L,n, l, j)

× δ(M + Sz,
2∑

i=1

jzi) , (3)

where the bold symbols denote sets of quantum numbers of two nucleons, such as n = (n1, n2),
l = (l1, l2) and so on. The 2n-cluster model wave function Ψc depends on the internal width
parameters of the 2n cluster, ν, which is specified by the superscript in the first and second lines
of Eq. (3). Kronecker delta in the last line guarantees the conservation of the z-component of
angular momentum.

In the second line of Eq. (3), the basic structure of the overlap integration is shown; specif-
ically, the overlap integral is given by the direct product of the kinematic part F and the
dynamical part G. F is determined by the angular momentum algebra independent of the de-
tails of the radial wave functions, while G is calculated from the radial wave functions in the
shell model wave funciton (φ(r) in Eq. (1)) and the cluster model one (χLM (R) in Eq. (2)).

The separable expression in Eq. (3) is useful to interpret the computational results on the
overlap integrals in terms of the matching between the angular momentum scheme and the
radial wave functions. This is an advantage arising from the Fourier transformation. The
final expression becomes the complicated expression if we employ the standard technique of the
coordinate rearrangement using the transformation of (r1, r2) ↔ (R,ρ) [12, 13]. The explicit
expression of the overlap integral in Eq. (3) for the case of the spin-singlet (S = Sz = 0),
isospin-triplet (T = |Tz| = 1) pair of the two nucleons is given in Ref. [15].

3 Results

We have calculated the overlap integral of the shell model configuration (core + n + n) and
the di-neutron cluster configuration (core + 2n) in the various systems with the jj-closed cores,
such as 16O, 28Si, 32S, 40Ca, 64Ge and 76Sr. In Fig. 1, we show the results of the systematic
calculations of the shell-cluster overlap integrals. In this calculation, the harmonic oscillator
(HO) wave function is applied to all of the radial wave functions The internal width parameter
of the 2n cluster (ν) is fixed so as to reproduce the root-mean-squared radius of a deuteron
(∼ 2.1 fm). The width parameters of the single particle wave function in the shell model and

the relative wave function in the cluster model is determined from the relation of h̄ω = 41A
−1/3
C

with the core mass number AC .
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vector ri contains a set of the coordinates for the single particle orbit: the position vector and
the spin coordinates. Both of the single particle orbits are orthogonal to the orbits contained
in the core nucleus, which is not considered explicitly in the present calculation. The core part
in the total wave function does not explicitly contribute to the final amplitude of the overlap
integral [15]. In Eq. (1), A and N mean the anti-symmetrization operator for all nucleons and
the respective normalization constant, respectively.

The wave function of the di-neutron (2n) cluster model is

Ψc = NA{χLM (R)ϕ(ρ, ζ)} . (2)

where N , A are the same symbols as those in Eq. (1): the normalization constant and the
anti-symmetrizer, respectively. χLM (R) denotes the wave function for the core – 2n relative
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Figure 1: Systematic calculations of shell-cluster overlap. In the abscissa, the combination of
the core and the shell configuration of two neutrons is shown, while the ordinate shows the
magnitude of the shell-cluster overlap integral �Ψs|Ψc�.

In the calculation shown in Fig. 1, the lowest shell model configuration around the core
nucleus is assumed for the valence two neutrons, which couples to the spin zero pair, such as
j1⊗j2 = J = 0. In Fig. 1, the prominent enhancements can be seen at the core of 28Si, 56Ni and
76Sr, which corresponds to the two neutrons configurations of (1s1/2)

2, (1p3/2)
2 and (1p1/2)

2,
respectively. This result means that the shell-cluster overlap is increased if the two neutrons
occupy the shell model orbit having the lower orbital spins, such as l = 0 and 1. On the other
hand, the overlap is suppressed when two neutrons occupy the higher orbital spin states, l ≥ 3.

The result in Fig. 1 is obtained by assuming the naive shell model configurations for the
valence two neutrons, which is the occupation of the lowest orbit around the core. In the
realistic nuclei, however, there must be the effect of the configuration interaction (CI), and we
have checked the CI effect on the systematics in the overlap integral. In order to see the CI effect
on the shell-cluster overlap, we have performed the CI calculation employing the computational
code of KSHELL [16]. Here we use the interactions of SDPF-M for the 16O, 28Si and 32S cores
[19], GXPF1A for 56Ni and 64Ge [20] and JUN45 for 76Sr [21].

From the comparison of the calculation with and without CI, we have found that the CI
effect is not strong. Specifically, the feature of the enhancement (suppression) at 1s and 1p (0f
and 0g) orbits, which appears in Fig. 1, is not changed so much even if the CI effect is taken
into account. Roughly speaking, the CI effect enhances the magnitude of the overlap but its
amount is almost constant over all of the core systems [15]. Thus, the peak structure without
CI survives after switching on the CI effect, and we can trace the original peak structure, which
appears in the naive shell model configuration, from the CI solutions.

We should be careful for the calculation of the 76Sr core because it is the strongly deformed
nucleus having the prolate shape, which can be described by the large scale CI calculation,
which requires the active model space of the 1p0f and 0g1d shells built on the 56Ni core [18].
Analysis in Ref. [18] has pointed out that the quasi-SU(3) coupling of 0g9/2 and 1d5/2 orbits
plays an important role in reproducing the large collectivity in 76Sr. Therefore, the deformation
effect in 76Sr should be taken into account in the realistic calculation of the shell-cluster overlap
integrals.

It is very interesting to study the overlap integral in the systems of the core plus four nucleons.
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It is possible to extend our formulation to the core + 4N systems, which correspond to the α
cluster systems, in a straight forward manner. We have done the similar calculations of the
shell-cluster overlap of the four nucleon systems with the jj-closed cores from 16O to 56Ni. In
this calculation, we have assumed the naive shell model configurations around the individual
cores. The enhancements of the overlap at the lower orbital spins, such as l = 0, 1, are confirmed.
This is the similar to the result of the core + two neutrons systems shown in Fig. 1. Since, in
this calculation, we do not consider the CI effect for the shell model states of the four nucleons,
the inclusion of the CI effect is important in future studies.

4 Summary

In summary, we have formulated the computational technique to calculate the shell-cluster
overlap integral [15]. The formulation is achieved by combing the Gaussian expansion method
of the radial wave function [12, 13, 14] and the Fourier transformation. Although we do not show
the final expression of the shell-cluster overlap, it becomes quite simple from, which is given by
the direct product of the kinetic part and the dynamical part. The former and latter parts are
determined by the angular momentum algebra and the radial wave functions, respectively.

Our formula has been applied to the systems of the core plus valence two neutrons, and
the shell-cluster overlap is evaluated in the systems with the jj-closed cores. In the systematic
calculations, we have found the enhancement in the overlap when two neutrons occupy the shell
model orbits having the lower orbital angular momentum, such as the s and p wave orbits.

We have also considered the effect of the configuration interaction (CI) in the calculation of
the overlap integrals by employing the computational code of KSHELL [16]. The CI effect, which
gives rise to the mixture of the component of the higher orbital spin, increases the magnitude
of the overlap integral but its amount is almost constant, and hence the original peak structure
appearing at the s and p orbits survived after the CI effect is switched on.

It is important to apply our calculation to the core + four nucleon systems, corresponding to
the α cluster systems. In the present report, the simple analysis without the CI effect has been
done, and we have confirmed the enhancements of the overlap by the occupation of the s and
p orbits in the shell model configuration for the four nucleons. The more sophisticated analysis
with CI for the four nucleons is now under progress.
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In recent years, BNCT, a new radiation therapy for cancers, has attracted attention of many 

researchers due to selective treatment ability of cancer cells. In BNCT procedure, 10B and low-energy neutron 

cause a (n, ) reaction to kill only the cancer cells by produced charged particles, and epi-thermal neutrons 

are used for treatment of deep-seated cancers. Because the number of irradiated epithermal neutrons 

determines the therapeutic effect, it is crucial to measure the absolute epi-thermal neutron intensity. For that 

purpose, we are developing a novel monitor to measure the absolute epithermal neutron flux intensity on the 

human body surface in real time.

In this study, we designed a monitor with a flat detection efficiency for epithermal neutrons between 

0.5 eV and 10 keV. We employed a LiCaF scintillator as a neutron detection device due to its high sensitivity 

to neutron via 6Li(n,α)3H reaction, which was covered by a neutron absorber to make a flat efficiency. As a 

result, the detection efficiency of the monitor showed a flat feature, irrespective of the thickness of the 

absorbers. 

1. Introduction
In recent years, BNCT, a new radiation therapy for cancers, has attracted attention of many 

researchers due to selective killing of cancer cells. In BNCT protocol, boron compounds that can accumulate 

only in cancer cells are administered into a human body. After that, low-energy neutrons are irradiated to 

cause a nuclear reaction of 10B(n, )7Li to kill cancer cells [1]. Thermal neutrons are used for surface cancers, 

while epithermal neutrons are employed to treat deep-seated cancers [2]. For the deep-seated cancers the 

therapeutic effect is determined by the number of irradiated epithermal neutrons. Therefore, it is necessary 

to measure the absolute number of epithermal neutrons irradiated on the human body surface in real time. 

To solve this problem, we are developing a novel monitor to measure the absolute epithermal 

neutron flux intensity on the human body surface in real time. For measuring neutrons in real time, we 

employed a LiCaF scintillator due to its high sensitivity to neutron via 6Li(n, α)3H reaction. By covering the 

LiCaF scintillator with neutron absorbers, a flat detection efficiency is expected to realize. In this study, we 

investigate suitable design of the absorbers to have a flat detection efficiency.

This is a blank page. 
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2. Design of one-thickness absorbers
2.1.  Neutron detection device

LiCaF measures the number of neutrons by detecting light emitted from the substance excited by 

the 6Li(n, α)3H reaction. Figure 1 shows the reaction cross section of 6Li(n, α)3H [3]. The reaction cross 

section decreases linearly in the epithermal neutron region (0.5 eV-10 keV), thus the detection efficiency has 

the same dependence.  

Fig. 1 Reaction cross section of 6Li(n, α)3H reaction [3]

The relationship between the detection signal count C, the incident neutron flux (E), and the

detection efficiency (E) defined by the reaction cross section (E), is expressed by the following equation 

(1). 

Due to the energy dependence of the detection efficiency ε, the number of neutrons cannot be measured 

directly from the measured value C. Therefore, it is necessary to make the energy dependent sensitivity flat 

to measure the neutron flux intensity directly. With an energy-independent constant detection efficiency , 

the neutron flux can be derived by .

2.2.  Design calculation method
At first, we designed a simple monitor with a single layer absorber. As described in the previous 

section, this monitor was required to have a flat sensitivity to epithermal neutrons between 0.5 eV and 10 

keV. A 2 2 2 mm3 cubic LiCaF was employed for a detection element, and filtering absorber was designed 

using Monte-Carlo simulation. 10B enriched boron (10B 90.4 %) was employed for the absorber material, 

because 10B strongly absorbs low energy neutrons and can change the detection efficiency dramatically. The 

design calculations were carried out with the PHITS code which simulates particle transportation [4]. In the 

simulation by PHITS, a parallel beam is irradiated to LiCaF from a plane neutron source with the same area 
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as LiCaF, and the energy deposition to LiCaF was calculated to determine the number of measured neutrons 

by the deposited energy to LiCaF via 6Li(n,α)3H reaction using t-deposit tally. The relationship between the 

total energy deposition in LiCaF by charged particles of  and 3T, E (MeV), and the number of neutrons 

LiCaF detects, n, is shown by the following equation (2), using the energy release in one 6Li(n, α)t reaction 

(4.78 MeV).

The detection efficiency was calculated from the ratio of the number of neutrons detected by LiCaF, n, and 

the number of incident neutrons. Finally we calculated detection efficiency changing the design of absorbers 

around LiCaF such as absorber thickness to investigate suitable absorber design from the ratio of the 

maximum and minimum values of the detection efficiency curve for epithermal neutrons between 0.5 eV and 

10 keV.

2.3.  Result 
Figure 2 shows calculated detection efficiency of LiCaF with boron absorber for each boron 

thickness. The dark region indicates the epithermal neutron region. As a result, 10 mm thickness of boron 

made the flat detection efficiency between 1 keV and 10 keV, however, the detection efficiency was not flat 

from 0.5 eV to 1 keV, so further improvement was required for developing the monitor. 

Fig. 2 Detection efficiency of LiCaF with boron absorbers.

2. Design of one-thickness absorbers
2.1.  Neutron detection device

LiCaF measures the number of neutrons by detecting light emitted from the substance excited by 

the 6Li(n, α)3H reaction. Figure 1 shows the reaction cross section of 6Li(n, α)3H [3]. The reaction cross 

section decreases linearly in the epithermal neutron region (0.5 eV-10 keV), thus the detection efficiency has 

the same dependence.  

Fig. 1 Reaction cross section of 6Li(n, α)3H reaction [3]

The relationship between the detection signal count C, the incident neutron flux (E), and the

detection efficiency (E) defined by the reaction cross section (E), is expressed by the following equation 

(1). 

Due to the energy dependence of the detection efficiency ε, the number of neutrons cannot be measured 

directly from the measured value C. Therefore, it is necessary to make the energy dependent sensitivity flat 

to measure the neutron flux intensity directly. With an energy-independent constant detection efficiency , 

the neutron flux can be derived by .

2.2.  Design calculation method
At first, we designed a simple monitor with a single layer absorber. As described in the previous 

section, this monitor was required to have a flat sensitivity to epithermal neutrons between 0.5 eV and 10 

keV. A 2 2 2 mm3 cubic LiCaF was employed for a detection element, and filtering absorber was designed 

using Monte-Carlo simulation. 10B enriched boron (10B 90.4 %) was employed for the absorber material, 

because 10B strongly absorbs low energy neutrons and can change the detection efficiency dramatically. The 

design calculations were carried out with the PHITS code which simulates particle transportation [4]. In the 

simulation by PHITS, a parallel beam is irradiated to LiCaF from a plane neutron source with the same area 
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3. Design of various-thickness absorbers
3.1.  Monitor design procedure

We have designed various-thickness boron filters to make the flat detection efficiency between 0.5 

eV and 10 keV. Figure 3 shows the basic design of boron absorber. By combining several different thickness 

boron filters, which were thinner than 10 mm, the detection efficiency between 0.5 eV and 1 keV was 

increased to make the detection efficiency flat. Figure 4 shows examples of the detection efficiency with 

various-thickness absorbers. As shown in Figure 4, the detection efficiency of two-thickness boron absorbers 

improves the detection efficiency from 10 eV to 10 keV, and three-thickness boron absorbers indicates that 

the efficiency can be more improved within the whole epithermal neutron region (0.5 eV – 10 keV). We in 

this way investigated the optimal design of the absorber.

In the design procedure, the detailed size was determined by the following order: The first thickest 

boron thickness t1 and length t2, medium boron thickness t3 and length t4, and thin boron thickness t5 to 

finally make the detection efficiency flat. 

Fig. 3 Basic design of the boron absorber.  Fig. 4 Detection efficiency with various-thickness

absorbers.

3.2.  Result
Figure 5 shows the design result of the boron absorber and Figure 6 shows the detection efficiency 

of LiCaF with the designed boron absorber. Although the ratio of maximum and minimum detection 

efficiency of the epithermal neutron region of bare LiCaF between 0.5eV and 10 keV, L1 was 130, that of 

LiCaF with boron absorber L2 was greatly improved to be 1.23. As a result, the sensitivity of the monitor was 

successfully made flat between 0.5 eV and 10 keV within about 20%.
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Fig. 5 Design drawing of the boron absorber.

Fig. 6 Detection efficiency of LiCaF with the boron absorber.

4. Conclusion
In this study, we designed an epithermal neutron monitor with LiCaF scintillator and boron filters 

to measure the absolute epithermal neutron flux intensity on the human body surface in real time. As a result, 

the monitor was successfully designed having a flat detection efficiency, that is, practically 1.23 of ratio of 

maximum and minimum detection efficiency within the epithermal neutron region between 0.5 eV and 10 

keV. However, designed monitor still have some problems. The first is that the boron absorber length is too 

3. Design of various-thickness absorbers
3.1.  Monitor design procedure

We have designed various-thickness boron filters to make the flat detection efficiency between 0.5 

eV and 10 keV. Figure 3 shows the basic design of boron absorber. By combining several different thickness 

boron filters, which were thinner than 10 mm, the detection efficiency between 0.5 eV and 1 keV was 

increased to make the detection efficiency flat. Figure 4 shows examples of the detection efficiency with 

various-thickness absorbers. As shown in Figure 4, the detection efficiency of two-thickness boron absorbers 

improves the detection efficiency from 10 eV to 10 keV, and three-thickness boron absorbers indicates that 

the efficiency can be more improved within the whole epithermal neutron region (0.5 eV – 10 keV). We in 

this way investigated the optimal design of the absorber.

In the design procedure, the detailed size was determined by the following order: The first thickest 

boron thickness t1 and length t2, medium boron thickness t3 and length t4, and thin boron thickness t5 to 

finally make the detection efficiency flat. 

Fig. 3 Basic design of the boron absorber.  Fig. 4 Detection efficiency with various-thickness

absorbers.

3.2.  Result
Figure 5 shows the design result of the boron absorber and Figure 6 shows the detection efficiency 

of LiCaF with the designed boron absorber. Although the ratio of maximum and minimum detection 

efficiency of the epithermal neutron region of bare LiCaF between 0.5eV and 10 keV, L1 was 130, that of 

LiCaF with boron absorber L2 was greatly improved to be 1.23. As a result, the sensitivity of the monitor was 

successfully made flat between 0.5 eV and 10 keV within about 20%.
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small to create. The second is that it is also sensitive to fast neutrons, though we first focus on low energy p-

Li neutrons. In future, we will solve these problems, develop the designed monitor and carry out experiments 

to confirm the performance to estimate the epi-thermal neutron flux in real time.
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Precise nuclear data information is important to evaluate the production method, cross -sections and 
impurities in medical radioisotopes. In this study, the natIn ( , nx) 110,111In reaction cross sections were 
measured with the bremsstrahlung end-point energy of 63 MeV. The experiments were performed by 
using the 100 MeV electron linac facility of the Pohang Accelerator Laboratory (PAL) at Pohang, Korea.
Energy averaged cross sections for natIn ( , nx) 110,111In reactions were compared with the theoretically 
calculated values based on TALYS 1.6 code.

1. Introduction
During the past half century, precise measurements and evaluations of photonuclear reaction cross 

sections, mainly for stable isotopes, have been carried out using the facilities around the world. The 
precise measurement of photonuclear reactions is closely linked to human life, not only in basic science 
but also in nuclear power, medical applications, and the space industry. Based on these results, the IAEA 
Evaluated Photonuclear Data Library was updated to provide precise information on photonuclear 
reaction cross sections mainly in the GDR region (IAEA/PD-2019) [1]. At the same time, the JENDL 
photonuclear data library [2] has been updated to provide more complete data. There are still remaining 
problems in photonuclear reactions, both in measurement and evaluation. Some of them are the 
measurement of isotopes with low natural abundance, double differential cross sections, multiple particle 

small to create. The second is that it is also sensitive to fast neutrons, though we first focus on low energy p-

Li neutrons. In future, we will solve these problems, develop the designed monitor and carry out experiments 

to confirm the performance to estimate the epi-thermal neutron flux in real time.
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emissions, and the higher energy side of GDR in competition with the quasi-deuteron decay process.
These topics will become more important from the viewpoint of radiation protection in facilities, and also 
in the space industry.

We report here on the measurement of the photonuclear reaction cross section of indium using the 
activation method with the bremsstrahlung end-point energy of 63 MeV. Indium isotopes are important 
for the development of medical radioisotopes. For example, 111In is used for cerebrospinal fluid imaging, 
bone marrow scintigraphy and so on. On the other hand, it is known that 114mIn is suitable for imaging 
because it emits ray with 190 keV (T1/2: 49.51 days), and at the same time, it can be used for internal 
beta ray therapy because of its beta decay property. Methods using radioactive nuclei for both diagnosis 
and treatment are called “theranostics”. The radionuclide 111In can be usually produced by irradiating 
111Cd or 112Cd isotopes with protons or deuterons. On the other hand, 114mIn production method has four
possible ways, such as 113In (n, )114mIn, 115In ( , n)114mIn, 114Cd (p, n)114mIn and 113Cd (d, n)114mIn
reactions. Although 114mIn is a useful nuclear medicine, it is reported as an “emerging isotope” in the 
IAEA publication because of its difficulties in establishing a stable supply system [3, 4, 5, 6]. In this 
study, an experiment on the natIn ( , xn) reaction was performed to investigate the photo nuclear reaction 
cross sections in a wide range of energies, including the GDR region. 

2. Experiment
The photo activation experiment was performed using the 100 MeV electron linear accelerator of 

Pohang Accelerator Laboratory (PAL) at Pohang, Korea. The photon beam was generated by irradiating 
a 0.1 mm thick tungsten with a 63 MeV electron beam. The electron beam current was 37 mA and the 
end-point energy of the generated bremsstrahlung photon beams was 63 MeV. As a photon flux monitor, 
we used 197Au ( , n) 196Au reaction. The natural indium samples were irradiated for 30 minutes together 
with a natural gold flux monitor. The sizes of natural indium and gold samples were 1 cm x 1 cm x 0.1 
mm each with weights of 0.0832 g and 0.1905 g, respectively.

After the irradiation, the number of -rays emitted from the radioactive samples were counted in off-
line situation using a HPGe detector. The detector’s full energy photopeak efficiency was measured as a 
function of photon energy using 133Ba and 153Eu standard sources (See, Figure 1). In Figure 1, solid lines 
show the detection efficiency of HPGe detector using the least – squares method expressed as the natural 
logarithm of the polynomial function. Figure 2 shows the -ray spectrum of the indium isotopes obtained 
from the natIn ( , xn) reactions. Experimental details are shown somewhere else [7, 8].
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Figure 1. The detection efficiency of HPGe detector using -ray standard sources of 133Ba and 152Eu

3. Data analysis and the result
The natIn sample, which has been activated by the bremsstrahlung, was removed from the irradiation

site after cooling time of about 30 minutes, and measured its -rays by an HPGe detector. One of the 
observed - ray spectrum is shown in Figure 2. Neutron multiple emission threshold energies in 
Reference [9] are also shown in Table 1. Following is the classical photo activation analysis formula.

(1)

where Nobs is the detected photo-peak counts of the -ray of interest, n is the number of atoms (/cm2), 
is the number of incident photons, t is an irradiation time, T is the cooling time. RT and LT are the real 
time and live time, respectively. Number of incident photons was determined from the 197Au ( , n)196Au
reaction using Eq. (2). Here, we used the detected photo-peck the counts of 355.7 keV - ray of 196Au 
from the present measurement, whereas the 197Au ( , n)196Au reaction cross section from TALYS1.6.
Energy distribution of the incident photon was defined as the Schiff formula.

(2)

Since, the photon beam has broad energy distributions, the estimated cross section is the flux weighted 
average value and can be given in Eq. (3), which is the modified form of Eq. (1). 

(3)
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function of photon energy using 133Ba and 153Eu standard sources (See, Figure 1). In Figure 1, solid lines 
show the detection efficiency of HPGe detector using the least – squares method expressed as the natural 
logarithm of the polynomial function. Figure 2 shows the -ray spectrum of the indium isotopes obtained 
from the natIn ( , xn) reactions. Experimental details are shown somewhere else [7, 8].
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Figure 2. One of the -ray spectrum of the isotopes of indium obtained from the natIn ( , xn) reaction and
measured by HPGe detector. 

Table 1. Photo neutron separation energies for indium isotopes [9]
Sn

(MeV)
S2n

(MeV)
S3n

(MeV)
S4n

(MeV)
S5n

(MeV)
S6n

(MeV)
S7n

(MeV)
S8n

(MeV)
115In (95.7%) 9.04 16.31 25.76 33.43 43.43 51.49 61.94 70.57
113In (4.3%) 9.45 17.12 27.11 35.17 45.62 54.25 65.28 74.85

In order to compare the experimentally determined flux weighted average cross sections with the 
theoretical values, we estimated the theoretical values using the cross sections using the TALYS 1.6 code
[9] and energy distribution of the bremsstrahlung calculated by the Schiff formula as follows.

(4)

Figure 3 shows the preliminary result of the flux weighted average cross sections for natIn ( , xn) reactions. 
In this study, we measured only the natIn ( , xn)111In and natIn ( , xn) 110In reaction cross-sections as test 
studies. The experimental and theoretical values were found to be in good agreement. Since the 
experimental spectra contain more -ray information, we would like to analyze all the data in detail in 
the future.

4. summary
The natIn ( , nx) 110,111In reaction cross sections were measured with the bremsstrahlung end-point 

energy of 63 MeV from the 100 MeV electron linac facility of the Pohang Accelerator Laboratory (PAL)
in Korea. Flux weighted averaged cross sections for natIn ( , xn) 110,111In reactions were obtained as a trial 
basis and compared with the theoretically calculated values based on TALYS 1.6 code. We confirmed 
that both results showed good agreements and will continue to analyze them in detail.
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Figure 3. Flux weighted average cross sections for the natIn ( , xn) 110,111In reactions. The colored lines 
are the results of calculations using TALYS1.6 code, and the colored dots are the results of present 
experiments.
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A compact 3 GeV next-generation synchrotron radiation facility is currently being constructed at 
Aobayama New campus of Tohoku University in Miyagi prefecture, in which intense synchrotron 
radiations of both soft and hard x-rays are to be available. In this facility, the radiation-controlled area in 
the experimental hall is limited to the optical and experimental hatches so that even non-radiation workers
can use synchrotron radiations. An area outside of the optical hatch is set to a non-controlled area. For 
that purpose, gas bremsstrahlung radiation that is generated by interacting electrons with residual gas in 
the beam pipe must be shielded. A shielding design for optical hatch by using PHITS code is presented 
in this paper.

1. Introduction
A compact 3 GeV next-generation synchrotron radiation facility is currently being constructed at 

Aobayama New campus of Tohoku University in Miyagi prefecture, in which intense synchrotron 
radiations of both soft and hard x-rays from a 3 GeV electron storage ring are supplied for users from 
FY2024 [1]. This facility is the first-ever synchrotron radiation facility in the Tohoku district in Japan.

The accelerator parameters are summarized in Table 1.

Table 1 Parameters of 3 GeV next-generation synchrotron radiation facility
Accelerator energy 3 GeV
Ring current 400 mA (at normal operation)
Number of cells 16
Ring length 349 m
Emittance 1.14 nmrad
Maximum number of beamlines 28
Maximum annual operation 6000 hours (goal)

2. Calculation procedure
All calculations were performed by the particle transporting code PHITS with version 3.24 [2]. The 

geometry was based on a CAD file containing beamline details. The following beamline components 

10) Koning, A. J. et al., Modern Nuclear Data Evaluation with The TALYS Code System, Nucl.
Data Sheets 113, 2012, p. 2841.
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were considered for the PHITS calculation; scattering mirrors made of silicon, mirror chambers made of 
stainless, gamma stopper made of lead, guillotine made of lead, and shielding walls made of lead 
sandwiched by irons. Parameters of residual gas composition and pressure in the 3 GeV electron storage 
ring were quoted from the technical design report [3]. 3 GeV electrons were transported in the residual 
gas region, generating photons, namely, gas bremsstrahlung. Only photons were tallied at the end of 
the straight part of the 3 GeV electron storage ring, and those photons were transported into the optical 
hatches. Effective doses in and outside of the hatch were evaluated. Synchrotron radiation is created by 
an insertion device and simultaneously transported into the hatch, but most of the synchrotron radiations
do not have enough energies to leak from the iron vacuum pipe. A schematic view of the storage ring and 
an optical hatch is shown in Figure 1.

An effective dose below 1.3 mSv/3month in a non-controlled area is required in Japanese law and 
regulation. When 500 operation hours for three months are assumed, the effective dose rate of 1.3
mSv/3month corresponds to 2.5 uSv/h. Taking a safety factor as two into account, the shields were 
designed to achieve the effective dose at the non-controlled area below 1.25 uSv/h in the calculation.

Figure 1 A schematic view of the storage ring and the optical hatch

3. Result
A spectrum comparison of PHITS with theoretical calculation [4] is shown in Figure 2, which clearly 

showed good agreement.
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Figure 2 Comparison of gas bremsstrahlung spectrum of PHITS with theoretical calculation
as a function of photon energy. PHITS: line, Theory: dashed line.

The effective dose distributions at a QST beamline, BL06U, with the top view are shown in Figure 
3. On the downstream of the optical hatch, photons mainly contribute to the effective dose. On the other
hand, on the sidewall, neutrons are dominated. Nonetheless, serious radiation leakage was not found from 
the optical hatch. Here the cross-sections of photo-nuclear reactions, which describe neutron emission 
from an evaporation or de-excitation process in giant dipole resonance of atomic nuclei, are taken from 
the nuclear data library (JENDL-PD/2004 [5]).

Figure 3 The effective dose distributions with a top view at BL06U

The effective dose rates calculated by PHITS were compared with those calculated by empirical 
formulas outside the optical hatch. The empirical values shown in Fig.4 were a summation of 
contributions of direct photons [6], scattered photons from a mirror [7], scattered photons from a gamma 
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stopper [8], and scattered neutrons from the mirror and the gamma stopper [8]. As shown in Figure 4,
consistent results were obtained, considering the self-shielding effects.

Figure 4 Comparison of the calculation with the empirical value

4. Summary
A compact 3 GeV next-generation synchrotron radiation facility is currently being constructed at 

Aobayama New campus of Tohoku University in Miyagi prefecture. From FY2024, synchrotron
radiations will be supplied for ten beamlines at first. An experimental hall is designed to be a non-
controlled area to utilize the facility more easily because a registration process for radiation work is not 
required.

The shielding design of the optical hatch at BL06U for gas bremsstrahlung was performed with 
PHITS version 3.24. In the calculation, the cross section of photo-nuclear reactions, which describe 
neutrons emitted from an evaporation or de-excitation process in giant dipole resonance of atomic nuclei,
were taken from the nuclear data library (JENDL-PD/2004). As a result, no severe leakage outside the 
optical hatch was found. Comparison of the effective dose rates calculated by PHITS with the empirical
formulas was also performed; consistent results were observed, considering the self-shielding effect.

Other simulation studies of shielding for an electron beam, x-rays, and gas bremsstrahlung will be 
performed in future work. 
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  Recently, Boron Neutron Capture Therapy (BNCT) has been attracting more and more attention as a new 

type of radiation therapy. In BNCT, it is important to measure and evaluate the neutron field of accelerator-

based neutron sources, and it is required to establish a method to characterize the neutron field using a low-

energy neutron spectrometer. To solve this problem, we have been developing a new low-energy neutron 

spectrometer. This device measures the position distribution of the neutron-nuclear reaction as the penetration 

depth distribution of the incident neutron, and estimates the neutron energy spectrum. Currently, we are 

preparing the experimental setup for the verification of this spectrometer. In this study, we designed the epi-

thermal neutron field with an AmBe neutron source by optimizing the moderator materials and their 

configuration by numerical simulations.

1. Introduction
Boron Neutron Capture Therapy (BNCT) has been attracting attention as a new cancer treatment method

because it can selectively kill tumor cells without damaging normal cells, and patients can receive a 

therapeutic effect with less physical burden. In the past study, only nuclear reactors have been used as a 

neutron source for BNCT. However, there are few facilities that can treat patients using nuclear reactors 

worldwide as well as in Japan, and it is difficult to popularize reactor based BNCT as a cancer treatment 

option. To solve this problem, the Accelerator Based Neutron Source (ABNS) is under development. The 

accelerator is relatively less regulated than nuclear reactors, and currently one BNCT system with ABNS is 

approved by Japanese government. Therefore, it is expected to promote usage of ABNS as a neutron source 

for BNCT. However, the characteristics of the neutron field of ABNS, such as the neutron spectrum and the 

neutron intensity, depend on the type and parameters of the accelerator. Therefore, it becomes more important 

to evaluate the characteristics of the neutron field obtained from the accelerator in order to assess the 

treatment effect and to determine the treatment time. This is the reason why it is necessary to develop a 

neutron spectrometer having sensitivity to low energy neutrons for the developed ABNS for BNCT. To solve 

this problem, we are developing a neutron spectrometer based on a position sensitive 3He proportional counter. 

[1]. This detector measures the position distribution of the neutron-nuclear reaction as the penetration depth 

of the neutron when the neutron enters the detector in parallel to the detector axis. The energy spectrum can 
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be estimated with the measured detection depth distribution. The spectrometer was already developed [2], 

however, the performance has not yet been validated. Therefore, it is necessary to experimentally verify the 

performance of this detector. Because it is essential to have an epi-thermal neutron field with a known energy 

spectrum to perform the verification experiment, we try to produce an optimal epi-thermal neutron field. In 

this study, we design a new epi-thermal neutron field by using an Am-Be neutron source.

2. Design of epi-thermal neutron field [3]

2.1 Design Goals

We employed the following two design goals for the epi-thermal neutron field.

Epi-thermal neutron flux  [n/cm²/sec]

The epi-thermal neutron field is designed to evaluate the performance of the present spectrometer. By this 

performance for one-day irradiation experiment, an enough number of counts could be obtained to evaluate 

the performance with acceptably high statistical accuracy. 

Mixing ratio of fast neutrons in an epi-thermal neutron field

The η value is the parameter that indicates the ratio of epi-thermal neutron flux to fast neutron flux. In this 

design, η value is required to be more than 10, that means the epi-thermal neutron flux is one order of 

magnitude higher than the fast neutron flux. Meanwhile, thermal neutrons are easily removed with a cadmium 

sheet set in front of the column.

2.2 Design Procedure

In this study, we designed the epi-thermal neutron field by using the Monte Carlo N-Particle Transport 

code (MCNP-5) [4] in the following four steps: (1) Selection of moderator material, (2) Selection of reflector, 

(3) Removal of fast neutrons, and (4) Improvement of η value. In each step, we determined the optimal 

material and thickness by searching for the optimal results of the epi-thermal neutron flux and η value.

2.3 Design Detail

Step 1: Selection of moderator

At first, we determined the appropriate material of the main moderator and its thickness so as to efficiently 

convert fast neutrons into epi-thermal neutrons. The candidates for the moderators were PE, CF₂, D₂O, C, 

MgF₂, AlF₃, CaF₂. The calculation model is shown in Fig.1. Under the calculation condition shown in Fig.1, 

we calculated the epi-thermal neutron flux, fast 

neutron flux, and η value for various thicknesses 

(from 10 to 50 cm.) of the moderator. In this step, the 

epi-thermal neutron flux was required to be 

tentatively at least higher than the fast neutron flux, 

in other words, η > 1. The results are shown in Figs. 

2 to 3, and it was found that magnesium fluoride and 
Figure 1  (Step1)
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aluminum fluoride were selected as the final candidates. Heavy water was not selected as the candidate since 

it is not suitable for this design. This is because it is liquid in room temperature and difficult to keep a 

rectangular shape. Magnesium fluoride was determined to be also not suitable, because it is technically 

difficult to produce a 50 cm × 50 cm × 40 cm solid shape. For these reasons, aluminum fluoride was adopted 

as the moderator in this design. The thickness of aluminum fluoride was decided to be 40 cm because the η 

value exceeded 1 and the epi-thermal neutron flux was maximum for >1. 

Step 2: Selection of reflector

Secondary, we designed surrounding materials at the 

side of the moderator as a reflector material to prevent 

neutrons from leaking out from the moderator and to 

increase the epi-thermal neutron flux. Candidates for 

reflector materials are shown in Table 1. We calculated 

the epi-thermal neutron flux and η value for each 

candidate. As a result, Fig. 4 shows no difference in the 

epi-thermal neutron flux. Finally, we adopted candidate 

(A) due to the largest η value having the lightest weight 

among higher of (A), (B) and (C).

Step 3 Removal of fast neutrons

Because Am-Be source emits high energy neutrons of 

4 MeV on average, many fast neutrons above 1 MeV are 

still included in the neutron field. As shown later, in Fig. 

13, the spectra of STEP1 and STEP2 show that many 

neutrons with energies higher than 1 MeV still remain. 

Therefore, we tried to remove them with an iron filter, 

because it has a large reaction cross section in the high-

energy region above 1 MeV. The thickness of the iron 

Thickness of moderator [cm] Thickness of moderator [cm]

η

Figure 2 Epi-thermal neutron flux 
for each moderator thickness.

  Figure 3 η for each moderator thickness.

Table 1 Candidate of reflector.

Figure 4 Epi-thermal neutron flux and η 
for various reflectors.
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be estimated with the measured detection depth distribution. The spectrometer was already developed [2], 

however, the performance has not yet been validated. Therefore, it is necessary to experimentally verify the 

performance of this detector. Because it is essential to have an epi-thermal neutron field with a known energy 

spectrum to perform the verification experiment, we try to produce an optimal epi-thermal neutron field. In 

this study, we design a new epi-thermal neutron field by using an Am-Be neutron source.

2. Design of epi-thermal neutron field [3]

2.1 Design Goals

We employed the following two design goals for the epi-thermal neutron field.

Epi-thermal neutron flux  [n/cm²/sec]

The epi-thermal neutron field is designed to evaluate the performance of the present spectrometer. By this 

performance for one-day irradiation experiment, an enough number of counts could be obtained to evaluate 

the performance with acceptably high statistical accuracy. 

Mixing ratio of fast neutrons in an epi-thermal neutron field

The η value is the parameter that indicates the ratio of epi-thermal neutron flux to fast neutron flux. In this 

design, η value is required to be more than 10, that means the epi-thermal neutron flux is one order of 

magnitude higher than the fast neutron flux. Meanwhile, thermal neutrons are easily removed with a cadmium 

sheet set in front of the column.

2.2 Design Procedure

In this study, we designed the epi-thermal neutron field by using the Monte Carlo N-Particle Transport 

code (MCNP-5) [4] in the following four steps: (1) Selection of moderator material, (2) Selection of reflector, 

(3) Removal of fast neutrons, and (4) Improvement of η value. In each step, we determined the optimal 

material and thickness by searching for the optimal results of the epi-thermal neutron flux and η value.

2.3 Design Detail

Step 1: Selection of moderator

At first, we determined the appropriate material of the main moderator and its thickness so as to efficiently 

convert fast neutrons into epi-thermal neutrons. The candidates for the moderators were PE, CF₂, D₂O, C, 

MgF₂, AlF₃, CaF₂. The calculation model is shown in Fig.1. Under the calculation condition shown in Fig.1, 

we calculated the epi-thermal neutron flux, fast 

neutron flux, and η value for various thicknesses 

(from 10 to 50 cm.) of the moderator. In this step, the 

epi-thermal neutron flux was required to be 

tentatively at least higher than the fast neutron flux, 

in other words, η > 1. The results are shown in Figs. 

2 to 3, and it was found that magnesium fluoride and 
Figure 1  (Step1)
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was varied from 5 to 30 cm, and the neutron flux was calculated to evaluate η values. The results are shown 

in Figs. 5 and 6. As a result, it was found that the neutron flux above 1 MeV was decreased to be less than 

1 % of the epi-thermal neutron flux when the iron thickness was 20 cm or more as in Fig. 6. On the other 

hand, as shown in Fig. 5 η value is 9.6 and still not enough to achieve the design target η ≥ 10, due to the 

large fast neutron flux around 10 keV (see Fig. 13 to be detailed later).

Step 4 Improvement of η value

To increase the η value, we tried to remove the fast neutron flux around 10 keV by using titanium, which 

has a large reaction cross section due to strong resonances around 10 keV. Titanium was placed on the rear 

surface of the AlF3 moderator, and the epi-thermal neutron flux and η value were calculated by varying the 

thickness of titanium from 0 to 8 cm. The calculation result shown in Fig. 7 indicates that the epi-thermal 

neutron flux decreases as the titanium thickness increases, while the η-value reaches η = 39 at 7 cm thickness 

of titanium. Finally, the design result of the optimized epi-thermal neutron field is shown in Fig. 8. In the 

designed epi-thermal neutron field, the epi-thermal neutron flux is 7.34 n/cm²/sec and the η value is 23.9, 

which meets the design goals. (The neutron intensity of the Am-Be source is 4×106 n ⁄ sec .)

Figure 6 Neutron flux (>1 MeV ) over epithermal 
neutron flux for each thickness of Fe filter.

Figure7 Epi-thermal neutron flux and η for Ti 
thickness. (Left axis: Neutron flux, Right axis: η)

Figure 8 Final design result (ideal case).   

Figure 5 Epi-thermal neutron flux and η for thickness 
of Fe filter. (Left axis: Neutron flux, Right axis: η)
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3. Construction of real epi-thermal neutron field
Because the epi-thermal neutron field designed in chapter 2 was an "ideal" design, there were two major

problems left to construct the actual epi-thermal neutron field. The first problem is a technical difficulty for 

producing a large solid aluminum fluoride (50 cm × 50 cm × 40 cm). Second is very high cost of titanium 

plate with a size of 50 cm × 50 cm × 7 cm. Therefore, we aimed at achievable design by employing a 

cylindrical aluminum fluoride of 20 cm in diameter and 42 cm in length, which is the maximum size we 

could produce now, a titanium plate of 30 cm × 30 cm × 4 cm. Additional moderator instead of AlF3 outside 

the cylindrical aluminum fluoride and substitute materials for titanium to fill the space outside the titanium 

plate were investigated as shown in the following sections.

3.1 Investigation of combined moderator

At first, suitable material for the second moderator (50 cm × 50 cm × 43 cm) outside the cylindrical AlF3 

was investigated. The candidates for the second moderator were polyethylene, carbon, water and granular 

Teflon, and the epi-thermal neutron flux and η value were calculated for each candidate. The calculation 

results shown in Fig. 9 indicates that the granular Teflon had the highest epi-thermal neutron flux and η value.

3.2 Investigation of titanium substitute material

In the next step, the titanium substitute material was investigated. The candidates for the titanium substitute 

material were aluminum, carbon, lead, polyethylene, iron, copper, and nickel. The epi-thermal neutron flux 

and η value were calculated for each type of titanium substitute material. As a result, carbon was found to be 

the best material due to the highest epi-thermal neutron flux and the highest η value as shown in Fig. 10.

Figure 9 Neutron flux and η for the second 
moderator. Yellow bar is the reference of AlF3. 
(Left axis: Neutron flux, Right axis: η)

Figure 10 Neutron flux and η for the titanium 
substitute. Yellow bar is the reference of AlF3. 
(Left axis: Neutron flux, Right axis: η)
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was varied from 5 to 30 cm, and the neutron flux was calculated to evaluate η values. The results are shown 

in Figs. 5 and 6. As a result, it was found that the neutron flux above 1 MeV was decreased to be less than 

1 % of the epi-thermal neutron flux when the iron thickness was 20 cm or more as in Fig. 6. On the other 

hand, as shown in Fig. 5 η value is 9.6 and still not enough to achieve the design target η ≥ 10, due to the 

large fast neutron flux around 10 keV (see Fig. 13 to be detailed later).

Step 4 Improvement of η value

To increase the η value, we tried to remove the fast neutron flux around 10 keV by using titanium, which 

has a large reaction cross section due to strong resonances around 10 keV. Titanium was placed on the rear 

surface of the AlF3 moderator, and the epi-thermal neutron flux and η value were calculated by varying the 

thickness of titanium from 0 to 8 cm. The calculation result shown in Fig. 7 indicates that the epi-thermal 

neutron flux decreases as the titanium thickness increases, while the η-value reaches η = 39 at 7 cm thickness 

of titanium. Finally, the design result of the optimized epi-thermal neutron field is shown in Fig. 8. In the 

designed epi-thermal neutron field, the epi-thermal neutron flux is 7.34 n/cm²/sec and the η value is 23.9, 

which meets the design goals. (The neutron intensity of the Am-Be source is 4×106 n ⁄ sec .)

Figure 6 Neutron flux (>1 MeV ) over epithermal 
neutron flux for each thickness of Fe filter.

Figure7 Epi-thermal neutron flux and η for Ti 
thickness. (Left axis: Neutron flux, Right axis: η)

Figure 8 Final design result (ideal case).   

Figure 5 Epi-thermal neutron flux and η for thickness 
of Fe filter. (Left axis: Neutron flux, Right axis: η)
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3.3 Improvement of η value

The system obtained by the above realistic design resulted 

in η value of 7.98, which was lower than the design target 

(η≥10). We thus replaced some of the granular Teflon to 

solid Teflon to improve the η-value. The thickness of the 

solid Teflon was varied between 0 cm and 10 cm, and the η 

value and the epi-thermal neutron flux were calculated. The 

results are shown in Fig. 11. As a result, the η value 

successfully exceeded 10 when the thickness of the solid 

Teflon was longer than 5 cm. Therefore, mixture of 5 cm 

thick Teflon and granular Teflon was employed as the 

second moderator. The final designed experimental system is shown in Fig. 12. The spectra of each step and 

final construction system are shown in Fig. 13. The performance of the present epi-thermal neutron 

irradiation system shows epi-thermal neutron flux of 13.7 [n/cm²/sec] and η value of 10.4, which meet the 

design goal.

4. Conclusion

In this study, we designed an epi-thermal neutron field to conduct a validation experiment of the low energy

neutron spectrometer under development by the authors’ group. The design goals are epi-thermal neutron 

flux higher than 1 n/cm²/sec and the η value higher than 10. As a result of design, the designed epi-thermal 

neutron field has performance, i.e., epi-thermal neutron flux of 13.7 [n/cm²/sec] and η value of 10.4. In the 

future, we plan to evaluate the performance of the produced epi-thermal neutron field experimentally and 

carry out the validation experiment for the low energy neutron spectrometer.

Figure 11 η for each solid Teflon thickness

Figure 12 Finally designed system. Figure 13 Neutron spectra
in 5 steps and finally designed neutron field.
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In this study, we designed an epi-thermal neutron field to conduct a validation experiment of the low energy

neutron spectrometer under development by the authors’ group. The design goals are epi-thermal neutron 

flux higher than 1 n/cm²/sec and the η value higher than 10. As a result of design, the designed epi-thermal 

neutron field has performance, i.e., epi-thermal neutron flux of 13.7 [n/cm²/sec] and η value of 10.4. In the 
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Abstract

Nuclear data with A Compact Evaluated nuclear data file (ACE) format is used in Monte
Carlo particle transport codes such as PHITS to simulate nuclear reactions. Since it is not
so simple to extract cross sections embedded in ACE, PHITS has only a limited feature to
display them directly. In this work, an effective process to extract cross sections, including
double-differential ones, of ACE loaded in PHITS was studied. It was confirmed that the
cross sections obtained by a PHITS-simulation with a thin-target and those extracted from
the ACE by the present process perfectly agree.

There is an alternative way to use nuclear data in PHITS. By using the PHITS “[Frag
Data]” feature, user-defined nuclear data can be incorporated in a PHITS-simulation. In
near future, a tool to convert a file of EXFOR library, which is the most comprehensive
compilation of experimental nuclear reaction data, to a “[Frag Data]” file will be released by
the PHITS developer team. In this work, usage of this tool was also studied.

1 Introduction

Nuclear data are used to simulate nuclear reactions in A general-purpose Monte Carlo Particle
and Heavy-Ion Transport code System (PHITS) [1], which is used in various application fields.
I worked on following two subjects that are related to the nuclear data used in PHITS.

1.1 Visualization of nuclear data in ACE format loaded in PHITS

Monte Carlo particle transport codes such as PHITS uses A Compact Evaluated nuclear data file
(ACE) format data to simulate nuclear reactions. Recently, the feature to use ACE in PHITS
and the evaluated nuclear data libraries presented by ACE have been extended. In the latest
version of PHITS (3.26 after), the transportation of deuteron and alpha particle using ACE
have been enabled. Ahead of this progress, the JENDL/DEU-2020 has been published [2], and
now the ACE files of JENDL/DEU-2020 are available. As for the high-energy nuclear data for
the neutron and proton, ACE files of JENDL-4.0/HE[3] have been extended by ACE-J40HE [4].
More general topic about ACE is the publication of the domestic nuclear data processing code
FRENDY [5]. FRENDY will make ACE files more familiar to general users.

With increasing ways of using ACE files, it is desired that users are more aware of the
contents and the validity of newly presented data. However, the feature to display the cross
section data of ACE loaded in PHITS is limited. While the integrated cross sections of total,
non-elastic, and elastic can be directly obtained by icntl = 1 feature, differential cross sections
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and explicit reaction channel cross sections can not. If users want to obtain differential cross
sections, it is necessary to execute particle-transport simulations with thin-targets and proper
tally settings.

In this work, an effective process to extract differential cross sections from ACE loaded in
PHITS was studied. While the differential cross section values are not directly written in ACE
format, I found that it is rather easy to construct differential cross sections by using the PHITS
subroutine to sample the energy and angle of the secondary particle. I compared the obtained
differential cross sections with those obtained by executing the particle-transport simulations
with thin-targets, and confirmed that they agree.

1.2 A trial of a tool to convert EXFOR to the PHITS “Frag Data” format

PHITS can use user-defined cross section data by specifying a data file in “[Frag Data]” section.
This is alternative way to utilize nuclear data in PHITS. While it is not realistic for general
users to prepare their own evaluated nuclear data files, It is expected that there is a demand
for incorporating latest experimental data in a PHITS simulation. While “[Frag Data]” feature
is suitable for such a demand, preparing a file for “[Frag Data]” feature using the experimental
nuclear reaction data is not so easy for general users.

The PHITS developer team plans to release a tool to convert a file of EXFOR library [7],
which is the most comprehensive compilation of experimental nuclear reaction data, to a file
that can be used for “[Frag Data]” feature. By using this tool, it will be easier to incorporate
experimental nuclear reaction data in PHITS simulations. In this work, usage of the pre-release
version of the tool was studied. Expected difficulty to utilize such a tool and its solution are
discussed.

2 Technical details

Here the terms in the instructions for ACE format written in MCNP manual [6] are used. In this
work, differential cross section data are extracted from ACE loaded in PHITS by the following
procedure. All of ACE data and pointers to specify the data are stored in XSS array and JXS
array in the PHITS program, respectively, after some processes for reading ACE files. The
integrated cross section values of total, absorption, and elastic are easily extracted by specifying
corresponding positions in ESZ Data Block of XSS array with JXS array. Unlike the integrated
cross sections, the differential cross section values are not directly written in a ACE file. To
deduce the double-differential cross section values, data in AND and DLW Blocks are used,
in which the angular distribution and the energy distribution are given, respectively. In DLW
Block, the contents of data arrays are different depending on the LAW, and it is necessary
to calculate the emitted particle energy using the values in the data array according to the
LAW. Since it is difficult to implement the calculation processes for all of needed LAWs, the
subroutine of PHITS to sample the angle and energy of the emitted particle is utilized in this
work. Due to the random sampling process, data on specific angle and energy points can not be
obtained, but counts on the energy and angle bins are obtained. The counts are converted to
the probability distributions as functions of the angle and energy for every reaction MT, then
the partial cross section values of each MT extracted from SIG Block are multiplied to them.
In a high-energy file case, the data are given in MT=5. In this case, the neutron multiplicity is
also must be multiplied to deduce the neutron-production double-differential cross section. As
for photon-production cross sections, data in ANDP, DLWP, and SIGP Blocks are used. The
photon-production differential cross sections are obtained by a similar process explained above.

To use the tool to convert a EXFOR file to a “[Frag Data]” file, it is necessary to prepare
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“original EXFOR” format files by users themselves. In the present trial, the EXFOR file for
27Al+p neutron production double-differential cross section (accession number T0203; REAC-
TION 13-AL-27(P,X)0-NN-1,,DA/DE) data that was taken from IAEA NDS web system[8] was
used. The tool read the incident particle, target, and product particle or nuclei from the RE-
ACTION field of a EXFOR file adding to the cross section data, and generate corresponding
“[Frag Data]” file. In this work, an advanced feature that is not implemented in the original
tool is also proposed. Because experimental data are often incomplete, a feature to compensate
lacked data will be useful. For this purpose, a smoothing feature with evaluated nuclear data
was implemented to the original tool as a trial. The smoothing process is carried out by using
splines. The feature is tested using the EXFOR files of excitation function data for the 16O+p
reaction (accession number E2449, E2568, and C0507; REACTION 8-O-16(P,X)7-N-13,,SIG and
8-O-16(P,X)4-Be-10,,SIG). As for evaluated nuclear data, the production cross section data files
of TENDL [9] were used.

3 Results

The present process to extract cross sections embedded in ACE was tested using 56Fe+n ACE
files of JENDL-4.0[10] and JNEDL-4.0/HE. The incident neutron energies of 15 MeV and 100
MeV are chosen for JENDL-4.0 and JENDL-4.0/HE files, respectively. In the left panel of Fig.
1, the differential cross sections with respect to the outgoing neutron energy extracted from the
ACE are shown. The cross sections are obtained for every reaction MT, and the inelastic total
shown by a solid line is obtained by summing them all. In the right panel, the double-differential
cross sections at 15, 30, 45, and 60 deg are shown. The present results are compared with those
obtained by simulating neutron impinged on thin 56Fe target (PHITS-simulation) shown by
circles. It was confirmed that both results agree. Figure 2 shows the differential-cross section
of product photon. While the results are obtained for every photon production MT, only the
total is shown by a solid line. The present result agrees with the PHITS-simulation result shown
by circles. A high-energy file case is also tested, and the results are shown in Fig. 3. It was
confirmed that the present results and the PHITS-simulation results agree even in a high-energy
file case.

Figure 1: Differential cross sections with respect to outgoing neutron energy (left panel) and
double-differential cross sections at 15, 30, 45, and 60 deg (right panel). Results are obtained
using 56Fe+n ACE file of JENDL-4.0 at incident neutron energy of 15 MeV.

and explicit reaction channel cross sections can not. If users want to obtain differential cross
sections, it is necessary to execute particle-transport simulations with thin-targets and proper
tally settings.

In this work, an effective process to extract differential cross sections from ACE loaded in
PHITS was studied. While the differential cross section values are not directly written in ACE
format, I found that it is rather easy to construct differential cross sections by using the PHITS
subroutine to sample the energy and angle of the secondary particle. I compared the obtained
differential cross sections with those obtained by executing the particle-transport simulations
with thin-targets, and confirmed that they agree.

1.2 A trial of a tool to convert EXFOR to the PHITS “Frag Data” format

PHITS can use user-defined cross section data by specifying a data file in “[Frag Data]” section.
This is alternative way to utilize nuclear data in PHITS. While it is not realistic for general
users to prepare their own evaluated nuclear data files, It is expected that there is a demand
for incorporating latest experimental data in a PHITS simulation. While “[Frag Data]” feature
is suitable for such a demand, preparing a file for “[Frag Data]” feature using the experimental
nuclear reaction data is not so easy for general users.

The PHITS developer team plans to release a tool to convert a file of EXFOR library [7],
which is the most comprehensive compilation of experimental nuclear reaction data, to a file
that can be used for “[Frag Data]” feature. By using this tool, it will be easier to incorporate
experimental nuclear reaction data in PHITS simulations. In this work, usage of the pre-release
version of the tool was studied. Expected difficulty to utilize such a tool and its solution are
discussed.

2 Technical details

Here the terms in the instructions for ACE format written in MCNP manual [6] are used. In this
work, differential cross section data are extracted from ACE loaded in PHITS by the following
procedure. All of ACE data and pointers to specify the data are stored in XSS array and JXS
array in the PHITS program, respectively, after some processes for reading ACE files. The
integrated cross section values of total, absorption, and elastic are easily extracted by specifying
corresponding positions in ESZ Data Block of XSS array with JXS array. Unlike the integrated
cross sections, the differential cross section values are not directly written in a ACE file. To
deduce the double-differential cross section values, data in AND and DLW Blocks are used,
in which the angular distribution and the energy distribution are given, respectively. In DLW
Block, the contents of data arrays are different depending on the LAW, and it is necessary
to calculate the emitted particle energy using the values in the data array according to the
LAW. Since it is difficult to implement the calculation processes for all of needed LAWs, the
subroutine of PHITS to sample the angle and energy of the emitted particle is utilized in this
work. Due to the random sampling process, data on specific angle and energy points can not be
obtained, but counts on the energy and angle bins are obtained. The counts are converted to
the probability distributions as functions of the angle and energy for every reaction MT, then
the partial cross section values of each MT extracted from SIG Block are multiplied to them.
In a high-energy file case, the data are given in MT=5. In this case, the neutron multiplicity is
also must be multiplied to deduce the neutron-production double-differential cross section. As
for photon-production cross sections, data in ANDP, DLWP, and SIGP Blocks are used. The
photon-production differential cross sections are obtained by a similar process explained above.

To use the tool to convert a EXFOR file to a “[Frag Data]” file, it is necessary to prepare
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Figure 2: Photon-production differential cross sections. Results are obtained using 56Fe+n ACE
file of JENDL-4.0 at incident neutron energy of 15 MeV.

Figure 3: Neutron-production double-differential cross sections at 15, 30, 45, and 60 deg. Results
are obtained using 56Fe+n ACE file of JENDL-4.0/HE at incident neutron energy of 100 MeV.

The tool to convert a EXFOR file to a “[Frag Data]” file was tested using the original
EXFOR file for the neutron-production 27Al+p double-differential data. The particle-transport
simulation incorporating the generated “[Frag Data]” file with a thin-target of 27Al was executed.
Figure 4 compares the present results and the original experimental data points, which are
shown by lines and symbols, respectively. It was confirmed that the tool and “[Frag Data]”
feature worked fine from the perfect agreement between the PHITS-simulation results and the
experimental data. It is also obvious that neutrons up to ∼ 30 MeV, where experimental
data are absent, are not produced. The PHITS-simulation results without “[Frag Data]” file
shown by dotted lines indicate that there should be evaporated neutron spectrum in that energy
region, naturally. That is a difficult point to incorporate experimental data in a simulation.
To study how to mitigate this problem, a smoothing feature with evaluated nuclear data was
tried. The feature was tested using the excitation function data of 16O+p reaction. In Fig.
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5, the excitation functions smoothed using the experimental data (squares) and the evaluated
nuclear data (crosses) are shown by solid lines. With an appropriate weight setting on the
data, the smoothed lines come close to the experimental data with priority and toward the
evaluated nuclear data if there is no experimental data. It was confirmed that the “[Frag
Data]” file generated using the smoothed lines was successfully incorporated to the PHITS-
simulation. Naturally, 13N and 10Be are produced with any incident energies up to 200 MeV in
that simulation. Such a feature will make it easier to utilize the conversion tool.

Figure 4: Neutron-production double-differential cross sections of 27Al+p reaction at incident
proton energy of 100 MeV. Results of PHITS-simulation with and without “[Frag Data]” file,
and experimental data points are shown by solid lines, dotted lines, and symbols, respectively.

Figure 5: Excitation functions of 16O(p,x)13N and 16O(p,x)10Be reactions. Smoothed result,
experimental data, and evaluated nuclear data are shown by solid lines, squares, and crosses,
respectively.

4 Summary

In the first subject of the present work, a process to display cross sections of ACE loaded in
PHITS was studied. The double-differential cross sections were successfully extracted from the

Figure 2: Photon-production differential cross sections. Results are obtained using 56Fe+n ACE
file of JENDL-4.0 at incident neutron energy of 15 MeV.

Figure 3: Neutron-production double-differential cross sections at 15, 30, 45, and 60 deg. Results
are obtained using 56Fe+n ACE file of JENDL-4.0/HE at incident neutron energy of 100 MeV.

The tool to convert a EXFOR file to a “[Frag Data]” file was tested using the original
EXFOR file for the neutron-production 27Al+p double-differential data. The particle-transport
simulation incorporating the generated “[Frag Data]” file with a thin-target of 27Al was executed.
Figure 4 compares the present results and the original experimental data points, which are
shown by lines and symbols, respectively. It was confirmed that the tool and “[Frag Data]”
feature worked fine from the perfect agreement between the PHITS-simulation results and the
experimental data. It is also obvious that neutrons up to ∼ 30 MeV, where experimental
data are absent, are not produced. The PHITS-simulation results without “[Frag Data]” file
shown by dotted lines indicate that there should be evaporated neutron spectrum in that energy
region, naturally. That is a difficult point to incorporate experimental data in a simulation.
To study how to mitigate this problem, a smoothing feature with evaluated nuclear data was
tried. The feature was tested using the excitation function data of 16O+p reaction. In Fig.

JAEA-Conf 2022-001

- 225 -



ACE files of JENDL-4.0 and JENDL-4.0/HE by utilizing the PHITS subroutine to sample the
angle and energy of the emitted particle. In the second subject, usage of the tool to convert a
EXFOR file to a “[Frag Data]” file was studied. It was confirmed that the “[Frag Data]” feature
with a file generated by the tool worked fine. Expected difficulty to utilize the tool was discussed
and one of solution was proposed.
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国際単位系（SI）

1024 ヨ タ Ｙ 10-1 デ シ d
1021 ゼ タ Ｚ 10-2 セ ン チ c
1018 エ ク サ Ｅ 10-3 ミ リ m
1015 ペ タ Ｐ 10-6 マイクロ µ
1012 テ ラ Ｔ 10-9 ナ ノ n
109 ギ ガ Ｇ 10-12 ピ コ p
106 メ ガ Ｍ 10-15 フェムト f
103 キ ロ ｋ 10-18 ア ト a
102 ヘ ク ト ｈ 10-21 ゼ プ ト z
101 デ カ da 10-24 ヨ ク ト y

表５．SI 接頭語

名称 記号 SI 単位による値

分 min 1 min=60 s
時 h 1 h =60 min=3600 s
日 d 1 d=24 h=86 400 s
度 ° 1°=(π/180) rad
分 ’ 1’=(1/60)°=(π/10 800) rad
秒 ” 1”=(1/60)’=(π/648 000) rad

ヘクタール ha 1 ha=1 hm2=104m2

リットル L，l 1 L=1 l=1 dm3=103cm3=10-3m3

トン t 1 t=103 kg

表６．SIに属さないが、SIと併用される単位

名称 記号 SI 単位で表される数値

電 子 ボ ル ト eV 1 eV=1.602 176 53(14)×10-19J
ダ ル ト ン Da 1 Da=1.660 538 86(28)×10-27kg
統一原子質量単位 u 1 u=1 Da
天 文 単 位 ua 1 ua=1.495 978 706 91(6)×1011m

表７．SIに属さないが、SIと併用される単位で、SI単位で
表される数値が実験的に得られるもの

名称 記号 SI 単位で表される数値

キ ュ リ ー Ci 1 Ci=3.7×1010Bq
レ ン ト ゲ ン R 1 R = 2.58×10-4C/kg
ラ ド rad 1 rad=1cGy=10-2Gy
レ ム rem 1 rem=1 cSv=10-2Sv
ガ ン マ γ 1γ=1 nT=10-9T
フ ェ ル ミ 1フェルミ=1 fm=10-15m
メートル系カラット 1 メートル系カラット = 0.2 g = 2×10-4kg
ト ル Torr 1 Torr = (101 325/760) Pa
標 準 大 気 圧 atm 1 atm = 101 325 Pa

1 cal=4.1858J（｢15℃｣カロリー），4.1868J
（｢IT｣カロリー），4.184J （｢熱化学｣カロリー）

ミ ク ロ ン µ  1 µ =1µm=10-6m

表10．SIに属さないその他の単位の例

カ ロ リ ー cal

(a)SI接頭語は固有の名称と記号を持つ組立単位と組み合わせても使用できる。しかし接頭語を付した単位はもはや
　コヒーレントではない。
(b)ラジアンとステラジアンは数字の１に対する単位の特別な名称で、量についての情報をつたえるために使われる。

　実際には、使用する時には記号rad及びsrが用いられるが、習慣として組立単位としての記号である数字の１は明
　示されない。
(c)測光学ではステラジアンという名称と記号srを単位の表し方の中に、そのまま維持している。

(d)ヘルツは周期現象についてのみ、ベクレルは放射性核種の統計的過程についてのみ使用される。

(e)セルシウス度はケルビンの特別な名称で、セルシウス温度を表すために使用される。セルシウス度とケルビンの

　 単位の大きさは同一である。したがって、温度差や温度間隔を表す数値はどちらの単位で表しても同じである。

(f)放射性核種の放射能（activity referred to a radionuclide）は、しばしば誤った用語で”radioactivity”と記される。

(g)単位シーベルト（PV,2002,70,205）についてはCIPM勧告2（CI-2002）を参照。

（a）量濃度（amount concentration）は臨床化学の分野では物質濃度

　　（substance concentration）ともよばれる。
（b）これらは無次元量あるいは次元１をもつ量であるが、そのこと
 　　を表す単位記号である数字の１は通常は表記しない。

名称 記号
SI 基本単位による

表し方

秒ルカスパ度粘 Pa s m-1 kg s-1

力 の モ ー メ ン ト ニュートンメートル N m m2 kg s-2

表 面 張 力 ニュートン毎メートル N/m kg s-2

角 速 度 ラジアン毎秒 rad/s m m-1 s-1=s-1

角 加 速 度 ラジアン毎秒毎秒 rad/s2 m m-1 s-2=s-2

熱 流 密 度 , 放 射 照 度 ワット毎平方メートル W/m2 kg s-3

熱 容 量 , エ ン ト ロ ピ ー ジュール毎ケルビン J/K m2 kg s-2 K-1

比熱容量，比エントロピー ジュール毎キログラム毎ケルビン J/(kg K) m2 s-2 K-1

比 エ ネ ル ギ ー ジュール毎キログラム J/kg m2 s-2

熱 伝 導 率 ワット毎メートル毎ケルビン W/(m K) m kg s-3 K-1

体 積 エ ネ ル ギ ー ジュール毎立方メートル J/m3 m-1 kg s-2

電 界 の 強 さ ボルト毎メートル V/m m kg s-3 A-1

電 荷 密 度 クーロン毎立方メートル C/m3 m-3 s A
表 面 電 荷 クーロン毎平方メートル C/m2 m-2 s A
電 束 密 度 ， 電 気 変 位 クーロン毎平方メートル C/m2 m-2 s A
誘 電 率 ファラド毎メートル F/m m-3 kg-1 s4 A2

透 磁 率 ヘンリー毎メートル H/m m kg s-2 A-2

モ ル エ ネ ル ギ ー ジュール毎モル J/mol m2 kg s-2 mol-1

モルエントロピー, モル熱容量ジュール毎モル毎ケルビン J/(mol K) m2 kg s-2 K-1 mol-1

照射線量（Ｘ線及びγ線） クーロン毎キログラム C/kg kg-1 s A
吸 収 線 量 率 グレイ毎秒 Gy/s m2 s-3

放 射 強 度 ワット毎ステラジアン W/sr m4 m-2 kg s-3=m2 kg s-3

放 射 輝 度 ワット毎平方メートル毎ステラジアン W/(m2 sr) m2 m-2 kg s-3=kg s-3

酵 素 活 性 濃 度 カタール毎立方メートル kat/m3 m-3 s-1 mol

表４．単位の中に固有の名称と記号を含むSI組立単位の例

組立量
SI 組立単位

名称 記号

面 積 平方メートル m2

体 積 立方メートル m3

速 さ ， 速 度 メートル毎秒 m/s
加 速 度 メートル毎秒毎秒 m/s2

波 数 毎メートル m-1

密 度 ， 質 量 密 度 キログラム毎立方メートル kg/m3

面 積 密 度 キログラム毎平方メートル kg/m2

比 体 積 立方メートル毎キログラム m3/kg
電 流 密 度 アンペア毎平方メートル A/m2

磁 界 の 強 さ アンペア毎メートル A/m
量 濃 度 (a) ， 濃 度 モル毎立方メートル mol/m3

質 量 濃 度 キログラム毎立方メートル kg/m3

輝 度 カンデラ毎平方メートル cd/m2

屈 折 率 (b) （数字の）　１ 1
比 透 磁 率 (b) （数字の）　１ 1

組立量
SI 組立単位

表２．基本単位を用いて表されるSI組立単位の例

名称 記号
他のSI単位による

表し方
SI基本単位による

表し方
平 面 角 ラジアン(ｂ) rad 1（ｂ） m/m
立 体 角 ステラジアン(ｂ) sr(c) 1（ｂ） m2/m2

周 波 数 ヘルツ（ｄ） Hz s-1

ントーュニ力 N m kg s-2

圧 力 , 応 力 パスカル Pa N/m2 m-1 kg s-2

エ ネ ル ギ ー , 仕 事 , 熱 量 ジュール J N m m2 kg s-2

仕 事 率 ， 工 率 ， 放 射 束 ワット W J/s m2 kg s-3

電 荷 , 電 気 量 クーロン A sC
電 位 差 （ 電 圧 ） , 起 電 力 ボルト V W/A m2 kg s-3 A-1

静 電 容 量 ファラド F C/V m-2 kg-1 s4 A2

電 気 抵 抗 オーム Ω V/A m2 kg s-3 A-2

コ ン ダ ク タ ン ス ジーメンス S A/V m-2 kg-1 s3 A2

バーエウ束磁 Wb Vs m2 kg s-2 A-1

磁 束 密 度 テスラ T Wb/m2 kg s-2 A-1

イ ン ダ ク タ ン ス ヘンリー H Wb/A m2 kg s-2 A-2

セ ル シ ウ ス 温 度 セルシウス度(ｅ) ℃ K
ンメール束光 lm cd sr(c) cd

スクル度照 lx lm/m2 m-2 cd
放射性核種の放射能（ ｆ ） ベクレル（ｄ） Bq s-1

吸収線量, 比エネルギー分与,
カーマ

グレイ Gy J/kg m2 s-2

線量当量, 周辺線量当量,
方向性線量当量, 個人線量当量

シーベルト（ｇ） Sv J/kg m2 s-2

酸 素 活 性 カタール kat s-1 mol

表３．固有の名称と記号で表されるSI組立単位
SI 組立単位

組立量

名称 記号 SI 単位で表される数値

バ ー ル bar １bar=0.1MPa=100 kPa=105Pa
水銀柱ミリメートル mmHg １mmHg≈133.322Pa
オングストローム Å １Å=0.1nm=100pm=10-10m
海 里 Ｍ １M=1852m
バ ー ン b １b=100fm2=(10-12cm)  =10-28m22

ノ ッ ト kn １kn=(1852/3600)m/s
ネ ー パ Np
ベ ル Ｂ

デ シ ベ ル dB       

表８．SIに属さないが、SIと併用されるその他の単位

SI単位との数値的な関係は、
　　　　対数量の定義に依存。

名称 記号

長 さ メ ー ト ル m
質 量 キログラム kg
時 間 秒 s
電 流 ア ン ペ ア A
熱力学温度 ケ ル ビ ン K
物 質 量 モ ル mol
光 度 カ ン デ ラ cd

基本量
SI 基本単位

表１．SI 基本単位

名称 記号 SI 単位で表される数値

エ ル グ erg 1 erg=10-7 J
ダ イ ン dyn 1 dyn=10-5N
ポ ア ズ P 1 P=1 dyn s cm-2=0.1Pa s
ス ト ー ク ス St 1 St =1cm2 s-1=10-4m2 s-1

ス チ ル ブ sb 1 sb =1cd cm-2=104cd m-2

フ ォ ト ph 1 ph=1cd sr cm-2 =104lx
ガ ル Gal 1 Gal =1cm s-2=10-2ms-2

マ ク ス ウ エ ル Mx 1 Mx = 1G cm2=10-8Wb
ガ ウ ス G 1 G =1Mx cm-2 =10-4T
エルステッド（ ａ ） Oe 1 Oe　  (103/4π)A m-1

表９．固有の名称をもつCGS組立単位

（a）３元系のCGS単位系とSIでは直接比較できないため、等号「　　 」

　　 は対応関係を示すものである。

（第8版，2006年）
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国際単位系（SI）

1024 ヨ タ Ｙ 10-1 デ シ d
1021 ゼ タ Ｚ 10-2 セ ン チ c
1018 エ ク サ Ｅ 10-3 ミ リ m
1015 ペ タ Ｐ 10-6 マイクロ µ
1012 テ ラ Ｔ 10-9 ナ ノ n
109 ギ ガ Ｇ 10-12 ピ コ p
106 メ ガ Ｍ 10-15 フェムト f
103 キ ロ ｋ 10-18 ア ト a
102 ヘ ク ト ｈ 10-21 ゼ プ ト z
101 デ カ da 10-24 ヨ ク ト y

表５．SI 接頭語

名称 記号 SI 単位による値

分 min 1 min=60 s
時 h 1 h =60 min=3600 s
日 d 1 d=24 h=86 400 s
度 ° 1°=(π/180) rad
分 ’ 1’=(1/60)°=(π/10 800) rad
秒 ” 1”=(1/60)’=(π/648 000) rad

ヘクタール ha 1 ha=1 hm2=104m2

リットル L，l 1 L=1 l=1 dm3=103cm3=10-3m3

トン t 1 t=103 kg

表６．SIに属さないが、SIと併用される単位

名称 記号 SI 単位で表される数値

電 子 ボ ル ト eV 1 eV=1.602 176 53(14)×10-19J
ダ ル ト ン Da 1 Da=1.660 538 86(28)×10-27kg
統一原子質量単位 u 1 u=1 Da
天 文 単 位 ua 1 ua=1.495 978 706 91(6)×1011m

表７．SIに属さないが、SIと併用される単位で、SI単位で
表される数値が実験的に得られるもの

名称 記号 SI 単位で表される数値

キ ュ リ ー Ci 1 Ci=3.7×1010Bq
レ ン ト ゲ ン R 1 R = 2.58×10-4C/kg
ラ ド rad 1 rad=1cGy=10-2Gy
レ ム rem 1 rem=1 cSv=10-2Sv
ガ ン マ γ 1γ=1 nT=10-9T
フ ェ ル ミ 1フェルミ=1 fm=10-15m
メートル系カラット 1 メートル系カラット = 0.2 g = 2×10-4kg
ト ル Torr 1 Torr = (101 325/760) Pa
標 準 大 気 圧 atm 1 atm = 101 325 Pa

1 cal=4.1858J（｢15℃｣カロリー），4.1868J
（｢IT｣カロリー），4.184J （｢熱化学｣カロリー）

ミ ク ロ ン µ  1 µ =1µm=10-6m

表10．SIに属さないその他の単位の例

カ ロ リ ー cal

(a)SI接頭語は固有の名称と記号を持つ組立単位と組み合わせても使用できる。しかし接頭語を付した単位はもはや
　コヒーレントではない。
(b)ラジアンとステラジアンは数字の１に対する単位の特別な名称で、量についての情報をつたえるために使われる。

　実際には、使用する時には記号rad及びsrが用いられるが、習慣として組立単位としての記号である数字の１は明
　示されない。
(c)測光学ではステラジアンという名称と記号srを単位の表し方の中に、そのまま維持している。

(d)ヘルツは周期現象についてのみ、ベクレルは放射性核種の統計的過程についてのみ使用される。

(e)セルシウス度はケルビンの特別な名称で、セルシウス温度を表すために使用される。セルシウス度とケルビンの

　 単位の大きさは同一である。したがって、温度差や温度間隔を表す数値はどちらの単位で表しても同じである。

(f)放射性核種の放射能（activity referred to a radionuclide）は、しばしば誤った用語で”radioactivity”と記される。

(g)単位シーベルト（PV,2002,70,205）についてはCIPM勧告2（CI-2002）を参照。

（a）量濃度（amount concentration）は臨床化学の分野では物質濃度

　　（substance concentration）ともよばれる。
（b）これらは無次元量あるいは次元１をもつ量であるが、そのこと
 　　を表す単位記号である数字の１は通常は表記しない。

名称 記号
SI 基本単位による

表し方

秒ルカスパ度粘 Pa s m-1 kg s-1

力 の モ ー メ ン ト ニュートンメートル N m m2 kg s-2

表 面 張 力 ニュートン毎メートル N/m kg s-2

角 速 度 ラジアン毎秒 rad/s m m-1 s-1=s-1

角 加 速 度 ラジアン毎秒毎秒 rad/s2 m m-1 s-2=s-2

熱 流 密 度 , 放 射 照 度 ワット毎平方メートル W/m2 kg s-3

熱 容 量 , エ ン ト ロ ピ ー ジュール毎ケルビン J/K m2 kg s-2 K-1

比熱容量，比エントロピー ジュール毎キログラム毎ケルビン J/(kg K) m2 s-2 K-1

比 エ ネ ル ギ ー ジュール毎キログラム J/kg m2 s-2

熱 伝 導 率 ワット毎メートル毎ケルビン W/(m K) m kg s-3 K-1

体 積 エ ネ ル ギ ー ジュール毎立方メートル J/m3 m-1 kg s-2

電 界 の 強 さ ボルト毎メートル V/m m kg s-3 A-1

電 荷 密 度 クーロン毎立方メートル C/m3 m-3 s A
表 面 電 荷 クーロン毎平方メートル C/m2 m-2 s A
電 束 密 度 ， 電 気 変 位 クーロン毎平方メートル C/m2 m-2 s A
誘 電 率 ファラド毎メートル F/m m-3 kg-1 s4 A2

透 磁 率 ヘンリー毎メートル H/m m kg s-2 A-2

モ ル エ ネ ル ギ ー ジュール毎モル J/mol m2 kg s-2 mol-1

モルエントロピー, モル熱容量ジュール毎モル毎ケルビン J/(mol K) m2 kg s-2 K-1 mol-1

照射線量（Ｘ線及びγ線） クーロン毎キログラム C/kg kg-1 s A
吸 収 線 量 率 グレイ毎秒 Gy/s m2 s-3

放 射 強 度 ワット毎ステラジアン W/sr m4 m-2 kg s-3=m2 kg s-3

放 射 輝 度 ワット毎平方メートル毎ステラジアン W/(m2 sr) m2 m-2 kg s-3=kg s-3

酵 素 活 性 濃 度 カタール毎立方メートル kat/m3 m-3 s-1 mol

表４．単位の中に固有の名称と記号を含むSI組立単位の例

組立量
SI 組立単位

名称 記号

面 積 平方メートル m2

体 積 立方メートル m3

速 さ ， 速 度 メートル毎秒 m/s
加 速 度 メートル毎秒毎秒 m/s2

波 数 毎メートル m-1

密 度 ， 質 量 密 度 キログラム毎立方メートル kg/m3

面 積 密 度 キログラム毎平方メートル kg/m2

比 体 積 立方メートル毎キログラム m3/kg
電 流 密 度 アンペア毎平方メートル A/m2

磁 界 の 強 さ アンペア毎メートル A/m
量 濃 度 (a) ， 濃 度 モル毎立方メートル mol/m3

質 量 濃 度 キログラム毎立方メートル kg/m3

輝 度 カンデラ毎平方メートル cd/m2

屈 折 率 (b) （数字の）　１ 1
比 透 磁 率 (b) （数字の）　１ 1

組立量
SI 組立単位

表２．基本単位を用いて表されるSI組立単位の例

名称 記号
他のSI単位による

表し方
SI基本単位による

表し方
平 面 角 ラジアン(ｂ) rad 1（ｂ） m/m
立 体 角 ステラジアン(ｂ) sr(c) 1（ｂ） m2/m2

周 波 数 ヘルツ（ｄ） Hz s-1

ントーュニ力 N m kg s-2

圧 力 , 応 力 パスカル Pa N/m2 m-1 kg s-2

エ ネ ル ギ ー , 仕 事 , 熱 量 ジュール J N m m2 kg s-2

仕 事 率 ， 工 率 ， 放 射 束 ワット W J/s m2 kg s-3

電 荷 , 電 気 量 クーロン A sC
電 位 差 （ 電 圧 ） , 起 電 力 ボルト V W/A m2 kg s-3 A-1

静 電 容 量 ファラド F C/V m-2 kg-1 s4 A2

電 気 抵 抗 オーム Ω V/A m2 kg s-3 A-2

コ ン ダ ク タ ン ス ジーメンス S A/V m-2 kg-1 s3 A2

バーエウ束磁 Wb Vs m2 kg s-2 A-1

磁 束 密 度 テスラ T Wb/m2 kg s-2 A-1

イ ン ダ ク タ ン ス ヘンリー H Wb/A m2 kg s-2 A-2

セ ル シ ウ ス 温 度 セルシウス度(ｅ) ℃ K
ンメール束光 lm cd sr(c) cd

スクル度照 lx lm/m2 m-2 cd
放射性核種の放射能（ ｆ ） ベクレル（ｄ） Bq s-1

吸収線量, 比エネルギー分与,
カーマ

グレイ Gy J/kg m2 s-2

線量当量, 周辺線量当量,
方向性線量当量, 個人線量当量

シーベルト（ｇ） Sv J/kg m2 s-2

酸 素 活 性 カタール kat s-1 mol

表３．固有の名称と記号で表されるSI組立単位
SI 組立単位

組立量

名称 記号 SI 単位で表される数値

バ ー ル bar １bar=0.1MPa=100 kPa=105Pa
水銀柱ミリメートル mmHg １mmHg≈133.322Pa
オングストローム Å １Å=0.1nm=100pm=10-10m
海 里 Ｍ １M=1852m
バ ー ン b １b=100fm2=(10-12cm)  =10-28m22

ノ ッ ト kn １kn=(1852/3600)m/s
ネ ー パ Np
ベ ル Ｂ

デ シ ベ ル dB       

表８．SIに属さないが、SIと併用されるその他の単位

SI単位との数値的な関係は、
　　　　対数量の定義に依存。

名称 記号

長 さ メ ー ト ル m
質 量 キログラム kg
時 間 秒 s
電 流 ア ン ペ ア A
熱力学温度 ケ ル ビ ン K
物 質 量 モ ル mol
光 度 カ ン デ ラ cd

基本量
SI 基本単位

表１．SI 基本単位

名称 記号 SI 単位で表される数値

エ ル グ erg 1 erg=10-7 J
ダ イ ン dyn 1 dyn=10-5N
ポ ア ズ P 1 P=1 dyn s cm-2=0.1Pa s
ス ト ー ク ス St 1 St =1cm2 s-1=10-4m2 s-1

ス チ ル ブ sb 1 sb =1cd cm-2=104cd m-2

フ ォ ト ph 1 ph=1cd sr cm-2 =104lx
ガ ル Gal 1 Gal =1cm s-2=10-2ms-2

マ ク ス ウ エ ル Mx 1 Mx = 1G cm2=10-8Wb
ガ ウ ス G 1 G =1Mx cm-2 =10-4T
エルステッド（ ａ ） Oe 1 Oe　  (103/4π)A m-1

表９．固有の名称をもつCGS組立単位

（a）３元系のCGS単位系とSIでは直接比較できないため、等号「　　 」

　　 は対応関係を示すものである。

（第8版，2006年）

乗数 名称 名称記号 記号乗数




