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The 2023 Symposium on Nuclear Data was held at Tokai Industry and Information Plaza "iVil" on 
November 15-17, 2023. The symposium was organized by the Nuclear Data Division of the Atomic Energy 
Society of Japan (AESJ) in cooperation with Radiation Engineering Division of AESJ, North Kanto Branch 
of AESJ, Investigation Committee on Nuclear Data in AESJ, Nuclear Science and Engineering Center of 
Japan Atomic Energy Agency, and High Energy Accelerator Research Organization. 

In the symposium, tutorials " Overview of the nuclear data processing code, FRENDY version 2 " was 
proposed and held. two sessions of lectures and discussions were held: "Recent Topics on Nuclear Data and 
Particle and Heavy Ion Transport code System (PHITS)". In addition, recent research progress on 
experiments, nuclear theory, evaluation, benchmark, and applications were presented in the poster session. 
The total number of participants was 108 participants. Each oral and poster presentation was followed by an 
active question and answer session. This report consists of a total of 36 papers including 17 oral and 19 poster 
presentations. 

Keywords: Nuclear Data Symposium 2023, Experiments, Nuclear Theory, Nuclear Data Evaluation, 
Benchmark Test, Nuclear Data Applications, PHITS 

* 1 Kyushu University
Organizers: Yosuke IWAMOTO (Chair, JAEA), Jun-ichi HORI (Vice-chair, Kyoto Univ.), Atsushi KIMURA 
(JAEA), Cheol Ho Pyeon (Kyoto Univ.), Shin-ichiro MEIGO (JAEA), Hideaki OTSU (RIKEN), Takanori 
KITADA (Osaka Univ.), Masayuki AIKAWA (Hokkaido Univ.), Toshiya SANAMI (KEK), Chikako 
ISHIZUKA (Tokyo Tech.), Nobuhiro SHIGYO (Kyushu Univ.), Tatsuhiko Sato (JAEA), So KAMADA 
(NMRI) 

i



JAEA-Conf 2024-002 
INDC(JPN)-0211 

2023年度核データ＋PHITS合同研究会報告集 
2023年 11月 15日～17日 

東海村産業・情報プラザ「アイヴィル(iVil)」 

日本原子力研究開発機構� 原子力科学研究所� 原子力基礎工学研究センター 

（編）執行� 信寛*、古田� 琢哉、岩元� 洋介 

(2024年 7月 12日受理) 

� 2023 年度核データ研究会は、2023 年 11 月 15 日〜17 日に、東海村にある東海村産業・情報プ
ラザ「アイヴィル(iVil)」にて開催された。本研究会は、日本原子力学会核データ部会が主催、日
本原子力学会放射線工学部会、日本原子力学会北関東支部、日本原子力学会「シグマ」調査専門

委員会、日本原子力研究開発機構原子力基礎工学研究センター、高エネルギー加速器研究機構が

共催した。 
チュートリアルとして、「核データ処理コード FRENDY 第二版の概要」を、講演・議論のセッ

ションとして、「核データに関する最近の話題と粒子・重イオン輸送計算コード PHITS」の 2セッ
ションを実施した。さらにポスターセッションでは実験、理論、評価、ベンチマーク、応用など

幅広い内容について発表が行われた。参加者数は 108 名で、それぞれの口頭発表およびポスター
発表では活発な質疑応答が行われた。本報告書は、本研究会における口頭発表 17件、ポスター発
表 19件の合計 36の論文を掲載している。 

キーワード: 2023年度核データ研究会、実験、原子核理論、核データ評価、ベンチマークテスト、
核データ応用、PHITS 

原子力科学研究所：〒319-1195� 茨城県那珂郡東海村大字白方 2-4 
*1九州大学

2023年度核データ研究会実行委員会： 
岩元洋介 (委員長、原子力機構)、堀順一 (副委員長、京都大学)、木村敦 (原子力機構)、 
卞哲浩 (京都大学)、明午伸一郎 (原子力機構)、大津秀暁 (理化学研究所)、北田孝典 (大阪大学)、 
合川正幸 (北海道大学)、佐波俊哉 (高エネルギー加速器研究機構)、石塚知香子 (東京工業大学)、 
執行信寛 (九州大学)、佐藤達彦 (原子力機構)、鎌田創 (海上技術安全研究所) 
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23. 超前⽅散乱⾓における中性⼦弾性散乱の測定と PHITS による中性⼦遮蔽計算 ꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏ133 

中⽥智也 (京都⼤学) 他 

24. 209Bi の光核反応断⾯積データの評価 の光核反応断⾯積データの評価 ꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏ139 

NGUYEN Thi Hong Thuong (総合研究⼤学院⼤学) 他  

25. 100MeV/u 12C ビーム⼊射荷電粒⼦⽣成⼆重微分断⾯積の測定 ꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏ144 
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26. 理研 BigRIPS での 238U ビームからの Np 同位体の⽣成 ꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏ150 

福嶋知隼 (東京都市⼤学) 他 

27. ⾼放射性核種 90Sr の陽⼦・重陽⼦⼊射反応による同位体⽣成とその縦⽅向運動量分布に対する
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杉原健太 (⾼エネ研、総合研究⼤学院⼤学) 他 

29. 重陽⼦加速器中性⼦源を⽤いた医療⽤ RI 製造量増加を⽬的とした C/Be 複合コンバータの設計
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30. 硬化セメントペーストの中性⼦⼩⾓散乱と中性⼦透過率 ꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏꞏ174 
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Lunch break (12:00 - 13:00) 

(13:00 - 14:50) Convener: Chikako ISHIZUKA (Tokyo Institute of Technology) 

13:00 Features of the Supercritical Water-cooled Reactor (SCWR) and the Reactor Physics Issues 

Akinori YAMAJI (Waseda University) 

13:30 Overview and Future of JENDL-5 

Osamu IWAMOTO (JAEA) 

14:00 Experiments for Nuclear Data Using RCS at J-PARC and HiRadMat at CERN 
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14:30 Activities of Investigation Committee on Nuclear Data of AESJ 
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Improving Accuracy of Fission Product Yields by Bayesian Neural Network 
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4-D Langevin Trajectory Analysis Using Machine Learning 
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Study of INC Model for alpha-Induced Reaction at 230 MeV/u 
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Calculation of Fission Fragment Yields for thermal neutron reaction of 239Pu 
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Neutron Total and Capture Cross Section Measurements of natEr at ANNRI 

Gerard ROVIRA (JAEA) 

Measurement of the Very-forward-angle Neutron Elastic Scattering and PHITS Simulation for 

Neutron Shielding 
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Evaluation of Photonuclear Reaction Data 209Bi at 13 and 17 MeV Photon Energy 

Thuong Thi Hong NGUYEN (SOKENDAI) 

Measurement of Double Differential Cross Sections of Charged Particles Produced by 100 MeV/u 
12C Beam Nuclear Reactions 

Ryota IKOMA (Kyushu University) 
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Friday, November 17 

Opening Address and recent status of PHITS (13:30 - 13:40) Tatsuhiko SATO (JAEA) 

(09:50 - 10:50) Convener: Shintaro HASHIMOTO (JAEA) 

09:50 Current Development Status of Simulation Code for Physical and Chemical Processes in PHITS 

Yusuke MATSUYA (Hokkaido University) 

10:10 Details of the PHIG-3D’s Visualization Functions 

Seiki OHNISHI (National Marine Research Institute) 

10:30 Geometry Design of Complex Entities into the PHITS Computational Space by using 3D-CAD/CG 

and Solid Meshing 

Minoru SAKAMA (Tokushima University) 

Break (10:50 - 11:00) 

(11:00 - 12:00) Convener: Takuya FURUTA (JAEA) 

11:00 A Proposal for the Development of Boron Neutron Capture Therapy Agents based on Simulation 

Studies using PHITS Microdosimetry 

Takafumi SHIGEHIRA (Okayama University) 

11:20 Simulation Analysis of Cosmic Ray Muon Penetrating Subsurface of Huge Mountain 

Shoichi NAKAMURA (University of Yamanashi) 

11:40 Fundamental study on responsiveness of gel dosimeters to carbon-ion beams and applicability of 

measurement of three dimensional dose distribution 

Masumitsu TOYOHARA (Toshiba Energy Systems & Solutions Corporations) 

Lunch break (12:00 - 13:00) 

(13:00 - 15:00) Convener: Tatsuhiko OGAWA (JAEA) 

13:00 Nuclear heating and damage data in JENDL-5 neutron ACE file 

Chikara KONNO (JAEA) 

13:20 Simulation of aluminum activation experiment at CERN/CHARM 

Tsuyoshi KAJIMOTO (Hiroshima University) 

13:40 Test of 107Pd transmutation with macroscopic quantities 

Yasuto MIYAKE (RIKEN) 

14:00 Design of radiation shield for RI production beam line by PHITS 

Atsuko AKASHIO (RIKEN) 

14:20 Calculation of the Skyshine Radiation Measurement Experiment in Kansas by PHITS 

Yusuke YASUNO (Mitsubishi Nuclear Fuel Co. Ltd.) 
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Relationship with JENDL and Expectations for Possibilities of Opening up Nuclear Data 

Tokio FUKAHORI 
Japan Atomic Energy Agency 

fukahori.tokio@jaea.go.jp 

abstract 
The author has been keeping relationship with Japanese Evaluated Nuclear Data Library for 
around 38 years. During this period, he has been contributing code developments, for 
example, Preequilibrium Nuclear Reaction Calculation Code (ALICE-F) and Particle and 
Heavy Ion Transport Code System (PHITS). The author has also been assisting for EXFOR 
activities, and promoting Evaluated Nuclear Data Processing Code (FRENDY) and 
Multiphase Multicomponent Detailed Thermal Fluid Analysis Code (JUPITER). In this 
paper, introduced are the outline of the author’s works. Also reported are the author’s 
perspective and challenge for the future form of nuclear data. 

1. Introduction
The author has been keeping relationship with nuclear data activities including Japanese 

Evaluated Nuclear Data Library (JENDL)[1-11] for around 38 years. During this period, He has been 
contributing code developments, for example, Preequilibrium Nuclear Reaction Calculation Code 
(ALICE-F)[12] for intermediate energy nuclear data evaluation and Particle and Heavy Ion Transport 
Code System (PHITS)[13] following the study on the quantum molecular dynamics (QMD). The author 
has also been assisting for EXFOR activities as an adviser and data implementation, promoting 
Evaluated Nuclear Data Processing Code (FRENDY)[14] for contribution as a bridge between evaluated 
nuclear data files and reactor physics applications, and also promoting Multiphase Multicomponent 
Detailed Thermal Fluid Analysis Code (JUPITER)[15] for an analysis on the accident progress of 
TEPCO Fukushima Daiichi Nuclear Power Station. In this paper, introduced are the outline of the 
author’s work topics. Also reported are his perspective and challenge for consideration on the future 
form of nuclear data supply. 

2. Works at JAERI and JAEA
2.1 Research on nuclear data evaluation and file production 

The first work at the nuclear data center was improvement of optical and statistical nuclear 
reaction calculation code, CASTHY[16]. Measurements and analyses of double-differential cross 
section (DDX) have been done for JENDL Fusion File[6]. Activation cross sections have been also 
measured.  

2.
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Relating to intermediate nuclear data, improvement of ALICE-F code and study on high-
energy fission reaction have been carried out for JENDL High Energy File[7-9,12]. The ALICE-F code 
was also used for photonuclear data evaluation for JENDL Photonuclear Data File[10,11]. The method 
for direct calculation of primary knock-on atom (PKA) from nuclear data files was proposed for JENDL 
PKA/KERMA File whose application was radiation damage of reactor structural materials. This work 
also contributed for the standard enacted by International Organization for Standardization (ISO). 
Results studied on QMD, photonuclear reaction and PKA/KERMA were used in PHITS code. 
Expansion of fission yields into the intermediate energy also performed by using the 5 Gaussian model. 

2.2 International Collaboration 
In 1989, the author was dispatched to the National Nuclear Data Center (NNDC) at 

Brookhaven National Laboratory (BNL) in US for 1.5 years, to investigate on intermediate nuclear data 
evaluation. It was the first time to visit abroad by business trip and was the start of the JENDL High 
Energy File. 

For the collaboration through the international organization, the author visited International 
Atomic Energy Agency (IAEA), OECD Nuclear Energy Agency (NEA) and the International Science 
and Technology Center (ISTC). At IAEA, he joined to the Coordinated Research Projects (CRP) on the 
Reference Input Parameter Library (RIPL 1-3), the photonuclear data evaluation, the fission product 
yields, etc. He also attended the international nuclear data committee (INDC) and the Nuclear Reaction 
Data Center (NRDC) meetings, and the advisory group, consultants and technical meetings. At 
OECD/NEA, the author contributed to the Nuclear Science Committee (NSC), especially to the Working 
Party on International Nuclear Evaluation Cooperation (WPEC). The author contributed to ISTC as the 
collaborator for the projects with the Petersburg Nuclear Physics Institute (PNPI) and the Institute of 
Physics and Power Engineering (IPPE), and the chair of Science Advisory Committee (SAC). 

As the collaborator on JAEA-CEA bilateral collaboration, the author coordinate in the fields 
of Nuclear Science and Fukushima. As the research exchange program (1992-2000), the author visited 
to Korea, People Republic of China, Vietnam, Thailand, Malesia, Indonesia and Bangladesh, where he 
made lecture about nuclear data activities. He also worked as the secretariat of International Conference, 
for example, ND1988, ND2001, ICRS1999 and PHYISOR2014. 

2.3 Domestic Collaboration 
Domestic collaboration has been done mainly through Atomic Society of Japan (AESJ). The 

nuclear data collaboration through Sigma Committee, which official name has been changed several 
times, has been done for over 35 years, especially as a chair (2019-2022). It through the Nuclear Data 
Subcommittee is also still continuing, and the author appointed its chair during 2015-2018. Other 
contributions for AESJ were as a member of the Editorial Board, the Public Information, Subcommittee 
Administration Committee, etc. Secretariat of the Symposium on Nuclear Data was done in 1993-2004 
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Detailed Thermal Fluid Analysis Code (JUPITER)[15] for an analysis on the accident progress of 
TEPCO Fukushima Daiichi Nuclear Power Station. In this paper, introduced are the outline of the 
author’s work topics. Also reported are his perspective and challenge for consideration on the future 
form of nuclear data supply. 

2. Works at JAERI and JAEA
2.1 Research on nuclear data evaluation and file production 

The first work at the nuclear data center was improvement of optical and statistical nuclear 
reaction calculation code, CASTHY[16]. Measurements and analyses of double-differential cross 
section (DDX) have been done for JENDL Fusion File[6]. Activation cross sections have been also 
measured.  
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as JAERI meetings and in 2006-2007 as AESJ ones. 
The author also collaborated with the Japanese Atomic Power Company on decommissioning 

and dismantling of nuclear power plants, with Tokyo Tech. and Hokkaido U. by J-PARC/ANNRI 
construction and experiments and with RIKEN in the nuclear physics fields. The author made lectures 
as a guest professor at universities, Hokkaido, Tohoku, Ibaraki, Tsukuba, Tokyo, Tokyo Tech., Waseda, 
Tokyo City, Fukui, Kyoto (KUR), Osaka, Konan, Kyushu, etc. 

3. Future Appearance of Nuclear Data
3.1 Perspective for Future Evaluated Nuclear Data Service 

“Is it OK to use the current library format?” is long-term question to producer of evaluated 
nuclear data files. What form should it take, if change? What is the feedback from applied fields? The 
author thinks two of important subjects are considered as expansion of applicable fields and reduce 
response time (timely delivery).  

For above purpose, the author was thinking about Collaborative International Evaluated 
Library Organization (CIELO, WPEC/SG-40), Generalized Nuclear Data (GND, WPEC/EG-B) and 
TENDL[17] approaches. The CIELO approach can solve resource shortage. However, the property is 
strongly depended on the base evaluated file. The GND approach says the file is human readable, but 
who wants to see covariance data from text files. In addition, files like ENDF, ENSDF, EXFOR, etc. 
could not be unified. The TENDL approach can storage as many as data so as to include infinite 
combination of projectile and target nucleus by keeping model parameters. The author thinks the 
TENDL approach is close to the ideal appearance and good for an artificial interagency application. 
Unfortunately, however, this is not always given good data accuracy. 

3.2 What is Advanced Nuclear Data File? 
In the real world, evaluated nuclear data files should have good cost (resource) performance, 

effectiveness and needs matching. The producers always think “Seeds see needs”, for everything, 
anywhere, anytime.  

For this, calculated results by nuclear data evaluation codes must increase its utilization rate 
of reproducibility of the files, expand of applicable fields and reduce response time. It should also be 
needed high precision theory and models with reducing parameters and/or comprehensive maintenance 
of parameters.  

In addition, the relation between nuclear data and their applications is important. For example, 
it with reactor physics fields is shown in Fig.1. Theory/model of nuclear physics is applied for nuclear 
data evaluation with experimental data, evaluators give the results into files, the libraries is processed 
from the files and served to end users. In this process, many of experimental facility and codes can used 
for production, verification and validation. However, feedback loops both between nuclear physics and 
nuclear data evaluation, and between nuclear data producers and reactor physicists are closed in their 
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small cycles, at this moment. The author thinks enlarging the loop size and related tool development are 
necessary. In the next chapter, proposal by the author is introduced as trial activity. 

4. CCOne-driven Nuclear Data Library (CCONDL) Project
Figure 2 shows the basic concept of nuclear data evaluation scheme. In general, the nuclear 

evaluation is performed through model calculation code with the verification by differential (nuclear 
physics) experimental data. The calculated results are summarized into evaluated nuclear data file and 
validated by integral (reactor physics) experiments. The models are integrated into the code and 
evaluation can be done by adjusting model parameters to reproduce experimental data. However, the 
calculated results do not always reproduce all experimental data. The author defines this 
“reproducibility”. He also estimates the reproducibility is achieved about 30% at most currently. 

For giving evaluated nuclear data by only evaluation codes, it could be necessary that the 
reproducibility be achieved more than 80%. So, the author proposes the “CCONDL Project” so that 
evaluated code can produce evaluated file. The CCONDL is based on CCONE, the best model 
parameters and precise theory/models. The CCONDL can serve timely nuclear data. After accumulation 
of individual nuclear data, the integral nuclear data can be released as evaluated nuclear data file, like 
as snap shot. For this purpose, the first step is improvement of the CCONE code and its model 
parameters so as to reproduce JENDL-5 more than 80%. 

5. Summary
Have you heard about the Business Continuation Plan (BCP)? It is necessary for the certain 

organization to be sustainable. Probably we already know the resources are not increased here after, 
rather decreased. How about the nuclear data continuation plan (NDCP). Please consider it.  
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Accurate estimation of uncertainties, induced by those of nuclear data through error propagation, 
of quantities calculated by neutron transport calculation is crucially important for Verification and 
Validation (V&V) of design and safety analysis of nuclear systems. In this paper, uncertainty in 
neutron dose after penetrating a 3-m-thick concrete with 235U thermal fission neutron source was 
estimated based on three different kinds of Total Monte Carlo methods under random sampling 
methodology. A thousand random nuclear data files were generated for 28Si by T6 by perturbing 
underlying model parameters. In the first method, these files were used directly to yield processed 
library preserving all the correlations among different physical quantities. In the second method, a  
covariance file in the ENDF-6 format was generated and 1000 random files were produced based on 
the covariance file. In the third method, the random files populated by T6 were used  but the angular 
distribution data were kept fixed to non-perturbed nominal ones. It was found that the second and 
third methods gave equivalent variance of the neutron dose after deep penetration of a concrete, and 
this uncertainty was larger than the uncertainty given by the first method. It shows that the positive 
correlation between total cross section and angular distribution of elastic scattering, which stems from 
Wick’s inequality derived from the optical theorem affects uncertainty of the calculated neutron dose. 
The correlation of uncertainties of such different quantities is not represented properly in the ENDF-
6 format, hence this correlation is normally ignored. It could be concluded that the uncertainty 
obtained by using the covariance files given in the ENDF-6 format may not give correct results for 
the uncertainty of deep neutron penetration calculation. 

1. Introduction
Accurate estimation of uncertainty in the propagation of errors in the reactor physics quantities 

obtained from neutron transport calculations due to nuclear data uncertainty is of great importance for 
the Verification and Validation (V&V) of nuclear system design and safety analysis. Typically, such an 
error propagation is calculated through a covariance file specified for nuclear data in ENDF-6 format [1]. 

3.
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In the field of reactor physics, the generalized perturbation method using the transport equation and its 
adjoint equation and cross section covariance is applied to sensitivity analysis such as effective 
multiplication factor. 

Although its application to shielding and activation analyses has been attempted, several problems 
exist in accurately evaluating error propagation in neutron current fields because the ENDF-6 format 
cannot represent all possible correlations of uncertainties that may exist in nuclear data. The treatment of 
incomplete data, i.e., correlations between different reactions (including correlations between the angular 
distribution of elastic scattering and the total cross section), is a challenging task.   

From the perspective of utilizing nuclear data covariance, we have developed a new uncertainty 
analysis method which can solve this problem. In this paper, we will discuss the importance of the 
correlation between cross section and angular distribution while showing an application example of the 
evaluation of neutron dose uncertainty for 28Si nuclear data in a thick concrete penetration problem [2]. 

2. Treatment of nuclear data errors
Needless to say, the evaluated nuclear data contain the most probable evaluation data, but the 

evaluator also evaluates errors in the experimental values and uncertainties in the theoretical calculation, 
and stores the error data in covariance files (MF30-40) of the ENDF-6 format. Using this covariance files 
and the generalized perturbation method, it is possible to calculate the error propagation from the cross 
section error to the reactor physics quantity of interest.  

However, the evaluated nuclear data libraries of JENDL-4.0 [3] and JENDL-5 [4] do not contain 
covariance files for all nuclides, and even for nuclides that are stored, only some data are stored as shown 
in Table 1, and not all covariance data have been evaluated. The treatment of these incomplete data is an 
issue to be addressed in the future. For 28Si, which is the focus of this study, there is no covariance data 
in JENDL-4.0 or JENDL-5. 

Table 1. ENDF-6 format and covariance data stored in the evaluated nuclear data library.  
MF number Types of covariance data 

30 Data covariances obtained from parameter covariances and sensitivities (not applicable) 
31 Covariances of average number of neutrons per fission 𝜈̅𝜈 
32 Covariances of resonance parameters 
33 Covariances of neutron cross sections (no correlation between different reactions) 
34 Covariances for angular distributions of secondary neutrons (MT=2, only P1) 
35 Covariances for energy distributions of secondary neutrons (only MT=18) 
40 Covariances for production of radioactive nuclei (not applicable) 

3. Uncertainty analysis method
To evaluate the uncertainty of the cross section even when no error data are stored in the evaluated 

nuclear data, and to evaluate the error propagation to the reactor physics by considering the correlation 
between different reactions and the angular and energy distribution of secondary neutrons, a method 
combining T6 [5] and the Total Monte Carlo (TMC) method [6], which follows the flow shown in Figure 
1 was developed. If covariance data are stored in the evaluated nuclear data library, SANDY [7] can be 
used to connect to the TMC method. 
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6 format, hence this correlation is normally ignored. It could be concluded that the uncertainty 
obtained by using the covariance files given in the ENDF-6 format may not give correct results for 
the uncertainty of deep neutron penetration calculation. 
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Figure 1. Flow of uncertainty analysis method. [2] 

(1) After reproducing cross sections of evaluated nuclear data (JENDL-4.0 was adopted as the 
reference library in this study) using T6, 1,000 random nuclear data files were generated by randomly 
perturbed various model parameters (solid line in Fig. 1). T6 is a set of cross section calculation modules, 
and the reason for using it is that it can be obtained complement information on correlations between 
different reactions and correlations between angular and energy distributions of secondary neutrons for 
which covariance data do not exist in evaluated nuclear data. Even in the absence of any covariance data, 
it is possible to produce error data consistent with the evaluated cross sections by reproducing the 
evaluated cross sections as much as possible. In the field of reactor physics, there are sometimes cases 
where other covariance data such as ENDF/B-VIII [8] are used for nuclides for which there is no 
covariance in JENDL-4.0. However, the use of error data with different evaluation policies and cross 
section values is not physically and logically consistent. In addition, the TEFAL module of T6 can create 
covariance files using data from 1,000 random files. 

(2) Second, we performed TMC calculation using 1,000 random files generated from nuclear data 
with covariance using SANDY (dashed line in Fig. 1). SANDY is a code developed at MOL in Belgium 
that can generate arbitrary multiple random files from nuclear data with covariance using a modified 
Cholesky decomposition. However, SANDY adopts NJOY [9] as an external engine, covariance data 
processing is limited to the processing functions of ERRORR in NJOY.  

(3) Third, for comparison, we generated 1,000 random nuclear data files based on the 1,000 random 
nuclear data files generated in (1) above, without considering the perturbation of the angular distribution 
of secondary neutrons for elastic scattering (MF4, MT2) and fixed to the nominal data, and performed 
the TMC calculation (as indicated “MF4 no perturbed”) (dotted line in Fig. 1). 

(4) Using each of the 1,000 random files, we calculated the expected value and variance (standard 
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deviation) of the physical quantity of interest. The solver used in TMC is configured by the user by 
combining the calculation codes that yield the physical quantity of interest. In other words, the user can 
select the solver best suited for the analysis of interest. 

The basic idea of obtaining covariance (error) in T6 is to consider that the input parameters used by 
TALYS for calculations and the resonance parameters of the nuclear data read by TARES each have 
uncertainty. The values of the input parameters and resonance parameters are each randomly perturbed 
within a certain distribution, a number of slightly different cross sections (random files) are calculated, 
and these many random files are statistically processed to calculate the covariance. The authors use d the 
convergence of the correlation matrix as a criterion for determining the total number of random files. 
Generally, the convergence of the variance was faster than the convergence of the correlation matrix, and 
the convergence of the correlation matrix was almost satisfied with 500 random files, but 1,000 was set 
as the standard in consideration of statistical errors. The convergence of this correlation matrix was 
confirmed for each reaction. 

Figure 2 shows a comparison of the 28Si total cross sections generated by the random calculation of 
T6 (gray line) with the reference JENDL-4.0 (red line). Figure 3 shows the correlation matrix of the 28Si 
cross sections generated by the random calculation of T6 for each reaction. The conventional covariance 
file does not store correlations between different reactions. By using T6, the correlation matrices between 
different reactions can be estimated, and TMC can directly reflects these correlations in transport 
calculations. 

Figure 2. Comparison of 28Si total cross section (gray line) generated by random calculation of T6 and 
JENDL-4.0 (red line) [2]. The lower figure is an enlarged partial view of the upper part. 

Figure 1. Flow of uncertainty analysis method. [2] 

(1) After reproducing cross sections of evaluated nuclear data (JENDL-4.0 was adopted as the 
reference library in this study) using T6, 1,000 random nuclear data files were generated by randomly 
perturbed various model parameters (solid line in Fig. 1). T6 is a set of cross section calculation modules, 
and the reason for using it is that it can be obtained complement information on correlations between 
different reactions and correlations between angular and energy distributions of secondary neutrons for 
which covariance data do not exist in evaluated nuclear data. Even in the absence of any covariance data, 
it is possible to produce error data consistent with the evaluated cross sections by reproducing the 
evaluated cross sections as much as possible. In the field of reactor physics, there are sometimes cases 
where other covariance data such as ENDF/B-VIII [8] are used for nuclides for which there is no 
covariance in JENDL-4.0. However, the use of error data with different evaluation policies and cross 
section values is not physically and logically consistent. In addition, the TEFAL module of T6 can create 
covariance files using data from 1,000 random files. 

(2) Second, we performed TMC calculation using 1,000 random files generated from nuclear data 
with covariance using SANDY (dashed line in Fig. 1). SANDY is a code developed at MOL in Belgium 
that can generate arbitrary multiple random files from nuclear data with covariance using a modified 
Cholesky decomposition. However, SANDY adopts NJOY [9] as an external engine, covariance data 
processing is limited to the processing functions of ERRORR in NJOY.  

(3) Third, for comparison, we generated 1,000 random nuclear data files based on the 1,000 random 
nuclear data files generated in (1) above, without considering the perturbation of the angular distribution 
of secondary neutrons for elastic scattering (MF4, MT2) and fixed to the nominal data, and performed 
the TMC calculation (as indicated “MF4 no perturbed”) (dotted line in Fig. 1). 

(4) Using each of the 1,000 random files, we calculated the expected value and variance (standard 
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Figure 3. Correlation matrix and relative standard deviation for each reaction of the 28Si cross section 
generated with T6 [2]. The 199 energy group structure in VITAMIN-B6 [10] was adopted.

4. Application to deep neutron penetration problem containing 28Si
Error evaluation due to cross section uncertainty in neutron transmission problems is important for 

shielding safety analysis and evaluation of activation activity for decommissioning. Here, t he error 
propagation due to the uncertainty of the 28Si cross section to the neutron dose from the deep penetration 
of concrete was calculated using a one-dimensional spherical model shown in Figure 4. The left boundary 
is the reflection condition and the right boundary is the vacuum condition. The source is a U-235 fission 
neutron spectrum uniformly distributed in the first 100 cm air layer.

The group constants of the VITAMIN-B6 199 energy group structure [10] for each of the three types 
of 1,000 sets were generated using NJOY2016 [11] and TRANSX-V2 [12], and the neutron transmission 
problem was calculated with the one-dimensional Sn transport code ANISN [13] (P5S16) to compare the 
expected neutron dose and the standard deviation obtained from the variance.

Figure 4. ANISN neutron transport calculation geometry.
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The results are shown in Figure 5, which compares the neutron dose distributions of T6, SANDY, 
and MF4 no-perturbed obtained by TMC. The expected dose values were almost the same for the three, 
but the standard deviations were different. Figure 6 shows an enlarged image of the standard deviation 
distribution. The result of fixing the angular distribution of elastic scatter ing (MF4, MT2) to the nominal 
data without considering the perturbation (MF4 no perturbed) gave almost the same results with SANDY. 
SANDY basically refers to the information in covariance files MF32, MF33 and MF34 created in T6, but 
covariance data processing uses ERRORR in NJOY. In other words, since ERRORR cannot process the 
higher-order moments of the angular distribution of secondary neutrons in MF34, the result was similar 
to that obtained by fixing the angular distribution of secondary neutrons to the nominal data (MF4 no 
perturbed). On the other hand, TMC, which directly uses the random file generated by T6, takes into 
account all perturbations in the angular distribution of secondary neutrons.  
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neutron spectrum uniformly distributed in the first 100 cm air layer.

The group constants of the VITAMIN-B6 199 energy group structure [10] for each of the three types 
of 1,000 sets were generated using NJOY2016 [11] and TRANSX-V2 [12], and the neutron transmission 
problem was calculated with the one-dimensional Sn transport code ANISN [13] (P5S16) to compare the 
expected neutron dose and the standard deviation obtained from the variance.

Figure 4. ANISN neutron transport calculation geometry.
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Figure 6. Standard deviation of neutron dose rate for T6, SANDY and MF4 no perturbed. (enlarged 
image) 

As the optical theorem clearly shows, there is a positive correlation between the total cross section 
and the forward elastic scattering cross section, which is expressed by Wick's inequality (also called 
Wick's limit) [14] shown in the following equation. 

Optical theorem: 𝐼𝐼𝐼𝐼𝐼𝐼(0) = 𝑘𝑘
4𝜋𝜋 𝜎𝜎𝑡𝑡��� → �𝜎𝜎𝑒𝑒𝑙𝑙(0) = |𝑓𝑓(0)|2 ≥ ( 𝑘𝑘

4𝜋𝜋 𝜎𝜎𝑡𝑡)
2

(1) 

where 𝜎𝜎𝑒𝑒𝑒𝑒(0), 𝜎𝜎𝑡𝑡 and k denote elastic scattering cross section at 0 degree, total cross section and
wave number of incident neutron, respectively. 

Figure 7 shows the correlation between total cross sections and elastic scattering cross sections in 
the 0-degree direction from 1,000 random files generated by T6. The incident neutron energies are 2.2 
MeV and 14 MeV. The black dots are for the T6 random data, and the red dots show the result of 
neglecting the correlation of the angular distribution of elastic scattering (MF4 no perturbed). It is clear 
from this figure that there is a strong positive correlation between the total cross section and the elastic 
scattering cross section at 0 degrees, but this correlation is reduced when the perturbation of the angular 
distribution of secondary neutrons is ignored. At the incident neutron energy of 14 MeV, the latter 
correlation almost disappears. 

Figure 7. Correlation between the total cross section and the elastic scattering cross section in the 0 
degree direction of 1,000 random data generated by T6. [2] 
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As shown in Figure 8, the forward elastic scattering cross section changes to cancel out the change 
in neutron transmission due to the change in the total cross section due to parameter perturbation, so the 
perturbations in the total cross section and the differential scattering cross section cancel each other out. 
It was shown that the standard deviation of the neutron dose rate decreases when this is taken into account. 
It has become clear that uncertainty in the angular distribution of secondary neutrons must be taken into 
account for accurate error evaluation of neutron current fields such as deep penetration problems. 

Figure 8. Relationship between total cross section, forward elastic scattering cross section, and neutron 
transmission rate. 

5. Conclusion
The newly developed uncertainty analysis method is a combination of the T6 and the TMC method, 

and it is possible to consider the correlation between the angular distribution of elastic scattering and the 
total cross section, which is difficult to process with the current ENDF-6 format. This method is able to 
build a model and evaluate the propagation of errors of reactor physics quantities due to uncertainties in 
nuclear data. An example of application to the problem of deep penetration of concrete containing 28Si 
was presented, and it was found that the uncertainty in dose rate can be reduced by considering the 
correlation between the angular distribution of elastic scattering and the total cross  section. In the near 
future, it is expected to be applied to many fields such as shielding analysis of space reactors , fusion 
reactors and accelerator-driven systems (ADS). 
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This paper explains the overview of the nuclear data processing code FRENDY version 2. 

1. Overview of FRENDY 2
Nuclear data processing has an important role to connect evaluated nuclear data libraries and 

neutronics calculation codes. JAEA has developed the nuclear data processing code FRENDY since 2013 
to generate a cross section file from an evaluated nuclear data file with a simple input file. FRENDY 
version 1 was released in 20191. It only generates an ACE formatted cross section file2 for the continuous 
energy Monte Carlo calculation codes such as PHITS3, MCNP4, Serpent5, and OpenMC6. After we 
released FRENDY version 1, many functions were implemented such as multi -group cross section file 
generation function7, adaptive setting of background cross section8, resonance upscattering correction9, 
ACE file perturbation10, statistical uncertainty quantification of probability table11, and modification of 
ENDF-612 formatted files13. We released FRENDY version 2 including these new functions in 202213,14. 

2. How to use FRENDY?
FRENDY is an open-source software under 2-clause BSD license15. Everyone can freely use 

FRENDY and implement the modules of FRENDY in their code without any restriction. It can be 
downloaded from the JAEA website16. The references, manual13, and presentation materials of FRENDY 
are available on the JAEA website. If you are interested in FRENDY or nuclear data processing, please 
visit the JAEA website. There are many materials to use FRENDY and study overview of nuclear data 
processing. 

3. Input format of FRENDY
FRENDY can treat two input formats. One is the FRENDY’s original input format. It is very simple 

and it does not require expert knowledge of nuclear data processing. For example, FRENDY can generate 
a cross section file with an evaluated nuclear data file name and processing mode. The other is the NJOY17 
compatible input format. The available NJOY input is MODER, RECONR, BROADR, PURR, UNRESR, 
THERMR, ACER, GROUPR, and MATXSR. 

FRENDY version 2 has original functions to generate a multi-group cross section file, e.g., explicit 
consideration of the resonance interference effect of the compound of different isotopes such as UO 2

7, 
automatic background cross section set with the minimum number of background cross section 8, and 
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resonance upscattering correction9. These functions are only available for the FRENDY’s original input 
format. The sample inputs to use these functions are found in the manual of FRENDY13. These functions 
will improve the prediction accuracy of multi-group neutronics calculation codes. 

4. Future work
We are now developing the heat production cross section calculation function, multi -group 

covariance matrices function, and treatment of the GNDS format18. FRENDY version 3 will be released 
including these functions in the future. 
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Abstract

Surrogate reaction is a method to take neutron-induced nuclear data by populating the
same compound nucleus of interest by nucleon transfer and/or multinucleon transfer (MNT)
reactions using accelerated ion beams. In this approach we can take data for nuclei which are
difficult and/or practically impossible using a neutron beam. In this report, we show results
of fission data using MNT reactions. Among several fission data obtained in our setup, we
introduce fission-fragment mass distributions (FFMDs). In this approach, data for many
fissioning nuclei can be obtained in one measurement, including neutron-rich nuclei. Taking
advantage of the property of MNT reactions which widely distribute excitation-energy in the
compound nucleus, excitation-energy dependence of FFMDs is taken. The results of FFMDs
indicate a strong effects of multichance fission.

1 Introduction

An accelerator-driven subcritical reactor system is one of the method to reduce the amount of
long-lived minor actinides, produced in atomic power plants, by nuclear fission. In this system,
many actinide niclides are produced in neutron-induced reactions and radioactive decay. The
neutron-energy also distributes widely to high energies. In order to realize such a system,
neutron-induced nuclear data for nuclides, including short-lived one, up to high-neutron energies
are required. For short-lived nuclei, taking data using a neutron beam is practically impossible
due to difficulty to prepare target material. Also, the experiments are difficult when one cannot
prepare enough amount of target material with high purity. A surrogate reaction using ion-beam
and available target material is the method to derive neutron-induced nuclear data.

In JAEA we are promoting surrogate reaction study to take neutron-induced fission data us-
ing multinucleon transfer (MNT) reactions [1]. The idea of measurement is shown in Fig. 1. The
accelerated ion beam is bombarded to the target nuclei. The MNT channel, thus the compound
nuclide, is identified by detecting the ejectile nucleus. The excitation energy, correspondingly
incident neutron energy in surrogate reaction, is determined by measuring kinetic energy of
ejectile. The fission fragments are detected by fission-fragment detector. In this setup, we can
take fission cross sections, fission-fragment mass distribution (FFMD) and fission-barrier height.
By mounting neutron-detectors, we can obtain neutron multiplicity accompanied in fission. In
this report experimental data of FFMDs are highlighted.

2 Experimental setup

The setup for MNT-induced fission at the tandem accelerator facility in Tokai is shown in Fig. 2
[2, 3]. The setup consists of a silicon ∆E-E telescope located at forward angle to identify

resonance upscattering correction9. These functions are only available for the FRENDY’s original input 
format. The sample inputs to use these functions are found in the manual of FRENDY13. These functions 
will improve the prediction accuracy of multi-group neutronics calculation codes. 

4. Future work
We are now developing the heat production cross section calculation function, multi -group 

covariance matrices function, and treatment of the GNDS format18. FRENDY version 3 will be released 
including these functions in the future. 
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Figure 1: (Color online) Principle of MNT-induced fission measurement.
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Figure 2: (Color online) Schematic detection set-up (left), and expanded view of the silicon
∆E-E telescope (right).

transfer channel, surrounded by MWPC detectors to detect fission fragments. The ∆E part
of the telescope consists of 12 detectors, where each detector describes an azimuthal sector ϕ
around the beam axis. Typical thickness of the ∆E detectors is 50–75µm. The E detector is an
annular-type, and the ring-shaped strip number defines the scattering angle θ with respect to
the beam direction. Total energy of the ejectile particle is calculated as Esum = ∆E + E. The
energy resolution to determine Esum is ∼1.0MeV FHWM, which corresponds to the uncertainty
in determining the excitation energy of the CN. Figure 3 shows the result of particle identification
in this setup, obtained in the 18O+237Np reaction [4] at a beam energy 80% higher than the
Coulomb barrier. It is found that more than 20 ejectile nuiclides can be identified. From the
information of ejectile species, kinetic energy and trajectory (θ, ϕ), the momentum of the recoil
nucleus and its direction are determined. We assume that the most of the total excitation energy
E∗

tot is taken by the fissioning CN.
To obtain fission data for each compound nucleus, the ∆E-E telescope is combined with

fission detectors. Two fragments are detected in coincidence by either of the two pairs of
MWPCs, and the time difference ∆t(A-D) or ∆t(B-C) are recorded to derive the fragment
masses. The MWPCs also record the incident position (X,Y ) of the fragments. Fission-fragment
mass and kinetic energies are determined through the conservation of momentum with respect
to the momentum vector determined for the recoiling CN.
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Figure 3: (Color online) An example of identification of ejectile nuclei (labeled in blue) by the
silicon ∆E-E telescope obtained in the 18O+237Np reaction at the beam energy of 162MeV [4].
The corresponding fissioning compound nuclei are shown (in red).

3 Results and discussion

Figure 4 shows the FFMDs for 234−237U, 236−239Np, and 238−241Pu obtained from MNT reaction
of 18O+238Np [4]. The excitation-energy dependence of the FFMDs are shown for each fission-
ing nucleus. In this reaction, data for CN with larger atomic and mass numbers (240−243Am,
242−245Cm, 244−246Bk) are also obtained. The lowest excitaion-energy data in Fig. 4, below
E∗ =20MeV exhibit a prominent double peak structure due to the shells. Toward high excita-
tion energies, the two-peak structure of FFMD disappears due to smearing of the shells.

In MNT induced fission, a nuclide to be studied can be populated by different MNT chan-
nels, starting from different projectile-target combinations. In Fig. 5, FFMDs of low-energy fis-
sions with average excitation energy E∗=15MeV for 235−237U∗, 239Np∗, and 241Pu∗, 242,243Am∗,
247Cm∗, and 249,250Bk∗ from different MNT reactions are compared. For all the nuclei, the gen-
eral shape of the FFMD remains apparently insensitive to the number of transferred nucleons,
i.e., insensitive to the way the CN is produced. In particular, a good agreement of the light- and
heavy-fragment peak positions can be noticed. With regards to excitation-energy dependence, it
has been shown that, in the excitation energy range of 13−45MeV, FFMDs from fission of 239U
produced in the 238U(18O,17O)239U reaction agree with those from the neutron-induced fission
of 238U [3]. Also, it is confirmed in the fission from highly excited states of 235−237U∗, 239Np∗,
and 241Pu∗, that obtained FFMDs from different MNT channels are essentially the same as one
another up to E∗ =60MeV [4].

3.1 Multichance fission

Multichance fission is obverved as a step-like structure in fission cross sections when viewed as
a function of excitation energy, in which intermittent steps appear as excitation energy exceed
each neutron-emission threshold [5]. The effects of this so-called multichance fission (MCF) on
FFMDs are schematically explained in Fig. 6(a). The compound nucleus 240U∗ in this example
can decay either via ”first-chance fission”, or single neutron emission, leading to a less excited
239U∗. The daughter nucleus can then decay again, either by fission (thus, ”second-chance
fission”) or by further neutron evaporation; the competition between fission and neutron emission
continues, until the excitation energy of the corresponding daughter nucleus (or residual nucleus)
drops below neutron-evaporation threshold. The shape of the FFMD for each fission chance is
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Figure 1: (Color online) Principle of MNT-induced fission measurement.
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Figure 2: (Color online) Schematic detection set-up (left), and expanded view of the silicon
∆E-E telescope (right).

transfer channel, surrounded by MWPC detectors to detect fission fragments. The ∆E part
of the telescope consists of 12 detectors, where each detector describes an azimuthal sector ϕ
around the beam axis. Typical thickness of the ∆E detectors is 50–75µm. The E detector is an
annular-type, and the ring-shaped strip number defines the scattering angle θ with respect to
the beam direction. Total energy of the ejectile particle is calculated as Esum = ∆E + E. The
energy resolution to determine Esum is ∼1.0MeV FHWM, which corresponds to the uncertainty
in determining the excitation energy of the CN. Figure 3 shows the result of particle identification
in this setup, obtained in the 18O+237Np reaction [4] at a beam energy 80% higher than the
Coulomb barrier. It is found that more than 20 ejectile nuiclides can be identified. From the
information of ejectile species, kinetic energy and trajectory (θ, ϕ), the momentum of the recoil
nucleus and its direction are determined. We assume that the most of the total excitation energy
E∗

tot is taken by the fissioning CN.
To obtain fission data for each compound nucleus, the ∆E-E telescope is combined with

fission detectors. Two fragments are detected in coincidence by either of the two pairs of
MWPCs, and the time difference ∆t(A-D) or ∆t(B-C) are recorded to derive the fragment
masses. The MWPCs also record the incident position (X,Y ) of the fragments. Fission-fragment
mass and kinetic energies are determined through the conservation of momentum with respect
to the momentum vector determined for the recoiling CN.
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Figure 5: (Color online) Fission-fragment mass distribution at low-excitation energy of
E∗

tot=10−20MeV for 235−237U∗, 239Np∗, 241Pu∗, 242,243Am∗, 247Cm∗, and 249,250Bk∗, obtained
in multinucleon transfer reactions of 18O+232Th [2], 18O+238U [3], 18O+237Np [4], 18O+243Am,
and 18O+248Cm (unpublished). The number of transferred neutrons and protons is shown for
each CN, where positive sign means the movement of nucleon from the projectile to the tar-
get nucleus and the negative sign represents the opposite direction. Solid curves are Langevin
calculation.

Figure 4: (Color online) Fission-fragment mass distribution for nuclei (234−237U, 236−239Np,
238−241Pu) produced in the multinucleon transfer channels of 18O+237Np [4]. Curves are Lan-
vevin calculations which takes into account multichance fission.
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Figure 5: (Color online) Fission-fragment mass distribution at low-excitation energy of
E∗

tot=10−20MeV for 235−237U∗, 239Np∗, 241Pu∗, 242,243Am∗, 247Cm∗, and 249,250Bk∗, obtained
in multinucleon transfer reactions of 18O+232Th [2], 18O+238U [3], 18O+237Np [4], 18O+243Am,
and 18O+248Cm (unpublished). The number of transferred neutrons and protons is shown for
each CN, where positive sign means the movement of nucleon from the projectile to the tar-
get nucleus and the negative sign represents the opposite direction. Solid curves are Langevin
calculation.

Figure 4: (Color online) Fission-fragment mass distribution for nuclei (234−237U, 236−239Np,
238−241Pu) produced in the multinucleon transfer channels of 18O+237Np [4]. Curves are Lan-
vevin calculations which takes into account multichance fission.
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also shown schematically in this figure, with predominantly symmetric fission for the initial
compound nucleus 240U∗, and dominant asymmetric fission for subsequent higher-order fission
chances, due to the revival of the shell effects responsible for mass asymmetry in fission. This
effect is particularly evident for 237U∗ (fourth-chance fission) in this example. The application
of this process to the calculation of FFMDs for 240U∗ at 45MeV is demonstrated in Fig. 6(b)
[3]. The calculated FFMDs by the Langevin approach [6] for successive fission chances are
shown by the dashed curves with different colors, where the fraction (probability) of each fission
chance is determined using the GEF code [7]. The sum of all the FFMDs obtained from each
fission chance (up to sixth-chance fission) is shown by the thin black curve. After taking into
account the experimental mass resolution (red thick curve), the calculation well reproduces the
experimental data. The key finding from Fig. 6(b) is that the apparent mass-asymmetric fission
observed in the data, even at high excitation energies, originates from the lower-energy fourth-
, fifth-, and sixth chance fissions (237,236,235U). On the contrary, the first- and second-chance
fissions lead to predominantly symmetric mass splits, as they occur at high excitation energy.

The same calculation, including the MCF, is applied to the FFMDs for neptunium isotopes
obtained in the 18O+237Np (236−239Np) and 18O+238U (240−242Np) reactions [8]. The results are
shown in Fig. 7. Although the FFMDs for the lowest average excitation energy (15MeV) exhibit
almost the same peak-to-valley ratio for all the isotopes, the spectra above 35MeV clearly show
a systematic variation of the FFMDs. By comparing the FFMDs across isotopes for each of
the higher excitation-energy ranges, it is observed that the heavier isotopes have larger peak-to-
valley ratio. In Fig. 7, the experimental data are compared with a pair of Lagevin calculation,
carried out by imposing two apposing assumptions. One is obtained without introducing neutron
emission before fission (without MCF). This calculation apparently overestimates the symmetric
fission yields at E∗ ≥30MeV and cannot explain the measured double-peak structure. Whereas
the other calculation, which takes into account the MCF, well explains the FFMDs, including
the enhanced peak-to-valley ratio toward heavier neptunium isotopes. This is due to a smaller
neutron binding energy for heavier neptunium isotopes, which enhances the neutron-emission
probability before fission. The Langevin calculation with MCF is also compared with experi-
mental data in Fig. 4 and Fig. 5, where good agreement is found.

Starting from the initial nucleus 241Np at 55MeV (red box) of Fig. 7, the blue curves in Fig. 7
shown in the bold-boxes can be interpreted as the FFMDs for each stage of fission chance, similar
to the FFMDs shown in Fig. 6(a), as these nuclides are successively populated by neutron emis-
sion. Having established the predictive power of the calculations in matching the experimental
data, the blue FFMD curves from the Langevin calculation show the pure picure of fission at
each excitation energy, and the results indicates that the shell effects for fission disappear at
E∗≈40MeV.

References

[1] Nishio, K. Multinucleon-transfer induced fission, Handbook of Nuclear Physics, Springer
Nature, p.91 (2023).
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We plan to develop a new nuclear database for muon-induced nuclear reactions (muon nuclear 
data). The database will consist of (1) energies and intensities of the muonic X rays, (2) lifetimes of 
the muonic atom, (3) production branching ratio of the residual nuclei by muon capture, (4) em ission 
probabilities of the particles after muon capture, and (5) energy spectra of the emitted particles after 
muon capture. In this paper, we review the present status and current investigations for the muon 
nuclear data. 

1. Introduction
The muon is a second-generation charged lepton with a mass of 105.658 MeV/c2 and a lifetime 

of approximately 2.2 µs in the vacuum. When a negatively charged muon1 stops in the matter, it forms 
a highly excited atomic state with the nucleus, the so-called muonic atom. The excited muonic atom 
promptly cascades down to the atomic ground (1s) state by emitting Auger electrons and muonic X-
rays. Because the muon’s wave function in the muonic atom largely overlaps with that of the nucleus, 
the energies of the muonic X-rays are affected by the finite size of the nuclear charge distribution and 
thus provide a determination of an absolute charge radius of the nucleus [1–4]. The energies of the 
muonic Kα X-rays for various nuclei are summarized in Ref. [1] as a table of nuclear charge radii.  

The muon in the muonic atom at the 1s state decays via two processes: free muon decay and 
muon capture. The free muon decay is the same decay process as the muon in the vacuum as follows: 

𝜇𝜇− → 𝑒𝑒− + 𝜈𝜈𝜇𝜇 + 𝜈𝜈𝑒𝑒, (1)
and muon capture is a process which is the capture of the muon by a proton in  the nuclear medium via 
the charged current of the weak interaction as follows [5]: 

𝜇𝜇− + 𝑝𝑝 → 𝑛𝑛 + 𝜈𝜈𝜇𝜇. (2)
The partial lifetime of the free muon decay is approximately the same as the lifetime of the negative 

1 Though there are two muons, the positive and negative muons, we discuss only the negative muon 
in this paper, and hereafter “muon” represents the negatively charged muon. 

also shown schematically in this figure, with predominantly symmetric fission for the initial
compound nucleus 240U∗, and dominant asymmetric fission for subsequent higher-order fission
chances, due to the revival of the shell effects responsible for mass asymmetry in fission. This
effect is particularly evident for 237U∗ (fourth-chance fission) in this example. The application
of this process to the calculation of FFMDs for 240U∗ at 45MeV is demonstrated in Fig. 6(b)
[3]. The calculated FFMDs by the Langevin approach [6] for successive fission chances are
shown by the dashed curves with different colors, where the fraction (probability) of each fission
chance is determined using the GEF code [7]. The sum of all the FFMDs obtained from each
fission chance (up to sixth-chance fission) is shown by the thin black curve. After taking into
account the experimental mass resolution (red thick curve), the calculation well reproduces the
experimental data. The key finding from Fig. 6(b) is that the apparent mass-asymmetric fission
observed in the data, even at high excitation energies, originates from the lower-energy fourth-
, fifth-, and sixth chance fissions (237,236,235U). On the contrary, the first- and second-chance
fissions lead to predominantly symmetric mass splits, as they occur at high excitation energy.

The same calculation, including the MCF, is applied to the FFMDs for neptunium isotopes
obtained in the 18O+237Np (236−239Np) and 18O+238U (240−242Np) reactions [8]. The results are
shown in Fig. 7. Although the FFMDs for the lowest average excitation energy (15MeV) exhibit
almost the same peak-to-valley ratio for all the isotopes, the spectra above 35MeV clearly show
a systematic variation of the FFMDs. By comparing the FFMDs across isotopes for each of
the higher excitation-energy ranges, it is observed that the heavier isotopes have larger peak-to-
valley ratio. In Fig. 7, the experimental data are compared with a pair of Lagevin calculation,
carried out by imposing two apposing assumptions. One is obtained without introducing neutron
emission before fission (without MCF). This calculation apparently overestimates the symmetric
fission yields at E∗ ≥30MeV and cannot explain the measured double-peak structure. Whereas
the other calculation, which takes into account the MCF, well explains the FFMDs, including
the enhanced peak-to-valley ratio toward heavier neptunium isotopes. This is due to a smaller
neutron binding energy for heavier neptunium isotopes, which enhances the neutron-emission
probability before fission. The Langevin calculation with MCF is also compared with experi-
mental data in Fig. 4 and Fig. 5, where good agreement is found.

Starting from the initial nucleus 241Np at 55MeV (red box) of Fig. 7, the blue curves in Fig. 7
shown in the bold-boxes can be interpreted as the FFMDs for each stage of fission chance, similar
to the FFMDs shown in Fig. 6(a), as these nuclides are successively populated by neutron emis-
sion. Having established the predictive power of the calculations in matching the experimental
data, the blue FFMD curves from the Langevin calculation show the pure picure of fission at
each excitation energy, and the results indicates that the shell effects for fission disappear at
E∗≈40MeV.
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muon in the vacuum, and that of muon capture depends on the overlap of the wave functions of the 
muon and the nucleus. Because the size of the muonic atom (Bohr radius) is approximately inversely 
proportional to the element number (𝑍𝑍) of the nucleus, the lifetime of the muonic atom is shorter for 
the heavy muonic atom. The typical lifetime of the muonic atom with 𝑍𝑍 < 10 is 2 µs, corresponding 
to the free decay branch of more than 90%. In contrast, the typical lifetime for the heavier muonic 
atom with 𝑍𝑍 > 40 is about 100 ns, corresponding to the free decay branch of less than 5% (see Fig.1 
in Ref. [5]). Most of the published data for measured lifetimes of the muonic atom is listed in Ref. [6]. 

Muon capture is an analogous reaction to electron capture; the main difference between them is 
in their energy transfer. The energy released by muon capture is 104.3 MeV, corresponding primarily 
to the mass of the muon. If the proton is at rest, as expressed in Equation (2), the recoiling neutron 
takes only 5.2 MeV of kinetic energy, whereas the neutrino takes away 99.1 MeV.  Muon capture for 
the general nucleus of (𝐴𝐴, 𝑍𝑍), where 𝐴𝐴 is the mass number of the nucleus, produces a compound 
nucleus of (𝐴𝐴, 𝑍𝑍 − 1)∗ as follows:

𝜇𝜇− + (𝐴𝐴, 𝑍𝑍) → (𝐴𝐴, 𝑍𝑍 − 1)∗ + 𝜈𝜈𝜇𝜇. (3)
Because the nucleus is a many-body system, the excitation energy of the compound nucleus is 
distributed around 10–50 MeV. The energy and angular-momentum (spin) distributions of the 
compound states populated by muon capture are of interest in an understanding of the reaction 
mechanism; however, experimental data are sparse and require improvements. 

The importance of the interactions between the muon and the nucleus, namely spectroscopic 
information of the muonic atom and muon capture, has recently been focused in the many fields of 
the natural sciences and applications, such as nuclear physics, nuclear transmutation for nuclear waste  
[7], muon-induced radioactive isotope production for medical use [8], radiation safety data in the 
muon facilities [], cosmic muon-induced soft error in modern semiconductor devices [9,10], 
cosmogenic production of radioactive nuclides for geological studies, and non-destractive element 
analysis by muon-induced X-ray emission (MIXE) [11-13]. Despite those demands, nuclear data for 
muon-induced nuclear reactions (muon nuclear data) has not existed thus far. 

2. Muon nuclear data
We here propose to develop muon nuclear data. The database will consist of the following five 

sublibraries: 
(1) The energies and intensities of the muonic X-rays, 
(2) Lifetimes of the muonic atom (muon capture probability),  
(3) The production branching ratio of the residual nuclei by muon capture, 
(4) Emission probabilities and multiplicities of the evaporation particles by muon capture,  
(5) Energy distribution of the emission particles by muon capture.  

Important note that the “cross-section” is not an objective of muon nuclear data because the formation 
probability of the muonic atom is unity, and the reactions occur only when the muon stops in the 
matter. 

3. Current status of muon nuclear data
The muonic X-ray energies only for the Lyman series (Kα) are summarized in Ref. [1], and 

measured X-ray energy spectra for various samples are uploaded on the website by the Joint Institute 
for Nuclear Research (JINR) [14]; however, energies for other higher-order X-ray series and muonic 
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X-ray intensities are rarely found in the publication. For the theoretical model calculation, the muonic 
X-ray energies can be calculated by Mudirac [15]. Mudirac reproduced measured muonic X-ray 
energy rather well, within approximately 1-keV accuracy, while the calculation for the X-ray intensity 
is under development. 

Most of the published data for measured lifetimes of the muonic atom is listed in Ref. [6]. For 
the theoretical model calculation, Primakoff proposed an empirical formula to estimate the lifetime of 
the muonic atom [16]. The Primakoff formula well reproduced experimentally measured lifetime with 
some exceptions (see Fig. 6 in Ref. [6]). 

The production branching ratios of the residual nuclei by muon capture have been measured in 
the past, and most of them are summarized in the review article  by Measday [17]. The production 
branching ratios of reaction residues of muon capture were estimated from the known experimental 
data, for example, as shown in Table 5.5 in Ref. [17] for a case of muon capture on 28Si. Because of 
several inconsistencies in the different experiments, Measday “gives no error because of the 
inconsistencies” and states this compilation as a “suggestion”. 

The production branching ratio of the residual nuclei and emission probabilities and multiplicities 
of the evaporation particles by muon capture is complemental information. In medium and heavy 
nuclei, the particles emitted from muon capture are primarily neutrons because the emission of 
charged particles is suppressed by the Coulomb barrier. Neutron multiplicity has been measured in 
the past neutron measurement using a large liquid scintillator tank [18], γ-ray measurement [19], and 
activation measurement [20]. The neutron multiplicities for 0, 1, 2, and 3 neutron emissions were 
estimated at 15-30%, 50-60%, 10-20%, and 0.2-10%, respectively [20]. Because of the large error 
propagation in the folding analysis for the neutron measurement and the incomplete data for the 
activation, only roughly estimated values without uncertainty for the neutron multiplicity are known 
so far. 

The energy distribution of the emission particles (neutron, proton, deuteron, alpha , etc…) by 
muon capture was also measured for some nuclei. The energy spectra of neutrons have been measured 
for the heavy nuclei of Tl, Pb, Bi [21], and Pd isotopes [22]. The low-energy component of the neutron 
energy spectrum below 5 MeV can be understood by the statistical evaporation from the compound 
nucleus; however, the spectrum extends to higher energies. The high-energy component of the neutron 
energy spectrum is interpreted as due to direct and pre-equilibrium processes, in which the neutron is 
emitted immediately at the time of muon capture before reaching the thermal equilibrium of the 
compound states. The energy spectra for the charged particles were also measured for some nuclei; 
however, the experimental data is limited. 

4. Recent investigations for muon nuclear data
In this section, we introduce our recent theoretical and experimental investigations and 

developments related to muon nuclear data. 

4.1. Theoretical models 
For the theoretical model calculation, muon interaction models have recently been implemented 

in the Monte Carlo simulation code of the particle and heavy ions transport code system (PHITS) 
[23,24]. In this model, the neutron energy produced by muon capture, as expressed in Equation (2) 
and (3), was sampled from the excitation function proposed by Singer [25]. The time evolution of the 

muon in the vacuum, and that of muon capture depends on the overlap of the wave functions of the 
muon and the nucleus. Because the size of the muonic atom (Bohr radius) is approximately inversely 
proportional to the element number (𝑍𝑍) of the nucleus, the lifetime of the muonic atom is shorter for 
the heavy muonic atom. The typical lifetime of the muonic atom with 𝑍𝑍 < 10 is 2 µs, corresponding 
to the free decay branch of more than 90%. In contrast, the typical lifetime for the heavier muonic 
atom with 𝑍𝑍 > 40 is about 100 ns, corresponding to the free decay branch of less than 5% (see Fig.1 
in Ref. [5]). Most of the published data for measured lifetimes of the muonic atom is listed in Ref. [6]. 

Muon capture is an analogous reaction to electron capture; the main difference between them is 
in their energy transfer. The energy released by muon capture is 104.3 MeV, corresponding primarily 
to the mass of the muon. If the proton is at rest, as expressed in Equation (2), the recoiling neutron 
takes only 5.2 MeV of kinetic energy, whereas the neutrino takes away 99.1 MeV.  Muon capture for 
the general nucleus of (𝐴𝐴, 𝑍𝑍), where 𝐴𝐴 is the mass number of the nucleus, produces a compound 
nucleus of (𝐴𝐴, 𝑍𝑍 − 1)∗ as follows:

𝜇𝜇− + (𝐴𝐴, 𝑍𝑍) → (𝐴𝐴, 𝑍𝑍 − 1)∗ +  𝜈𝜈𝜇𝜇. (3)
Because the nucleus is a many-body system, the excitation energy of the compound nucleus is 
distributed around 10–50 MeV. The energy and angular-momentum (spin) distributions of the 
compound states populated by muon capture are of interest in an understanding of the reaction 
mechanism; however, experimental data are sparse and require improvements. 

The importance of the interactions between the muon and the nucleus, namely spectroscopic 
information of the muonic atom and muon capture, has recently been focused in the many fields of 
the natural sciences and applications, such as nuclear physics, nuclear transmutation for nuclear waste  
[7], muon-induced radioactive isotope production for medical use [8], radiation safety data in the 
muon facilities [], cosmic muon-induced soft error in modern semiconductor devices [9,10], 
cosmogenic production of radioactive nuclides for geological studies, and non-destractive element 
analysis by muon-induced X-ray emission (MIXE) [11-13]. Despite those demands, nuclear data for 
muon-induced nuclear reactions (muon nuclear data) has not existed thus far. 

2. Muon nuclear data
We here propose to develop muon nuclear data. The database will consist of the following five 

sublibraries: 
(1) The energies and intensities of the muonic X-rays, 
(2) Lifetimes of the muonic atom (muon capture probability),  
(3) The production branching ratio of the residual nuclei by muon capture, 
(4) Emission probabilities and multiplicities of the evaporation particles by muon capture,  
(5) Energy distribution of the emission particles by muon capture.  

Important note that the “cross-section” is not an objective of muon nuclear data because the formation 
probability of the muonic atom is unity, and the reactions occur only when the muon stops in the 
matter. 

3. Current status of muon nuclear data
The muonic X-ray energies only for the Lyman series (Kα) are summarized in Ref. [1], and 

measured X-ray energy spectra for various samples are uploaded on the website by the Joint Institute 
for Nuclear Research (JINR) [14]; however, energies for other higher-order X-ray series and muonic 
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initial neutron energy to the compound nucleus was calculated using JAERI Quantum Molecular 
Dynamics (JQMD) [26,27], and the sequential evaporation process was calculated using the 
Generalized Evaporation Model (GEM) [28]. 

There is another attempt to calculate the muon capture reaction by the microscopic theoretical 
model [29,30]. In the model, the muon capture rates are estimated by the second Tamm-Dancoff 
approximation with the two-component exciton model, which describes particle emission from the 
pre-equilibrium state [31,32]. For particle evaporation from the compound state, the Hauser-Feshbach 
statistical models were applied [33]. 

Due to the lack of muon nuclear data, particularly related to the muon capture reaction, the model 
calculation requires further experimental data for benchmarking and improvements.  

4.2. Developments of experimental methods and detectors 
The activation method is the most reliable and sensitive technique for determining the production 

rate of radioactive nuclei by muon beam irradiation. In classical activation measurements, only 
production ratios of long-lived radioactive isotopes can be obtained because the decay measurements 
usually take place separately at the time and location of beam irradiation to avoid the beam background. 
We have recently developed a novel method called the in-beam activation method, which enables us 
to measure the activities of short-lived states [34]. The combination of in-beam and ordinary offline 
activation methods enables the measurement of most of the β-decaying states with a wide range of 
half-lives from a few milliseconds to years. 

Recently, we have also developed detectors for muonic X-ray spectroscopy [35,36] and for the 
measurements of neutrons and charged particles from muon capture [37,38]. The wide-range photon 
detection system for muonic X-ray spectroscopy was developed using a germanium detector with 
Compton suppressors. The system was demonstrated at the muon facility in the Paul Scherrer Institute, 
and complete data of muonic X-ray energies and intensities for 197Au and 209Bi was obtained [38]. For 
the neutron measurement, a new solid-state scintillator with neutron-gamma discrimination capability 
(EJ-276) is under development [37]. The charged particle detector array was also constructed . The 
detector has a particle discrimination capability based on digital waveform analysis techniques for 
neutron transmutation-doped silicon (nTD-Si) detectors [38]. In 2023, charged particle measurement 
from muon capture of 28Si at the RIEKN-RAL facility in the Rutherford Appleton Laboratory was 
performed, the data analysis of which is ongoing. 

5. Summary and outlook
We plan to develop the muon nuclear data, which will consist of the following five sublibraries. 

The importance of the interactions between the muon and the nucleus, namely spectroscopic 
information of the muonic atom and muon capture, has recently been focused in the many fields of 
the natural sciences and applications. Although some of the sublibraries measured in the past are 
already summarized in the publication [1,6], there is no complete database, and it needs compilation 
and improvements. Several theoretical and experimental investigations for muon nuclear data are 
currently ongoing. 
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Supercritical Water-cooled Reactor (SCWR) is the only water-cooled reactor among the six 
Generation IV reactor concepts. The SCWR plant concept may be characterized by low capital cost and 
high flexibility. The single-phase cooling nature of SCWR realizes the once-through direct cycle plant 
system, which has the potential to dramatically reduce capital (construction) cost of the plant by 
simplification and elimination of components. Moreover, the large temperature and density changes of 
the coolant allow designing of flexible cores with outlet temperature ranging from 500 to over 600 ℃ 
and neutron spectrum ranging from thermal to fast. The existing SCWR design concepts include both the 
pressure vessel type (China, the EU, Japan, Russia) and pressure tube type (Canada) reactors, and all the 
design concepts assume operation pressure of about 25 MPa.  

Generally, the thermal and fast reactors are loaded with enriched uranium and plutonium fuels, 
respectively. The fuel enrichments tend to be higher than those of the current Light Water Reactors 
(LWRs), because of larger neutron absorption cross sections of candidate cladding materials. The major 
reactor physics issues may include, but not limited to accurate evaluations of the core power distributions 
and the coolant density reactivity feedbacks. The core power distribution directly influences the core 
average outlet temperature, while the coolant density changes by about ten times from the core inlet to 
the outlet. Such issues may be more important for the fast reactors, which have the following 
characteristics: the pseudo-fast neutron spectrum; the large heterogeneity with the seed and blanket fuels; 
and use of solid moderator (ZrH) in some designs to achieve negative void reactivity characteristics.  

Currently, at Waseda University, the concept of fast reactor concept of SCWR is further being 
developed with multi-level physics modeling, which covers from the core design (including fuel 
performance modeling), transient and accident plant behavior, and severe accident management. The 
unique and challenging issue of the water-cooled fast reactor is preventing re-criticality of the fuel debris, 
when total loss of coolant must be assumed. 

1. Features of Supercritical Water-cooled Reactor (SCWR)
Supercritical Water-cooled Reactor (SCWR) is the only water-cooled reactor among the six

Generation IV reactor concepts. It is the logical evolution of the current Light Water-cooled Reactor 
(LWR) as it follows the historical development of fossil fuel-fired power plant, which has been operating 
at the supercritical pressure of water since 1970s. Under supercritical pressure, the boiling phenomenon 

7.
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disappears, and thermos-physical properties of the water continuously changes from liquid-like to gas-
like state without phase changes. Due to such nature of the coolant, the SCWR plant concept may be 
characterized by low capital cost and high flexibility [1]. The single-phase cooling nature of SCWR 
realizes the once-through direct cycle plant system without any water / steam separation as described in 
Figure 1. Such plant system has the potential to dramatically reduce capital (construction) cost by 
simplification and elimination of components. Moreover, the large temperature and density changes of 
the coolant allow designing of flexible cores with outlet temperature ranging from 500 to 625 ℃ [2] and 
neutron spectrum ranging from thermal to fast [1].  

Figure 1: Features of the once-through direct cycle plant system of SCWR. 

The existing SCWR design concepts include both the pressure vessel type (China, the EU, Japan, 
Russia) and pressure tube type (Canada) reactors, and all the design concepts assume operation pressure 
of about 25 MPa. For the pressure vessel type, most design concepts adopt the PWR-like Reactor Pressure 
Vessel (RPV) and control rod drive mechanism. The Primary Containment Vessel (PCV) design is similar 
to that of a BWR with suppression chamber and safety systems [3]. Passive safety systems [4] and Small 
Modular Reactor (SMR) design concepts have also been proposed and analyzed [5].  

Overall, the Research and Development (R&D) issues of SCWR are found in three fields: the reactor 
concept development, the core thermal-hydraulics and the core materials development. The R&D relevant 
to reactor physics are often addressed together with the conceptual development studies. Currently, 
international collaborations are active in the Joint European Canadian Chinese development of Small 
Modular Reactor (ECC-SMART) running from September 2020 to August 2024 [6]. The four year 
Coordinated Research Project (CRP) on “Advancing Thermal-Hydraulic Models and Predictive Tools for 
Design and Operation of SCWR Prototypes” is also managed by IAEA [7]. 

2. Core Design Features and Typical Issues Relevant to Reactor Physics
2.1. Core Design Features 

Generally, the thermal and fast reactors are loaded with enriched uranium and plutonium fuels, 
respectively. The fuel enrichments tend to be higher than those of the current LWRs, because of larger 
neutron absorption cross sections of candidate cladding materials compared with the current Zr based 
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alloys (e.g., advanced stainless steels, Ni-based alloys, etc). The fuel lattice is such that the gap size 
between fuel rods is small (typically, about 1 mm) to increase heat transfer with high coolant velocity for 
a given low coolant mass flux.  

As shown in Figures 2 (a) and (b), the fuel assemblies of both the thermal and fast reactors are 
equipped with inlet orifices so that power to flow ratio can be appropriately assigned to each fuel 
assembly, which is important for attaining high average coolant outlet temperature of about 500 ℃ at the 
operation pressure of 25 MPa. The fuel assembly for the thermal reactor has water rods regularly arranged 
within the fuel lattice to gain sufficient neutron moderation. The typical neutron spectrum of the thermal 
reactor is like those of the current LWRs. In the meantime, the spectrum of the fast reactor is somewhat 
in between those of the current LWRs and that of the Sodium-cooled Fast Reactor (SFR) as shown in 
Figure 2 (c). 

Figure 2: Examples of the fuel assembly designs and comparison of typical neutron spectra. 

2.2. Issues Relevant to Reactor Physics 
The major reactor physics issues may include, but not limited to accurate evaluations of the core 

power distributions and the coolant density reactivity feedbacks. It may be worth noting that power to 
cooling mismatch in the current LWR deteriorates the thermal safety margin (critical heat flux ratio) but 
does not directly affect the plant thermal performance, because the turbine inlet is saturated steam. 
However, in SCWR designs, the power to cooling mismatch directly deteriorates the core average coolant 
outlet temperature, because of the single-phase coolant, which is directly fed to the turbine. Such issues 
may be more important for the fast reactors, which have the following characteristics. Namely, the 
pseudo-fast neutron spectrum (as shown in Figure 2(c)); the large heterogeneity with the seed and blanket 
fuels; use of solid moderator (ZrH) in some designs to achieve negative void reactivity characteristics. 

Figure 3 shows some examples of the heterogeneous core configurations of the fast reactor concepts. 
To attain high efficiency for converting fertile 238U to fissile 239Pu with pseudo-fast neutron spectrum, 
large heterogeneity with seed and blanket fuels is required. In the meantime, negative void reactivity 
characteristics should also be attained, because the coolant density greatly changes with enthalpy 
(temperature). It varies by almost 10 times from the core inlet to the outlet. Attaining negative void 
reactivity characteristics is more challenging than that of the current LWR, because of use of highly 
enriched 239Pu. To overcome such issue, the concept of the blanket assembly with ZrH was developed as 
illustrated in Figure 3(a). Under a voided condition (when the coolant density is reduced), the streaming 
fast neutrons from the seed assembly is moderated by the solid moderator to enhance capture reactions 
of the fertile 238U, which results in negative reactivity insertion [8]. 
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Figure 3: Examples of the heterogeneous core configurations of the fast reactor. 

Accurate evaluations of power distributions and coolant void reactivities may also be important for 
designing heterogeneous cores for not only U to Pu conversions, but also for other purposes, such as 
Minor Actinide (MA) burning and long-lived fission product (LLFP) conversions, because the coolant 
void reactivity characteristics generally deteriorate with higher contents of MAs and LLFPs. According 
to one of the preceding studies, MA burning performance of SCWR may be improved by raising the core 
inlet temperature (reducing the core average coolant density), which suppresses neutron penalty due to 
loading of MAs into the core. Consequently, controlling the core power distribution becomes another 
issue as such change has large impact on the reactivity changes of the loaded fuels [9]. 

3. Newly Identified Issues Relevant to Reactor Physics
Recently, the lifespan extension of the currently operating reactors is becoming increasingly 

common across the world. In Japan, it typically took about 20 years from the time of planning a new reactor 
build to reaching the commercial operation. In USA, the maximum lifespan of 80 years is under consideration. 
Thus, any new nuclear reactor to be planned today may be in use 80 – 100 years ahead in the future. It may be 
long enough to realize technological breakthrough in retrieving effectively unlimited resources of uranium 
from the sea water, or clean and cost-effective hydrogen production without needing extremely high 
temperatures. SCWR, especially the fast reactor version, has the potential to meet various needs by modifying 
the core design with the same plant system.  

However, The Fukushima Daiichi Nuclear Power Station (1F) accidents revealed potential severe 
accident risk of water-cooled reactors. Any innovative reactors, including SCWR, are expected to be 
better managed under severe accident conditions. In the meantime, lessons being learnt from the current 
1F decommissioning effort may also be valuable for development of new innovative water-cooled 
reactors, such as SCWR. The 1F decommissioning may take as long as 30 – 40 years, because of the 
heavily contaminated PCV with radioactivity, which is preventing human access to the reactor. 
Alternatively, if the severe accident could be managed in such a way that the PCV internal contamination 
was dramatically reduced, then the post-accident management should be dramatically improved. Such 
technological readiness should give additional value to the innovative water-cooled reactors. 

Thus, a newly identified reactor physics issue of SCWR is flexible core management and severe 
accident management with a focus on improving post-accident management. Figure 4 summarizes the 
needs for further innovation of SCWR. Due to the nature of supercritical water-cooling, SCWR is 
expected to be able to respond to various needs (e.g., Pu conversion, MA burning, attaining high 
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temperature for hydrogen production) by accepting different core designs with the same plant system. In 
the meantime, severe accident management should be well incorporated from the beginning of the 
conceptual development. In-Vessel Retention combined with suppression chamber type containment may 
be one of the possible solutions to limit the reactor internal contamination. 

For development of such innovative concept, possible issue relevant to reactor physics is criticality 
control of the collapsing core under severe accident conditions. Unlike sodium-cooled fast reactor, SCWR 
cannot retain coolant once the system has depressurized, because of the low boiling point of water. 
Controlling reactivity under such extreme condition may be a new challenge for reactor physics. 

Figure 4: Needs for further innovation of SCWR. 

4. Conclusions
The SCWR is the only water-cooled reactor among the six Generation IV reactor concepts. Both the 

thermal and fast reactor concepts can be developed with the same plant system. Accurate evaluations of 
the core power distributions and the coolant void reactivity characteristics have been the main reactor 
physics issues, especially for fast reactor designs with large heterogeneities with seed and blanket fuels. 
Newly identified issue may be criticality control of the collapsing fast reactor core during severe accidents. 
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from the sea water, or clean and cost-effective hydrogen production without needing extremely high 
temperatures. SCWR, especially the fast reactor version, has the potential to meet various needs by modifying 
the core design with the same plant system.  

However, The Fukushima Daiichi Nuclear Power Station (1F) accidents revealed potential severe 
accident risk of water-cooled reactors. Any innovative reactors, including SCWR, are expected to be 
better managed under severe accident conditions. In the meantime, lessons being learnt from the current 
1F decommissioning effort may also be valuable for development of new innovative water-cooled 
reactors, such as SCWR. The 1F decommissioning may take as long as 30 – 40 years, because of the 
heavily contaminated PCV with radioactivity, which is preventing human access to the reactor. 
Alternatively, if the severe accident could be managed in such a way that the PCV internal contamination 
was dramatically reduced, then the post-accident management should be dramatically improved. Such 
technological readiness should give additional value to the innovative water-cooled reactors. 

Thus, a newly identified reactor physics issue of SCWR is flexible core management and severe 
accident management with a focus on improving post-accident management. Figure 4 summarizes the 
needs for further innovation of SCWR. Due to the nature of supercritical water-cooling, SCWR is 
expected to be able to respond to various needs (e.g., Pu conversion, MA burning, attaining high 
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The latest version of the JENDL general-purpose file JENDL-5 released in 2021 are summarized 
and some examples of the evaluations are shown. JENDL-5 aims to meet the needs of expanding 
application area of radiation. The future plan of the next version of JENDL-5 is mentioned. 

1. Introduction
The latest Japanese Evaluated Nuclear Data Library, JENDL-5 [1], was released in 2021. JENDL-5 

was developed aiming at providing nuclear data to a wide range of application fields by providing many 
kinds of reaction data such as neutron, proton, deuteron, alpha-particle, and photon as well as thermal 
neutron scattering, fission product yields, and nuclear decay. The energy region of neutron was extended 
up to 200 MeV for 73 % of storing 795 target nuclei. The charged particle and photon induced reaction 
data were based on the data of the JENDL special purpose files [2] released so far with revisions. JENDL-
5 is expected to be applicable for large parts of computer simulations for radiations. 

JENDL-5 updates a lot of data important for nuclear reactors, but large part of them is not described 
in this report. This report rather focuses the data for non-energy applications used in the radiation 
transport codes such as PHITS [3]. One can find the full description of JENDL-5 and results of benchmark 
tests for nuclear reactors and shielding elsewhere [1, 4, 5].  

2. JENDL-5
2.1. Sublibraries 

JENDL-5 consists of 11 sublibraries: the data of neutron, thermal neutron scattering law, fission 
product yield, decay data, proton, deuteron, alpha-particle, photo-nuclear, photo-atomic, electro-atomic 
and atomic relaxation. The neutron sublibrary containing neutron induced reaction data is intensively 
updated from the previous version JENDL-4.0 [6] with increasing the number of target nuclei and the 
upper limit of the neutron incident energy. Regarding the thermal neutron scattering law library, original 
evaluations with the molecular dynamics simulations were performed for the light and heavy water  [7, 
8], and 7 organic molecules such as methane and benzene for the first time; other materials data were 
complemented by the data of ENDF/B-VIII.0 and JEFF-3.3. While the fission product yields of JENDL-
4.0 are basically adopted the data of ENDF/B-VII.0, JENDL-5 includes the original evaluation for neutron 
induced fission and spontaneous one using the least square method with available experimental data and 
theoretical modeling [9]. The decay data were updated from JENDL/DDF-2015 with the up-to-date 
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ENSDF data [10] as of 2019, total absorption gamma-ray spectroscopy data, theoretical calculations, etc. 
For the sublibraries of charged particles and photon induced reactions, JENDL-5 adopts a large amount 
of data released in the special purpose files such as JENDL-4.0/HE, JENDL/DEU-2020, and JENDL/PD-
2016.1 with adding and updating by new evaluations. The atomic related data were taken from ENDF/B-
VIII.0 [11]. 

Some of the derived data from the neutron sublibrary are available for the user convenience: the 
pointwise data at 0K and 300K whose resonance parameters processed, the data up to 20 MeV of neutron 
incident energy, and activation data that give the activation cross sections and produced nuclides 
information only. 

2.2. Neutron induced reaction 
The neutron reaction data, which are the main parts of the general-purpose file, were intensively 

revised from JENDL-4.0. Figure 1 shows the number of nuclides and size of neutron data in JENDL-1 to 
JENDL-5. The number of nuclides is steadily increasing form 72 of the first version JENDL-1 to 406 of 
the previous version JENDL-4.0. JENDL-5 contains 795 nuclides which are almost double of JENDL-
4.0 and more than 10 times of JENDL-1. This increase is mainly due to the effort to integrate the 
activation data to JENDL-5, which is traditionally separated in the activation files released as the special 
purpose files. In addition, the naturally existing nuclides were completed to meet needs to simulate the 
radiation transports in various materials in a variety of application fields. As shown in Fig. 1, the increase 
of the data size is more drastic because the stored data types are increasing with increasing the version of 
library. JENDL-1 mainly consists of the data of cross section, angular distribution, and energy spectrum. 
The later added ones such as of double differential cross sections (DDX) for particle emission and 
covariance contributes the increase of the data size from 10 Mbyte of JENDL-1 to 500 Mbyte of JENDL-

Fig.1 The number of nuclides and data size of neutron data of JENDL general purpose files  

JAEA-Conf 2024-002

- 42 -



4.0. The expansion of the data size of JENDL-5 (larger than 10 Gbyte) is mainly due to the increase of 
the upper limit of the incident energy from 20 MeV to 200 MeV.  

In JENDL-5, so many nuclides are revised and added from light to heavy nuclides. The revision 
covers the important nuclides in nuclear reactors such as major and minor actinides, structure materials, 
sodium, oxygen etc. In this paper, only some examples of evaluated results are shown, but details of the 
JENDL-5 can be seen elsewhere [1]. 

As an example of the newly evaluated nuclide for JENDL-5, the cross section of 36Cl(n,p) is shown 
in Fig. 2; 36Cl with the half live of around 0.3 million year would be produced in molten salt reactors with 
chlorine. The evaluation of JENDL-5 reproduces experimental data of Koehler et al. [12] better than the 
other libraries from the thermal to resonance energy region.  

Fig.2 Cross section of 36Cl(n,p) reaction 

Fig.3 Cross section of 46Ti(n,p)46Sc 
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Figure 3 shows the 46Ti(n,p)46Sc cross section with the isomer production. Among the experimental 
data rather scattered, the evaluated cross sections of both total and isomer production show good 
consistency with recent experimental data. According to the strategy to increase the completeness within 
the single library, this kind of isomer production cross section data included in JENDL-5; they had not 
been given in the general-purpose files up to JENDL-4.0 and had been separated to the special purpose 
files such as JENDL/A-96 and JENDL/AD-2017.  

The secondary gamma-ray data are important in the evaluation of radiation shielding. JENDL-1 and 
JENDL-2 don’t include these data, but many efforts were made to increase them resulting in having 
gamma-ray data for 87% nuclides in JENDL-4.0. The efforts were continued for JENDl-5 resulting in the 
coverage of 99 %. Figure 4 shows the DDX of the gamma-ray production for 139La, for which the data 
are missing in JENDL-4.0. At the neutron energy 0.5 MeV in the figure, the most of gamma-rays are 
produced via neutron capture reaction. The JENDL-5 evaluation reproduces the experimental data well 
including peaks at high energy sides that is produced by the transition from the neutron capture state to 
low-lying levels of 140La. 

2.3. Deuteron induced reaction 
The data of deuteron induced reaction were rather recently released as a special-purpose file 

JENDL/DEU-2020. Because the library was dedicated to development of neutron sources using deuteron 
induced reactions, the target nuclides were limited to the light nuclides that are candidates of the neutron 
source target, i.e. isotopes of Li, Be and C. However, the deuteron would interact not only the neutron 
source targets but also other accelerator materials and required for the computer simulations. The 
deuteron data of the isotopes of Al, Cu and Nb, which would be contained in beam dumps and 
superconducting cavities of the accelerator, were evaluated, and included in JENDL-5. Because the 
deuteron is a weakly bound particle consisting of proton and neutron, its reaction shows characteristic 
behavior arisen by breakup of deuteron. The most remarkable feature is enhancement of the neutron 

Fig.4 DDX of gamma-ray production of neutron induced reaction on 139La. The discrete gamma-
rays are broadened according to the experimental resolution. 
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emission at forward angle. The nuclear model calculation is quite important to evaluate the nuclear data 
for particle emission spectrum because of difficulty to measure the emission spectra covering wide 
emission angle for wide incident energies required in simulation calculations. Because the nuclear 
reaction model codes for nuclear data so far were developed mainly for nucleon induced reaction and it 
would fail to reproduce the deuteron reaction feature, the deuteron reaction model code DEURACS was 
newly developed and applied to the evaluation of JENDL/DEU-2020 and JENDL5. Figure 5 shows thick 
target yield of neutron and gamma-ray for deuteron induced reaction on Cu at 33 MeV. The JENDL-5 
data given by DEURACS well reproduce the peak of neutron emission spectra at 0 and 15 degrees, which 
would be produced by the deuteron breakup. The gamma-ray spectra in right panel good exhibit good 
consistency between JENDL-5 and the experimental data. These results indicate the modeling in 
DEURACS reasonably well describes the nuclear reaction processes induced by deuterons. 

3. Future plan and related activities
The uncertainty of the nuclear data is important to estimate reliability of computer simulations. 

It would be crucial for the development of new systems for which experimental knowledges are 
limited. Because the evaluation efforts of covariance data are limited in developing JENDL-5, the 
coverage of covariance data is still low. Therefore, the enhancement of the covariance data is urgent 
task and is a main target of the next release of JENDL. To achieve it, the development of the 
covariance evaluation system is undergoing. In addition, increase of the number of target nuclei for 

Fig.5 Thick target yields of neutron and gamma-ray for deuteron induced reaction on Cu 
at 33 MeV 
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charged particle reaction is another target of the next JENDL, because those data are significantly 
limited comparing with the neutron data. 

Discussions about the future developments of JENDL are in progress under Nuclear Data 
Division of Atomic Energy Society of Japan. In this framework, several workshops were planed and held 
on the topics of muon nuclear data, nuclear regulation, fission product yield, and medical isotope 
production. 

In the current situation, the next release of JENDL would be in FY 2027 or 2028. 
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Abstract

To decrease the toxic waste produced at the nuclear reactors, studies of the Accelerator
Driven System (ADS) are developing worldwide. Since the neutron production target based
on the spallation neutron is designed to be irradiated by protons in several GeV kinetic
energy, a study in the kinetic energy region about GeV is essential. Using the 3-GeV proton
synchrotron (RCS) at J-PARC, some studies are going to obtain nuclear data, especially for
ADS. In this paper, the experiments using RCS are explained, such as nuclide production
cross section induced by proton and displacement cross section, being essential to understand
the material damage by the beam irradiation. For understanding of material damage in the
high-energy region using 440-GeV protons, the experiment planned at CERN HiRadMat is
introduced, as well.

1 Introduction
To reduce the hazards associated with the radioactive waste produced in a nuclear reactor, Japan
Atomic Energy Agency (JAEA) proposed an accelerator-driven system (ADS) that comprises
extremely high-power accelerators (30 MW) with proton kinetic energy of 1.5 GeV [1]. In ADS,
Lead–bismuth eutectic (LBE) is used as a target material to produce spallation neutrons, and it
simultaneously plays the role of a coolant. Since the neutron production target using spallation is
designed to be irradiated by protons in several GeV kinetic energy, a study with the high-energy
particles in the kinetic energy region ∼ GeV is essential for the research and development of
spallation neutron source. In Japan, J-PARC can only provide the protons in the energy range for
spallation neutron. Some studies of nuclear data for spallation neutron source were and are going
to be conducted at J-PARC using the 3-GeV proton synchrotron (RCS) and the beam transport
called 3NBT. For the accelerator facilities not only ADS but also high-intensity accelerators, it
is crucial to understand the damage of materials under beam irradiation. The material damage
is widely characterized by displacement per atom, which is given by the displacement cross
section. To understand the displacement in the high-energy region, an experiment is planned at
CERN using 440-GeV protons. In this paper, some experiments for the nuclear data conducted
at J-PARC using several GeV-protons are introduced, such as nuclide production cross section
induced by protons and displacement cross section. Also, the experiment planned at HiRadMat
CERN is explained.

charged particle reaction is another target of the next JENDL, because those data are significantly 
limited comparing with the neutron data. 

Discussions about the future developments of JENDL are in progress under Nuclear Data 
Division of Atomic Energy Society of Japan. In this framework, several workshops were planed and held 
on the topics of muon nuclear data, nuclear regulation, fission product yield, and medical isotope 
production. 
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2 Nuclide production cross section induced by protons

Figure 1: Cross section of natFe(p,x)7Be as a function
of kinetic energy of projectile protons.

To estimate the residual nuclei in the
target and the beam window, nuclide
production cross sections are required.
However, the data are not enough to val-
idate the calculation models. For valida-
tion of the calculation model, we have
carried out the production cross section
using several GeV-protons. For the ex-
periment, sample changers with sample
holders were installed at 3NBT. At the
RCS, the kinetic energy of the extracted
proton can be varied from 0.4 to 3 GeV,
altering the acceleration duration. With
the change in the rigidity of the follow-
ing magnets, the beam was introduced
to the sample. After irradiation, the
sample was observed by the high-pure
Ge detector. With the gamma spec-
trometry, the production cross section was derived.

So far, measurements with many target elements of Be [2], C [2], Al [3–5], Ti [6], Fe [7],
Ni [8, 9], Zr [8, 9], Nb [6], Mn [10], Co [10], Sc [2], V [2], Pb [5], and Bi [5, 11] were conducted.
Here, the cross section of natFe(p,x)7Be reaction [7] is explained. The experimental results
of natFe(p,x)7Be are shown in Fig. 1 compared with the various calculation models based on
intra-nuclear cascade model (INC) and the evaluatied data of JENDL/HE-2007. It is shown that
INCL-4.6 [12]/GEM and INCL++/ABLA07 show remarkable underestimation for the kinetic
energy range above 1 GeV. The nuclide of 7Be is mainly produced by the statistical decay and
partially produced by the multi-fragmentation. On the other hand, the previous calculation INC
model of Bertini/GEM shows good agreement in the energy range above 2 GeV. This tendency
appears for light and light-heavy target nuclides. By the future study, the underestimation of
7Be production based on INC will be improved.

Although JENDL/HE-2007 shows a good agreement with the experimental results, it shows
a slight overestimation for energies above 2 GeV. At GSI, the same cross section for 56Fe was
measured with the inverse-kinematics [13], as shown in Fig. 1. The disagreement of the data
obtained at GSI was pointed out by the other study [14]. With accumulated experimental
results, the evaluated data will be improved. By applying machine learning, such as Gaussian
Process Regression (GPR) [15], the prediction of cross section was improved with experimental
data obtained at J-PARC using RCS.

3 Displacement cross section
At the Material and Life Science Experimental Facility (MLF) in J-PARC, an aluminum alloy
is utilized as a beam window [16] to separate the vacuum in the accelerator and He-filled area at
the target station. For high-intensity accelerators, the damage to the beam-intercepting material
is one of the critical issues while it plays an essential roles. To operate a high-power accelerator
confidently, damage estimation of the target material is essential. For quantitative estimation of
the damage to the target material, the displacement per atom (dpa) index is generally employed.
The dpa is estimated using the particle fluence multiplied with displacement cross section.
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The cross section is usually obtained using the Norgertt–Robinson–Torrens (NRT) model [17].
The calculation method for the displacement cross section has been established for the low-
energy regions where nuclear reactions produce no particles. For the protons in the high-energy
region above 20 MeV, the experimental data of the displacement cross section are scarce. The
displacement cross section has not been adequately studied. Since many reaction channels open
(above 20 MeV), a calculation based on INC is used to obtain the cross section. For validation
and improvement of the dpa evaluation, the experimental data are crucial. To obtain the data,
the displacement cross-section measurements were conducted in J-PARC [18–20].

To obtain the displacement cross section, a vacuum chamber with a cryocooler was installed
at the front of the beam dump of RCS with a similar scheme to the experiment of the production
cross section. For observation of the damage in the sample, the sample is required to be cooled
at a cryogenic temperature (∼ 10 K), where the recombination of Frenkel pairs is well suppressed
owing to thermal motion. With the observation of the resistivity change due to the irradiation
at the cryogenic temperature, the experimental displacement cross section was obtained. A
vacuum chamber was installed in front of the 3-GeV beam dump. The chamber was equipped
with a Gifford–McMahon (GM) cryocooler, which cooled the sample , as shown in Fig. 2. The
assembly of the GM cryocooler and a sample wire was placed on a movable stage to control
the irradiation. Before installation, the sample was annealed just less than the melting point to
eliminate the defect of the lattice. Each sample was sandwiched between electrical insulation
sheets of an aluminum nitride ceramic and held by a holder made of aluminum. The resistance of
the sample was measured using a voltmeter and current source. The sample wire was connected
through terminals to both the current source and voltmeter for the compensation of the cable
resistance between the sample and instruments.

During the experiment, the beam position given by the profile monitor was confirmed to be
the center of the wire with the observation of the change in resistivity during the scan, owing to
the precise beam control developed at J-PARC [21, 22]. The resistance of the iron sample was
observed with the temperature of the sample holder determined using the attached thermometer
during the beam irradiation. Although the sample temperature was not directly observed, it
can be thought to be kept less than 20 K. The observed temperature of the holder increased by
0.2 K during the irradiation. The sample resistance was increased by about 0.2 µΩ from the
start of the beam irradiation, which was produced due to the displacement by the protons.

The present displacement cross section of iron is shown in Fig. 3 with the previous exper-
imental data. The calculation with PHITS [23] using cascade model of INCL-4.6 [12] and the
evaluated data given by the Karlsruhe Institute of Technology (KIT) [24] are also shown in this
figure. For PHITS calculation and KIT evalulation, two displacement models were applied. The
first one was NRT model, which is widely utilized for evaluation of dpa. The second one was
the athermal–recombination–corrected dpa (arc-dpa) model based on molecular dynamics. For
the arc-dpa, the parameters given by Nordlund [25] were applied to PHITS. It is found that the
NRT model underestimates by about a factor of 2 in the energy region of GeV. It should be
noted the arc-model calculation shows remarkably good agreement with the experimental data.

4 Experiment of displacement cross section at HiRadMat
In J-PARC, the data were obtained in the energy region below 30 GeV. As shown in Fig. 3,
the cross section in the high-energy region above 1 GeV showed saturated to a certain value.
In terms of the theoretical view, due to the relativistic, the stopping power given by projectiles
increases as the energy, which was not shown in the observed displacement cross section. To
confirm this, measurements of displacement cross sections were made using 120-GeV protons
at Fermilab in 2023 in a similar manner at J-PARC. The experiment was performed at the

2 Nuclide production cross section induced by protons

Figure 1: Cross section of natFe(p,x)7Be as a function
of kinetic energy of projectile protons.

To estimate the residual nuclei in the
target and the beam window, nuclide
production cross sections are required.
However, the data are not enough to val-
idate the calculation models. For valida-
tion of the calculation model, we have
carried out the production cross section
using several GeV-protons. For the ex-
periment, sample changers with sample
holders were installed at 3NBT. At the
RCS, the kinetic energy of the extracted
proton can be varied from 0.4 to 3 GeV,
altering the acceleration duration. With
the change in the rigidity of the follow-
ing magnets, the beam was introduced
to the sample. After irradiation, the
sample was observed by the high-pure
Ge detector. With the gamma spec-
trometry, the production cross section was derived.

So far, measurements with many target elements of Be [2], C [2], Al [3–5], Ti [6], Fe [7],
Ni [8, 9], Zr [8, 9], Nb [6], Mn [10], Co [10], Sc [2], V [2], Pb [5], and Bi [5, 11] were conducted.
Here, the cross section of natFe(p,x)7Be reaction [7] is explained. The experimental results
of natFe(p,x)7Be are shown in Fig. 1 compared with the various calculation models based on
intra-nuclear cascade model (INC) and the evaluatied data of JENDL/HE-2007. It is shown that
INCL-4.6 [12]/GEM and INCL++/ABLA07 show remarkable underestimation for the kinetic
energy range above 1 GeV. The nuclide of 7Be is mainly produced by the statistical decay and
partially produced by the multi-fragmentation. On the other hand, the previous calculation INC
model of Bertini/GEM shows good agreement in the energy range above 2 GeV. This tendency
appears for light and light-heavy target nuclides. By the future study, the underestimation of
7Be production based on INC will be improved.

Although JENDL/HE-2007 shows a good agreement with the experimental results, it shows
a slight overestimation for energies above 2 GeV. At GSI, the same cross section for 56Fe was
measured with the inverse-kinematics [13], as shown in Fig. 1. The disagreement of the data
obtained at GSI was pointed out by the other study [14]. With accumulated experimental
results, the evaluated data will be improved. By applying machine learning, such as Gaussian
Process Regression (GPR) [15], the prediction of cross section was improved with experimental
data obtained at J-PARC using RCS.

3 Displacement cross section
At the Material and Life Science Experimental Facility (MLF) in J-PARC, an aluminum alloy
is utilized as a beam window [16] to separate the vacuum in the accelerator and He-filled area at
the target station. For high-intensity accelerators, the damage to the beam-intercepting material
is one of the critical issues while it plays an essential roles. To operate a high-power accelerator
confidently, damage estimation of the target material is essential. For quantitative estimation of
the damage to the target material, the displacement per atom (dpa) index is generally employed.
The dpa is estimated using the particle fluence multiplied with displacement cross section.
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Figure 2: Schematic of the sample, vacuum
chamber, and GM cryocooler used for the
present experiment.

Figure 3: Comparison of the present experi-
mental data for iron with previous experimental
data [26], calculation data using PHITS [23] and
KIT evaluations [24].

Fermilab Test Beam Facility using slow beam extraction. The data were successfully obtained
and showed the conserving of the cross section regardless of the energy up to 120 GeV.

To expand the energy region, an experiment was planned at CERN to use 440-GeV protons.
Already, the proposal for the experiment was approved by the program committee of HiRadMat.
The experimental setup is shown in Fig. 4. At HiRadMat [27], many tests and examinations
have been performed. One of those is to observe the impact on the cryogenic system used at Large
Hadron Collider (LHC). One of the experimental groups has been performed with cryogenic using
the vacuum vessel, which allowed us to use it for the measurement of the displacement. The
experiment is planned to be conducted in May 2025.

Figure 4: Schematic of the experimental setup at HiRadMat CERN for 440-GeV protons.
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5 Summary
To evaluate the target materials used in high-intensity proton accelerators, particularly in ADS,
experiments for the measurements of displacement and nuclei production cross sections were
carried out at J-PARC using RCS. Some of the experimental data were obtained as the first
one in the world. Due the the limited space, some studies, such as measurement of spallation
neutron spectrum with the mercury target, are skipped in this paper. In the future, the data will
be obtained at HiRadMat CERN using 440-GeV protons to solve the puzzle of the displacement
cross section.
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PHIG-3D, a three-dimensional visualization tool designed for PHITS input data, realized a 
modernized appearance and user-friendly interface. However, there are limitations caused by its internal 
structure. The most significant limitation is the increased memory usage associated with the polygon 
construction process. This increase in memory usage comes from the Marching Cubes method. Another 
limitation is the character encoding. PHIG-3D supports only UTF-8 in input files because automatic 
encoding detection is complicated and UTF-8 can be easily handled in common by the cross-platform 
libraries used in PHIG-3D. This work provides such auxiliary knowledge to better use. 

1. Background
1.1. Motivation 

In recent years, the multi-purpose three-dimensional continuous energy Monte Carlo radiation 
transport code (MC code) PHITS [1] has been used in various fields. One of the advantages of MC codes 
is that they can handle three-dimensional complex geometries without discretization. However, the built-
in visualization functions in PHITS can create only sliced images or overview images by ray-tracing, and 
it does not allow users to change viewpoints in real time. 

In general, it is difficult to reconstruct a three-dimensional object from multiple two-dimensional 
images. Therefore, a tool with 3D rendering and real-time manipulation capabilities would be remarkably 
useful for spatial perception of geometries. For instance, Figure 1 shows the three-dimensional picture 
and sliced images of an input model. These pictures illustrate that it is difficult to reconstruct a 3D image 
from 2D images. 

Figure 1 HPGe head model, (a) 3D overview, (b) sliced images at 1 cm intervals. 

(a) (b) 
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1.2. History 
The prototype of the PHITS code, the NMTC code [2], was created in 1970, and the basic geometric 

features were completed in the modified version, NMTC/JAERI [3]. The later upgraded NMTC/JAERI97 
[4] allowed the use of tori, and it became possible to input almost the same geometry as the current 
version of PHITS. After that, NMTC/JAM [5] extended the applicable energy ranges, and then the first 
version of PHITS [6] was released in 2002. Thus, by the end of the 1980s, the input syntax to define 
three-dimensional geometries was established, and there has been a demand for interactive 3D viewers 
since then. Focusing on 3D visualization APIs, OpenGL2.0 [7] was released in 2004, and consumer GPUs 
supporting it appeared almost at the same time. In other words, it has been more than 20 years since the 
technology stack which enables the development of 3D viewers was available. PHIG-3D (PHITS 
Interactive Geometry viewer in 3D) was developed to solve this problem. PHIG-3D has been developed 
based on Gxsview [8] as a prototype to minimize the development period. This paper describes the goals, 
internal structure, and constraints of PHIG-3D. 

2. Goal of PHIG-3D
PHIG-3D has the following goals: real-time operation with a mouse, multi-threading, multi-language 

support, and displaying scalable fonts. Any situation in which these goals are not achieved is considered 
a bug. 

2.1. Realtime operation with a mouse 
The most important functionality in PHIG-3D is the ability to change viewpoints in real-time using 

the mouse and keyboard. To achieve it, Qt [9] and VTK [10] are adopted for the GUI widgets and the 
three-dimensional viewport respectively. Figure 2 is the screenshot of PHIG-3D. The screen consists of 
panes on the left side and a viewport on the right side. The panes are used to select visible cells, set the 
number of sampling points, and configure the rendering volume. The cell construction starts after pushing 
the “Draw” button at the bottom of the panes. A left-mouse-button-click on a cell in the viewport switches 
to the wireframe view, and a right-mouse-button-click allows the user to select menu options such as hide 
cell, center cell, and set opacity. 

Figure 2 PHIG-3D displaying vacuum chamber[11]. 
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2.2. Multithreading 
PHIG-3D is developed using C++17, and it is parallelized by using the std::thread class to allocate 

a CPU core for each cell during polygon generation. In addition, the VTK libraries included in the official 
PHIG-3D distribution package are parallelized with Thread Building Block [12], which can achieve more 
effective parallel processing. 

2.3. Multilingualization 
The mixing of character encodings makes multilingual support difficult. Table 1 summarizes the 

encoding support status of major OSs and libraries used by PHIG-3D. On Linux and macOS, it is 
sufficient to unify the encoding to UTF-8. By contrast, three encodings, the system encoding (SJIS for 
Japanese Windows), UTF-8, and UTF-16, are used on Windows. Multilingual support would be simpler 
if Windows were not supported. However, this option cannot be taken, considering the number of PHITS 
users who use Windows OS. To minimize the development effort, PHIG-3D supports only UTF-8 input 
files. UTF-8 strings are used internally, and then they are converted to system encoding only when 
accessing files in need. The font can be changed by selecting the “Change font” submenu from the 
Appearance menu at the top of the window. 

Table 1 Encoding in major environments. 
Environments System C++ runtime libraries Qt VTK 

Linux UTF-8 UTF-8 UTF-8 Selectablec 

macOS UTF-8 UTF-8 UTF-8 Selectablec 

Windows(ja) SJIS, UTF-16a SJIS UTF-8/SJISb Selectablec 

a: The system uses SJIS, and its Registry uses UTF-16 

b: Qt commonly uses UTF-8, but some classes use SJIS by default on Windows. 

c: VTK can treat both SJIS and UTF-8 but does not have multibyte character fonts. 

3. Internal structure
In PHIG-3D, independent processes are carried out sequentially in the cell visualization process. 

Specifically, the flow is configured to be unidirectional and is executed in the following order: pre -
processing, creation of implicit functions of surfaces, and creation of implicit functions of cells. Finally, 
the Marching Cubes method [13] is used to generate the polygons of the cells. Such a configuration is 
useful to avoid the “critical mass problem” in the software as described in the Jargon File [14].  

3.1. Critical mass in software engineering 
The Jargon File says about the critical mass, “In physics, the minimum amount of fissionable material 

required to sustain a chain reaction. Of a software product, describes a condition of the software such 
that fixing one bug introduces one plus epsilon bugs. …”. Bugs are likely to occur in proportion to the 
amount of source code, and additional functionality increases the amount of source code. In addition, bug 
fixing is also a kind of programming process. Hence, software reaches critical mass in the long run. For 
programs that have exceeded critical mass, bugs are expected to increase exponentially (like the neutron 
flux in a nuclear reactor). To prevent super-criticality (the same as nuclear engineering), it is effective to 
reduce the amount of source material and then split it into a weakly coupled or independent state. 

1.2. History 
The prototype of the PHITS code, the NMTC code [2], was created in 1970, and the basic geometric 

features were completed in the modified version, NMTC/JAERI [3]. The later upgraded NMTC/JAERI97 
[4] allowed the use of tori, and it became possible to input almost the same geometry as the current 
version of PHITS. After that, NMTC/JAM [5] extended the applicable energy ranges, and then the first 
version of PHITS [6] was released in 2002. Thus, by the end of the 1980s, the input syntax to define 
three-dimensional geometries was established, and there has been a demand for interactive 3D viewers 
since then. Focusing on 3D visualization APIs, OpenGL2.0 [7] was released in 2004, and consumer GPUs 
supporting it appeared almost at the same time. In other words, it has been more than 20 years since the 
technology stack which enables the development of 3D viewers was available. PHIG-3D (PHITS 
Interactive Geometry viewer in 3D) was developed to solve this problem. PHIG-3D has been developed 
based on Gxsview [8] as a prototype to minimize the development period. This paper describes the goals, 
internal structure, and constraints of PHIG-3D. 

2. Goal of PHIG-3D
PHIG-3D has the following goals: real-time operation with a mouse, multi-threading, multi-language 

support, and displaying scalable fonts. Any situation in which these goals are not achieved is considered 
a bug. 

2.1. Realtime operation with a mouse 
The most important functionality in PHIG-3D is the ability to change viewpoints in real-time using 

the mouse and keyboard. To achieve it, Qt [9] and VTK [10] are adopted for the GUI widgets and the 
three-dimensional viewport respectively. Figure 2 is the screenshot of PHIG-3D. The screen consists of 
panes on the left side and a viewport on the right side. The panes are used to select visible cells, set the 
number of sampling points, and configure the rendering volume. The cell construction starts after pushing 
the “Draw” button at the bottom of the panes. A left-mouse-button-click on a cell in the viewport switches 
to the wireframe view, and a right-mouse-button-click allows the user to select menu options such as hide 
cell, center cell, and set opacity. 

Figure 2 PHIG-3D displaying vacuum chamber[11]. 
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3.2. Processing flow 
PHIG-3D processes input files in independent steps: input lexical analysis, instantiation of surface 

objects, instantiation of cell objects, and creation of 3D models. Figure 3 shows this processing flow. To 
simplify the complex visualization and GUI processes as much as possible, a pre-process is first 
performed to replace complex PHITS inputs with simple ones during lexical analysis of the input text. 
For example, meta cards such as infl: and set: are parsed first, and then input file concatenation and 
constants substitution are performed first. Subsequently, macrobody replacement with normal surfaces, 
cell interdependency resolution, element filling of lattice cells, and TRCL execution are performed. It 
should be noted that the TRCL parameter, although named after “Transform CeLl,” is practically a surface 
transformation, so it is necessary to perform a coordinate transformation on the surface card. Since there 
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3.3. Polygon creation 
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PHIG-3D uses the Marching Cubes method to generate polygons from the implicit functions of cells.  
Although this method can render complex shapes, it cannot render objects smaller than the grid size 
because the space is divided into a 3D grid and polygons are created by checking the inside or outside of 
the cell at each grid point. To improve this disadvantage, PHIG-3D uses axis-aligned bounding boxes 
(AABBs). If the AABB is calculated and set successfully, even extremely small cells (e.g., activation foil 
or HPGe detector window) can be rendered by generating grid points only within the AABB. This 
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Figure 4 Thin cells and bounding boxes. An axis-aligned cell (a) fits a tight AABB, but a tight AABB 
cannot be created for a non-axis-aligned cell (b). 

4. Conclusion
The internal structure of PHIG-3D and the features derived from them are described. Users can 

enhance their use of PHIG-3D by taking note of the following considerations: (1) UTF-8 or ASCII 
encoding is preferable for the input file, (2) The extended parameter (TRSF) is not recommended because 
PHITS cannot be executed, (3) Increase the number of samples with caution due to high memory 
consumption, (4) Thin non-axis-aligned cells are difficult to draw by the Marching Cubes method.  

If the Marching Cubes method is used for precise drawing with small lattice sizes, a huge amount of 
memory is required. Thus, the amount of memory severely limits the drawing quality. In future work, the 
polygon Boolean method used in the web version of Gxsview [15] is planned to be adopted. This new 
method is expected to reduce memory consumption to 1/100. 
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Abstract

Recently, while we have understood that PHITS code is positioned as a solver processing
for radiation and particle transport behavior, it has been now possible to export Nastran
bulk data (.bdf format as solid meshing typical in use) corresponding to the PHITS code
by integrating the latest methods for pre-post processing of complex entities (human body,
structures, etc.). We have examined the suitability of MSC Apex modeler as the best method
for this pre=post processing. The MSC Apex modeler is responsible for the tetrahedral
meshing design on the integrating MSC Apex software, and its powerful coupling with 3D-
CAD and 3D-CG softwares has made it possible to precisely set up various complex entities,
such as next-generation fusion reactors, HESTIA (Helical Fusion Co., Ltd. JAPAN) in this
study, in the PHITS computational space. we have developed these technical workflows
providing beneficial geometry designs for PHITS code. And also, we have presented that the
results of exporting the T-track data obtained from the PHITS calculation to openFOAM
format and using the data to create a 3D display of the tetrahedral discrete mesh bins in
Paraview.

1 Introduction

Radiation and particle transport calculations based on the Monte Carlo method have been ef-
fectively used in various fields and are also now indispensable tools for the researchers and
engineers involved. We have utilized the PHITS code [1] mainly for medical applications, ra-
diation protection, radiation activation evaluation for medical accelerator, and next generation
fusion reactor development. In recent years, a number of start-up companies have come forward
worldwide in the field of fusion reactor development, including KYOTO FUSIONEERING [2],
EX-fusion [3], and Helical Fusion [4] in Japan. One of the most important issues of Monte Carlo
simulation calculations, including PHITS, is to set up a highly accurate and precise model of
human bodies and structures equivalent to a real entity in a three-dimensional virtual space,
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i.e.,a complex topology in which the real entities do not have to be actually constructed (man-
ufactured or built). To fulfill this issues, it had been impossible to reproduce such complex
topology groups in the 3D virtual calculation space due to very low software performance asso-
ciated with older computer hardware performance (poor CPU and GPU performance and data
transfer hardware) and insufficient 3D-CAD processing performance such as pre-post processing
and solver processing using the finite element method, which is essential for 3D processing, and
algorithms with slow code compilation processing. Recently, however, the drastic improvement
in computer performance combined with the growing needs of general-purpose industries in the
automotive, aerospace, shipbuilding, and creator industries has led to remarkable technologi-
cal progress in 3D-CG production, an integrated simulation environment that includes pre-post
processing, solver processing, and 3D-CAD (Computer Aided Design)/CAE (Computer Aided
Engineering). In the course of this innovative technological advancement, we have been able
to obtain MSC Apex modeler [5], an industry-established modeler for meshing structures to be
reproduced in the PHITS computational space. The MSC Apex modeler belongs to MSC, the
developer of the industry standard Nastran Bulk data (.bdf format) generally used for meshing,
and is recognized for its influence on the quality of meshing in structural design using the finite
element method (FEM), which is commonly used in structural analysis simulations in industry.
There exists that radiation transport simulation calculations require the accurate reproduction
of highly detailed and complex entities designed by 3D-CAD/CG in the calculation space. In
this study, we have demonstrated the usefulness of the finite element meshing software MSC
Apex modeler as a pre-post process that also serves as a smooth coupled execution to PHITS,
a solver for radiation transport analysis, and we present some examples of its application and
describe the workflow we have established.

2 Materials and Method

MSC Apex modeler is utilized for tetrahedral element structure meshing by finite element
method modeling in this study. This modeling software of MSC Apex modeler has generated
Nastran Bulk data (.bdf format) as automatically and accurately as possible, and has several
sufficient editing tools to easily deal with errors such as self-intersections of tetrahedral struc-
tures caused by technial problems that are originated in the CAD production process. The
presentation will also outline Fusion360 (3D-CAD) and Blender (3D-CG), both of which are
necessary for designing complex entities.

2.1 On the finite element (FEM) method as a basis for tetrahedral element
structure modeling

The finite element method (FEM) [6] is one of the core analytical methods used to numerically
solve engineering problems that cannot be solved exactly. In the field of structural mechanics,
it has been developed for stress analysis of structures, etc., and has now been extended to a
variety of fields. In radiation behavior analysis, it is also focused on as nuclear thermal coupled
analysis, and recently its application has been progressing in PHITS. The FEM method divides
the structure into small simple geometries (elements with nodes, meshes such as tetrahedral)
and formulates mathematical expressions for each of them. The behavior of the entire structure
is analyzed and reproduced by solving simultaneous equations that link these formulas together.
In the case of radiation analysis, we only need to know the meshed material information and its
location which mesh it is, so basically we only apply meshing up to the FEM method．
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2.2 MSC Apex modeler as a finite element modeling software

MSC Apex modeler is one of the CAE integration environments provided by MSC software
corporation, a subsidiary of HEXAGON, and is comprised of MSC Apex Generative Design
and MSC Apex Structures. Nastran bulk data format has the .bdf extension and is the data
format handled by the NASTRAN program which is a finite element analysis and was originally
developed for NASA in the late 1960s under United States government funding for the aerospace
industry. The MSC (MacNeal-Schwendler Corporation) software corporation was the principal
and original developer of the Nastran bulk data format. The MSC Apex modeler is a CAE
specific direct and powerful modeling and meshing solution that streamlines CAD clean-up,
simplification and meshing workflow, and can also import and deal with 3D surface polygon
data of interest captured by a 3D scanner or is easily obtainable through e.g. Thingiverse
that is one of the major websites in the 3D printer industry. One of the best features of this
modeling software is that it should enable us to quickly find defects in an imported CAD data
and automatically correct them during data import to reduce the occurrence of meshing errors
during generating mesh modeling. Furthermore, when performing tetrahedral meshing, the
continuous repairing with direct modeling and meshing allows for our easy GUI operations to
correct error locations and immediately perform proper meshing as soon as the correction should
have been implemented.

2.3 Autodesk Fusion 360 (3D-CAD) and Blender (3D-CG)

Technological breakthroughs in recent years on tetrahedral structure meshing and technological
innovations such as the 3D-CAD/CG softwares, Fusion 360 (3D-CAD) [7, 8] and Blender (3D-
CG), provided an incentive for scientists and engineers in the radiation transport simulation to
design complex entities into the calculation space of their interests.

The design of the next-generation fusion reactor of HESTIA involved to this study was
carried out primarily by Helical Fusion, Co. Ltd., using Fusion360. This cloud-based 3D
CAD/CAM/CAE integration platform software of Fusion 360 from Autodesk, Inc. was re-
leased in 2013. It has been similar in operation to Autodesk’s Inventor 3D-CAD software, with
slightly less advanced functionality. Hybrid modeling, design, engineering, and fabrication, not
at the industry level of high quality standards, but at a level of quality that can follow or even
rise to the level of industry. Model design, sculpting (also known as form modeling, creating
curved surface designs similar to computer graphics), meshing, rendering, animation, simulation
(thermal analysis, etc.), CAM (object machining), sheet metal processing, drawing creation.

Blender (the latest version is 3.6.2 on November 2023) [9] is an open source integrated 3D-
CG software and has been developed and presented by Ton Roosendaal in 1998. This software
is equipped with a wide variety of functions necessary for 3D production, including modeling
(mesh, NURBS, and sculpting), rendering, and video editing functions. The industry standard
AUTODESK Maya and its rise to prominence is remarkable.

3 Results and Discussion

In order to evaluate radiation transports including neutron and photon so on in advance with
accuracy, it is especially important to accurately represent the target structure in the compu-
tational domain in radiation transport analysis in advance. High resolution representing the
design of the next-generation helical-type nuclear fusion reactor of HESTIA by Helical Fusion is
inevitable. However, it is extremely difficult to accurately represent complex design structures
like a helical structure in PHITS calculation space. There is, we have provided an example work-
flow of addressing the MSC Apex Modeler to generate MSC Nastran input data (.bdf format)

i.e.,a complex topology in which the real entities do not have to be actually constructed (man-
ufactured or built). To fulfill this issues, it had been impossible to reproduce such complex
topology groups in the 3D virtual calculation space due to very low software performance asso-
ciated with older computer hardware performance (poor CPU and GPU performance and data
transfer hardware) and insufficient 3D-CAD processing performance such as pre-post processing
and solver processing using the finite element method, which is essential for 3D processing, and
algorithms with slow code compilation processing. Recently, however, the drastic improvement
in computer performance combined with the growing needs of general-purpose industries in the
automotive, aerospace, shipbuilding, and creator industries has led to remarkable technologi-
cal progress in 3D-CG production, an integrated simulation environment that includes pre-post
processing, solver processing, and 3D-CAD (Computer Aided Design)/CAE (Computer Aided
Engineering). In the course of this innovative technological advancement, we have been able
to obtain MSC Apex modeler [5], an industry-established modeler for meshing structures to be
reproduced in the PHITS computational space. The MSC Apex modeler belongs to MSC, the
developer of the industry standard Nastran Bulk data (.bdf format) generally used for meshing,
and is recognized for its influence on the quality of meshing in structural design using the finite
element method (FEM), which is commonly used in structural analysis simulations in industry.
There exists that radiation transport simulation calculations require the accurate reproduction
of highly detailed and complex entities designed by 3D-CAD/CG in the calculation space. In
this study, we have demonstrated the usefulness of the finite element meshing software MSC
Apex modeler as a pre-post process that also serves as a smooth coupled execution to PHITS,
a solver for radiation transport analysis, and we present some examples of its application and
describe the workflow we have established.

2 Materials and Method

MSC Apex modeler is utilized for tetrahedral element structure meshing by finite element
method modeling in this study. This modeling software of MSC Apex modeler has generated
Nastran Bulk data (.bdf format) as automatically and accurately as possible, and has several
sufficient editing tools to easily deal with errors such as self-intersections of tetrahedral struc-
tures caused by technial problems that are originated in the CAD production process. The
presentation will also outline Fusion360 (3D-CAD) and Blender (3D-CG), both of which are
necessary for designing complex entities.

2.1 On the finite element (FEM) method as a basis for tetrahedral element
structure modeling

The finite element method (FEM) [6] is one of the core analytical methods used to numerically
solve engineering problems that cannot be solved exactly. In the field of structural mechanics,
it has been developed for stress analysis of structures, etc., and has now been extended to a
variety of fields. In radiation behavior analysis, it is also focused on as nuclear thermal coupled
analysis, and recently its application has been progressing in PHITS. The FEM method divides
the structure into small simple geometries (elements with nodes, meshes such as tetrahedral)
and formulates mathematical expressions for each of them. The behavior of the entire structure
is analyzed and reproduced by solving simultaneous equations that link these formulas together.
In the case of radiation analysis, we only need to know the meshed material information and its
location which mesh it is, so basically we only apply meshing up to the FEM method．
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to be imported into PHITS from the 3D CAD data of the next-generation helical-type nuclear
fusion reactor of HESTIA.

Our developed workflow including surface
polygon

.stp or .x_t
CAD data

HEXAGON MSC Apex 
Modeler

.bdf format,
MSC Nastran 

Bulk data

HEXAGON MSC Apex Modeler

Tetrahedral direct 
mesh modelingImport CAD Þles

Clear up any 
entities, such as a 

face, edge or 
vertex, with GUI 

operation

Set up three-
dimensional 
elemental 

properties of 
materials Develop an 

optimized import 
code description to 
streamline the .bdf 

Þle to PHITS Monte-
Carlo code

To automatically correct self-intersecting errors 
caused by the tetrahedral mesh modeling

.stl or .obj  
polygonal surface 
mesh（CG data）

Solid meshing and surface polygon supported 
by MSC Apex modeler

Applying Boolean addition and 
merging the solids as cells.

Figure 1: The technical workflow of MSC Apex modeler which we have developed in this study,
from MSC Apex modeler for pre-post processing with solid finite element meshing to PHITS for
solver processing in the geometric design of complex topologies.

Figure 1 shows the technical workflow of MSC Apex modeler which we have developed in
this work. In this workflow, 3D CAD data was imported into MSC Apex Modeler, geometries
were edited, and solid mesh was generated to obtain the input data in MSC Nastran input data
format. Then, the file output from MSC Apex was loaded in the PHITS calculation code and the
calculation was performed successful. The procedure orders for this work flow are as follows: 1)
define the materials used for each parts designed by CAD/CG-designed part, 2) assign material
number to each part number, which corresponds to a cell number in PHITS, 3) execute solid
meshing (tetrahedral direct mesh modeling). If errors such as self-interactions have been made
during the solid meshing operations, various geometry editing and solid meshing functions in
MSC Apex allow us to detect those intersections and other errors in the GUI and to visually
edit geometries with advanced tools such as “Vertex/Edge Drag”, 4) export the bdf file and
verify the drawing with the Gmsh software for accuracy of the geometric entities obtained by
the solid mesh modeling and for the proper correspondence with the material number of each
part. Whenever this drawing is unsuccessful, we have proved that PHITS will not execute using
the exported bdf file. 5) Finally, we identify that when the shape of the entire part of our
interest is reproduced correctly or not in PHITS, and if we detect any areas where no material is
assigned (indicated by white drawing), the booleans in the face-sharing part of the tetrahedral
mesh shape are not working properly, so we return to the meshing edit window and implement
repeatedly the direct mesh modeling to improve the focusing tetrahedral groups on the entire
part. The present solid mesh modeling results of the next-generation nuclear fusion reactor of
HESTIA revealed that for one (36-degree unit) of the ten units of the circumferential 360-degree
helical structure on HESTIA, the number of nodes was 999,662 (of which the internal nodes were
604,899 and the surface ones were 394,763), and the number of elements was 4,797,001, and the
size of this obtained bdf file was approximately 320 MB. Obviously, the number of those nodes
and elements in a higher-resolution tetrahedral mesh structure (i.e., with almost no tolerance
between the real object and the tetrahedral meshed one) would be enormous, and the file size
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would be huge.
Figures 2 and 3 show the results of preliminary two-dimensional neutron (source setting is

14 MeV neutron primary energy) transport calculation distributions on HESTIA, with Fig. 2
representing cross sections of some transverse planes and Fig. 3 representing cross sections
of some coronal planes. The number of histories for each calculation is 50,000,000. The total
calculation time for this output was about 5 hours with the memory-sharing parallel of openMP-
PHITS calculation. The calculation time for the tetrahedral structure mesh modeling with
a bdf file is shorter than that for the calculations written in the input files with the usual
geometry settings inside PHITS, due to the advantage that the PHITS calculation program can
easily determine the coordinate positions of the materials comprising the object in the radiation
transport calculation.

Preliminary calculation results of neutron transport (the primary source energy is 14 MeV) on PHITS
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Figure 2: Preliminary results of 2D neutron transport calculations in the cross sections of
transverse planes on HESTIA.

to be imported into PHITS from the 3D CAD data of the next-generation helical-type nuclear
fusion reactor of HESTIA.

Our developed workflow including surface
polygon

.stp or .x_t
CAD data

HEXAGON MSC Apex 
Modeler

.bdf format,
MSC Nastran 

Bulk data

HEXAGON MSC Apex Modeler

Tetrahedral direct 
mesh modelingImport CAD Þles

Clear up any 
entities, such as a 

face, edge or 
vertex, with GUI 

operation

Set up three-
dimensional 
elemental 
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materials Develop an 
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Þle to PHITS Monte-
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caused by the tetrahedral mesh modeling

.stl or .obj  
polygonal surface 
mesh（CG data）

Solid meshing and surface polygon supported 
by MSC Apex modeler

Applying Boolean addition and 
merging the solids as cells.

Figure 1: The technical workflow of MSC Apex modeler which we have developed in this study,
from MSC Apex modeler for pre-post processing with solid finite element meshing to PHITS for
solver processing in the geometric design of complex topologies.

Figure 1 shows the technical workflow of MSC Apex modeler which we have developed in
this work. In this workflow, 3D CAD data was imported into MSC Apex Modeler, geometries
were edited, and solid mesh was generated to obtain the input data in MSC Nastran input data
format. Then, the file output from MSC Apex was loaded in the PHITS calculation code and the
calculation was performed successful. The procedure orders for this work flow are as follows: 1)
define the materials used for each parts designed by CAD/CG-designed part, 2) assign material
number to each part number, which corresponds to a cell number in PHITS, 3) execute solid
meshing (tetrahedral direct mesh modeling). If errors such as self-interactions have been made
during the solid meshing operations, various geometry editing and solid meshing functions in
MSC Apex allow us to detect those intersections and other errors in the GUI and to visually
edit geometries with advanced tools such as “Vertex/Edge Drag”, 4) export the bdf file and
verify the drawing with the Gmsh software for accuracy of the geometric entities obtained by
the solid mesh modeling and for the proper correspondence with the material number of each
part. Whenever this drawing is unsuccessful, we have proved that PHITS will not execute using
the exported bdf file. 5) Finally, we identify that when the shape of the entire part of our
interest is reproduced correctly or not in PHITS, and if we detect any areas where no material is
assigned (indicated by white drawing), the booleans in the face-sharing part of the tetrahedral
mesh shape are not working properly, so we return to the meshing edit window and implement
repeatedly the direct mesh modeling to improve the focusing tetrahedral groups on the entire
part. The present solid mesh modeling results of the next-generation nuclear fusion reactor of
HESTIA revealed that for one (36-degree unit) of the ten units of the circumferential 360-degree
helical structure on HESTIA, the number of nodes was 999,662 (of which the internal nodes were
604,899 and the surface ones were 394,763), and the number of elements was 4,797,001, and the
size of this obtained bdf file was approximately 320 MB. Obviously, the number of those nodes
and elements in a higher-resolution tetrahedral mesh structure (i.e., with almost no tolerance
between the real object and the tetrahedral meshed one) would be enormous, and the file size
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Preliminary calculation results of neutron transport (the primary source energy is 14 MeV) on PHITS
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Figure 3: Preliminary results of 2D neutron transport calculations in the cross sections of
coronal planes on HESTIA.

Figure 4 shows the focused workflow from capturing the 3D-CG outer complex entities (such
as surface polygon) with a 3D scanner to building them into Nastran bulk data (.bdf format).
In addition, Figure 5 presents the results of exporting the T-track data obtained from the
PHITS calculation to openFOAM format and then using the data to create a 3D display of the
tetrahedral discrete mesh bins in Paraview. The advantage of this openFOAM format make it
for us possible to understand that the calculation time is much shorter and the size of the output
data is much smaller than that of the vtk output, which has been explained by default on the
PHITS. Furthermore, the obtained drawing through the openFOAM format can be displayed
in Paraview, which improves the visibility and comprehension of the radiation tally distribution
(in this case, neutron flux distribution) in terms of handling of the 3D display.
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Figure 4: Example of the workflow to PHITS calculation space from capturing a 3D-CG outer
complex entity with a surface polygon obtained from a 3D scanner of consumer use.

Preliminary calculation results of neutron transport (the primary source energy is 14 MeV) on PHITS
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Figure 3: Preliminary results of 2D neutron transport calculations in the cross sections of
coronal planes on HESTIA.

Figure 4 shows the focused workflow from capturing the 3D-CG outer complex entities (such
as surface polygon) with a 3D scanner to building them into Nastran bulk data (.bdf format).
In addition, Figure 5 presents the results of exporting the T-track data obtained from the
PHITS calculation to openFOAM format and then using the data to create a 3D display of the
tetrahedral discrete mesh bins in Paraview. The advantage of this openFOAM format make it
for us possible to understand that the calculation time is much shorter and the size of the output
data is much smaller than that of the vtk output, which has been explained by default on the
PHITS. Furthermore, the obtained drawing through the openFOAM format can be displayed
in Paraview, which improves the visibility and comprehension of the radiation tally distribution
(in this case, neutron flux distribution) in terms of handling of the 3D display.
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Figure 5: Neutron flux tallied in tetrahedral discrete mesh bins on the next generation of nuclear
fusion reactor.

4 Conclusion

For real-world accurate and precise human bodies and structures in the PHITS computational
space, MSC Apex Modeler, a solid meshing software that has been developed in the industry-
standard integrated pre-post processing, solver processing, and 3D-CAD/CAE simulation com-
puting environment, supports error correction function (e.g., cleanup) on advanced CAD design
and exports high-quality Nastran bulk data (tetrahedral structural meshed modeling). The
workflow for designing a complex topology is extremely useful and, once incorporated into the
PHITS computational space, allows for the creation of a variety of PHITS tally results, 2D
and 3D displays of radiation transport conditions, time lapses, and more. The 3D-CG (Blender)
software facilitates the capture of the topology by the 3D scanner and the modification of surface
polygons, and by using MSC Apex Modeler to capture and modify this data, even more complex
topologies can be incorporated into the PHITS calculation space. The system design of the next
generation helical fusion reactor HESTIA (Helical Fusion Co., Ltd.) has been completed, and
the neutron transport calculation results in PHITS have reached the stage of providing basic
data on neutron flux distribution and service life of the blanket, which are important in a fusion
reactor. Finally, any real-world system can now be reproduced in high-resolution in PHITS by
MSC Apex modeler.
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Boron Neutron Capture Therapy (BNCT) is a radiation methodology utilizing the Boron 
Neutron Capture Reaction (BNCR) mechanism, depicted by 10B(n.)7Li, to accurately target 
and eradicate tumor cells. The required 10B level for its therapeutic effect in 
Boronophenylalanine (BPA)-BNCT is usually between 15-40 ppm. While this concentration 
serves as a standard for several boron derivatives, the precise 10B demand for alternative boron 
compounds, with their distinct accumulation patterns, remains unclear. To examine this, we 
crafted a virtual cell model with organelles. Using the particle and heavy ion transport system, 
we calculated the BPA equivalent dose concentration for the cell nucleus. Additionally, we 
presented the idea of the Intranuclear Minimal Region (IMR), referring to the domain in the 
microdosimetric kinetic model, and projected the BPA's equivalence dose concentration to the 
IMR. The findings suggest that the required boron dosage can change markedly based on how 
boron molecules settle within cell components. It appears important to consider the BNCR's 
impact, emphasizing the individual accumulation profiles, rather than strictly using the 15-40 
ppm as a reference. 

1. Introduction
Boron Neutron Capture Therapy (BNCT) is a radiation treatment method. First, boron is

incorporated into cancer cells. Subsequently, neutron irradiation is performed, inducing the 
Boron Neutron Capture Reaction (BNCR) within the target cells, resulting in radiation therapy 
[1]. The BNCR is expressed as [n(10B,7Li)α], leading to the generation of α particles and 7Li 
radiation. A prominent boron compound utilized in BNCT is Boronophenylalanine (BPA), 

12.
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which has progressed to practical clinical application [2]. BPA-BNCT, employing BPA, 
received approval from the Ministry of Health, Labor and Welfare in Japan in 2020 for the 
treatment of "inoperable locally advanced or locally recurrent head and neck cancer," making 
it eligible for insurance coverage [3]. 

The expansion of BNCT applications involves not only BPA but also attempts to develop 
novel boron compounds using Sodium Borocaptate (BSH). BSH, represented as 
(B12H11SH)Na2, is a small molecule, and through chemical modification of BSH, research is 
underway to develop novel boron compounds using Drug Delivery Systems (DDS) to impart 
tumor specificity and cell membrane permeability. Various BSH-based boron compound 
developments are progressing at the foundational research level [4,5]. 

In achieving selective treatment at the cellular level through BNCT, boron compounds play 
a crucial role, necessitating their selective accumulation in cancer cells. Desired properties for 
boron compounds, based on insights from past clinical studies, include a Tumor/Normal Ratio 
(T/N ratio) of 3 or more in terms of selectivity and an accumulation level of 20-40 ppm [6]. 

If a newly developed boron formulation fails to meet the target values and is deemed 
inadequate as a practical boron formulation, there may be instances where it does not reach 
practical use. In other words, there is a possibility that a newly proposed boron formulation, 
which might have had potential utility, is hindered by specific target values. In contrast to 
previously reported boron formulations, the cellular distribution of these novel formulations 
differs. Therefore, using conventional indices proposed for the evaluation of such boron 
formulations may compromise a proper assessment. Recognizing these issues, this study aims 
not only to assess the extent of boron content in cells and tissues, as conventionally done but 
also emphasizes the evaluation of the specific cellular regions where boron atoms are present 
by calculation using particle and heavy ion transport system (PHITS) [7,8]. This proposal is 
made with the intention of addressing the importance of such assessments, incorporating 
concrete numerical values. 

2. Method
2.1. Construction of Cell Model 

The method for constructing cellular structures referenced to a normal liver cell as a 
commonly used cellular model found in textbooks [9]. This model included various cellular 
organelles (Figure1). 
2.2. Construction of Boron Accumulation Model 

The boron concentration required for the anticipated cell-killing effect through BPA-BNCT 
is estimated to be approximately 15-40 ppm [6]. Therefore, in this study, we chose 30 ppm as 
a representative value, and set the boron concentration to be 30 ppm on a whole-cell basis. 

Using this configuration, we developed models for boron accumulation in various cellular 
organelles and reported PolyR-BSH and A6K/BSH model. These is compared them with BPA 
accumulation models. 

Figure 1 Created cell model for calculation using PHITS. 
Shigehira T. et al., Adv. Theory Simul. ,(2023), 6(1), 2300163.  
Copyright 2023 Wiley-VCH GmbH. Reproduced with permission. 
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Boron Neutron Capture Therapy (BNCT) is a radiation methodology utilizing the Boron 
Neutron Capture Reaction (BNCR) mechanism, depicted by 10B(n.)7Li, to accurately target 
and eradicate tumor cells. The required 10B level for its therapeutic effect in 
Boronophenylalanine (BPA)-BNCT is usually between 15-40 ppm. While this concentration 
serves as a standard for several boron derivatives, the precise 10B demand for alternative boron 
compounds, with their distinct accumulation patterns, remains unclear. To examine this, we 
crafted a virtual cell model with organelles. Using the particle and heavy ion transport system, 
we calculated the BPA equivalent dose concentration for the cell nucleus. Additionally, we 
presented the idea of the Intranuclear Minimal Region (IMR), referring to the domain in the 
microdosimetric kinetic model, and projected the BPA's equivalence dose concentration to the 
IMR. The findings suggest that the required boron dosage can change markedly based on how 
boron molecules settle within cell components. It appears important to consider the BNCR's 
impact, emphasizing the individual accumulation profiles, rather than strictly using the 15-40 
ppm as a reference. 

1. Introduction
Boron Neutron Capture Therapy (BNCT) is a radiation treatment method. First, boron is

incorporated into cancer cells. Subsequently, neutron irradiation is performed, inducing the 
Boron Neutron Capture Reaction (BNCR) within the target cells, resulting in radiation therapy 
[1]. The BNCR is expressed as [n(10B,7Li)α], leading to the generation of α particles and 7Li 
radiation. A prominent boron compound utilized in BNCT is Boronophenylalanine (BPA), 
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2.3. Cellular Nucleus Dose Analysis
A model simulating Boronophenylalanine (BPA) was created, serving as a reference to 

calculate the magnification of nuclear doses based on the intracellular localization of other 
boron compounds. Using this magnification, the equivalent BPA dose concentration (Boron 
Equivalent Dose Concentration, B-EDC) for each boron localization was calculated by dividing 
the reported effective tumor-inhibiting doses for BPA-BNCT (20-40 ppm, specifically using 30 
ppm as a representative value) by the magnification.

2.4. IMR Analysis
In addition to nuclear dose analysis, Recognizing that localized doses concentrated within 

the nucleus are averaged in nuclear dose analysis, the study compared and evaluated the 
maximum value of locally concentrated doses within the nucleus, using the concept of Intra 
nuclear Minimal Region (IMR) with a defined diameter of 0.5 μm referred to concept of 
Microdosimetric Kinetic Model (MKM) [10], a cell survival rate evaluation model.

The comparison of IMR doses was conducted similarly to the comparison of nuclear doses, 
and the B-EDC in IMR was estimated.

2.5. MKM Analysis
Based on Hawkins' proposed model for cell survival rate evaluation [10], the study applied 

Sato and Horiguchi's proposed biological effect estimation in the current cell model [11,12].
The evaluation was conducted using the Relative Biological Effectiveness at 10% survival rate 
(RBE10) for BPA as a reference based on boron localization within the cell.

3. Result
3.1. Cellular Nucleus Dose Analysis

A summary of the results when localized and accumulated in various cell organelles is 
presented (Figure2). The most significant dose change in the intracellular distribution of boron
was indicated in the accumulation within the cell nucleus and nucleolus (Table1).

The respective magnifications of nuclear doses in comparison to the reference cytoplasmic 
distribution were 10.77 and 12.82. In cells resembling the cellular model of this study, it was 
found that the intracellular localization of boron resulted in a maximum difference of 
approximately 10 to 13 times in nuclear doses.

Furthermore, considering the equivalent concentration dose of boron from the perspective of 
BPA, it was revealed that 
by taking into account the 
intracellular localization of 
boron, it is possible to 
lower the required boron 
concentration to achieve a 
BPA-equivalent dose from 
30 ppm to approximately 2-
3 ppm.

In PolyR-BSH and 
A6K/BSH, the respective 
nuclear doses increased by 
2.23-fold and 1.51-fold.
The equivalent
concentration of BPA became 13.47 ppm and 19.87 ppm, respectively.

Table 1 Nucleus dose , Magnification , and B-EDC in each subcellular 
localization of intracellular boron.

Shigehira T. et al., Adv. Theory Simul. ,(2023), 6(1), 2300163.
Copyright 2023 Wiley-VCH GmbH. Reproduced with permission.
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2.3. Cellular Nucleus Dose Analysis
A model simulating Boronophenylalanine (BPA) was created, serving as a reference to 
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Equivalent Dose Concentration, B-EDC) for each boron localization was calculated by dividing 
the reported effective tumor-inhibiting doses for BPA-BNCT (20-40 ppm, specifically using 30 
ppm as a representative value) by the magnification.

2.4. IMR Analysis
In addition to nuclear dose analysis, Recognizing that localized doses concentrated within 

the nucleus are averaged in nuclear dose analysis, the study compared and evaluated the 
maximum value of locally concentrated doses within the nucleus, using the concept of Intra 
nuclear Minimal Region (IMR) with a defined diameter of 0.5 μm referred to concept of 
Microdosimetric Kinetic Model (MKM) [10], a cell survival rate evaluation model.

The comparison of IMR doses was conducted similarly to the comparison of nuclear doses, 
and the B-EDC in IMR was estimated.

2.5. MKM Analysis
Based on Hawkins' proposed model for cell survival rate evaluation [10], the study applied 

Sato and Horiguchi's proposed biological effect estimation in the current cell model [11,12].
The evaluation was conducted using the Relative Biological Effectiveness at 10% survival rate 
(RBE10) for BPA as a reference based on boron localization within the cell.

3. Result
3.1. Cellular Nucleus Dose Analysis

A summary of the results when localized and accumulated in various cell organelles is 
presented (Figure2). The most significant dose change in the intracellular distribution of boron
was indicated in the accumulation within the cell nucleus and nucleolus (Table1).

The respective magnifications of nuclear doses in comparison to the reference cytoplasmic 
distribution were 10.77 and 12.82. In cells resembling the cellular model of this study, it was 
found that the intracellular localization of boron resulted in a maximum difference of 
approximately 10 to 13 times in nuclear doses.

Furthermore, considering the equivalent concentration dose of boron from the perspective of 
BPA, it was revealed that 
by taking into account the 
intracellular localization of 
boron, it is possible to 
lower the required boron 
concentration to achieve a 
BPA-equivalent dose from 
30 ppm to approximately 2-
3 ppm.

In PolyR-BSH and 
A6K/BSH, the respective 
nuclear doses increased by 
2.23-fold and 1.51-fold.
The equivalent
concentration of BPA became 13.47 ppm and 19.87 ppm, respectively.

Table 1 Nucleus dose , Magnification , and B-EDC in each subcellular 
localization of intracellular boron.

Shigehira T. et al., Adv. Theory Simul. ,(2023), 6(1), 2300163.
Copyright 2023 Wiley-VCH GmbH. Reproduced with permission.

3.2. IMR Analysis 
We will indicate the results on the Figure3 and Table2. Focusing only on the most significant 

changes result, its case is boron distribution in the nucleolus, and the IMR dose multiplier is 
approximately 285 times higher compared to the Cytoplasmic accumulation (BPA distribution). 
In terms of the B-EDCin IMR, it was found to be 0.11 ppm. 

Figure 3 IMR dosimetry in each subcellular localization of intracellular boron. 
Shigehira T. et al., Adv. Theory Simul. ,(2023), 6(1), 2300163.  
Copyright 2023 Wiley-VCH GmbH. Reproduced with permission. 

Figure 2 Dose distribution in each subcellular localization of intracellular boron. 
Shigehira T. et al., Adv. Theory Simul. ,(2023), 6(1), 2300163.  
Copyright 2023 Wiley-VCH GmbH. Reproduced with permission. 

Table 2 IMR dose , Magnification , and B-EDCIMR in each subcellular localization of intracellular boron

Shigehira T. et al., Adv. Theory Simul. ,(2023), 6(1), 2300163.  
Copyright 2023 Wiley-VCH GmbH. Reproduced with permission. 

JAEA-Conf 2024-002

- 71 -



3.3. MKM Analysis 
The cellular distribution of boron that exhibited the highest values was the accumulation in 

the nucleolus and the PolyR-BSH accumulation model. Both demonstrated localized 
accumulation within a subset of the nucleus, having features of the nucleolus (Figure4). In such 
cases, the relative biological effectiveness (RBE) for BPA was found to range from 1.75 to 
1.82(Table3). 

4. Conclusion
The above results indicate that if a boron compound targeting the nucleus or nucleolus is

developed, the required boron delivery amount to achieve a comparable killing effect to current 
BPA-BNCT can be significantly reduced. In the development of novel boron compounds, it is 
suggested that achieving the conventional boron delivery target values (e.g., 15-40 ppm) may 
not necessarily be essential when sufficiently considering intracellular dynamics. This implies 
a strong endorsement for the societal derivation of innovative boron compounds that have not 
yet been practicalized. 
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The JENDL-5 neutron ACE library was mainly produced with the FRENDY code, while the data 
on nuclear heating and damage (heating number, damage production energy) were done with the 
NJOY2016.65 code modified for JENDL-5. This paper reviews the data on nuclear heating and 
damage in the JENDL-5 neutron ACE library, which improves issues on nuclear heating and damage 
data found in those of the JENDL-4.0 and JENDL-4.0/HE neutron ACE libraries, for PHITS users. 

1. Introduction
The official ACE libraries of JENDL-5 [1] were released in December, 2022. The neutron ACE

library of JENDL-5 was produced mainly with the FRENDY2 [2] code except for data on nuclear heating 
and damage, which were produced with the NJOY2016.65 [3] code modified for JENDL-5 [4], and it was 
released as one of ACE libraries in ACE-J50 [4] in 2022. It has nuclear heating and damage data which 
are often important in PHITS [5] calculations. Here the nuclear heating and damage data in it are 
introduced in detail for PHITS users. 

2. Nuclear Heating and Damage Data in ACE File
Neutron ACE files have heating numbers and damage production energy cross sections, which are

related to KERMA (Kinetic Energy Released in MAterials) factors and DPA (Displacement Per Atom) 
cross section as below, as the nuclear heating and damage data [6]. 

Heating number = (KERMA factor) / stot ,                         (1) 
stot : total cross section. 

DPA cross section = 
0.8 ×	Td
2 ×	Ed

 ,                         (2) 

Td : damage production energy cross section, 
Ed : atomic displacement energy. 

The KERMA factor and damage production energy cross section are produced with the HEATR module 
of NJOY. The KERMA factor is calculated with the following two methods [3]. 
1) Energy balance method

l This method calculates KERMA factors from differences of energies before and after reactions.

14.
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The JENDL-5 neutron ACE library was mainly produced with the FRENDY code, while the data 
on nuclear heating and damage (heating number, damage production energy) were done with the 
NJOY2016.65 code modified for JENDL-5. This paper reviews the data on nuclear heating and 
damage in the JENDL-5 neutron ACE library, which improves issues on nuclear heating and damage 
data found in those of the JENDL-4.0 and JENDL-4.0/HE neutron ACE libraries, for PHITS users. 

1. Introduction
The official ACE libraries of JENDL-5 [1] were released in December, 2022. The neutron ACE

library of JENDL-5 was produced mainly with the FRENDY2 [2] code except for data on nuclear heating 
and damage, which were produced with the NJOY2016.65 [3] code modified for JENDL-5 [4], and it was 
released as one of ACE libraries in ACE-J50 [4] in 2022. It has nuclear heating and damage data which 
are often important in PHITS [5] calculations. Here the nuclear heating and damage data in it are 
introduced in detail for PHITS users. 

2. Nuclear Heating and Damage Data in ACE File
Neutron ACE files have heating numbers and damage production energy cross sections, which are

related to KERMA (Kinetic Energy Released in MAterials) factors and DPA (Displacement Per Atom) 
cross section as below, as the nuclear heating and damage data [6]. 

Heating number = (KERMA factor) / stot ,                         (1) 
stot : total cross section. 

DPA cross section = 
0.8 ×	Td
2 ×	Ed

 ,                         (2) 

Td : damage production energy cross section, 
Ed : atomic displacement energy. 

The KERMA factor and damage production energy cross section are produced with the HEATR module 
of NJOY. The KERMA factor is calculated with the following two methods [3]. 
1) Energy balance method

l This method calculates KERMA factors from differences of energies before and after reactions.
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4.0 neutron ACE library. I hope that the JENDL-5 neutron ACE library is used worldwide. 
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Abstract

The experiment at CERN/CHARM was simulated for the benchmark of particle trans-
port codes used in the radiation shielding design of high-energy accelerators. The neutron
streaming was observed by 24Na production rate in aluminum samples defined at various
positions from upstream to downstream of the corridor. These neutrons originated from 24
GeV/c proton beam hitting a copper target. Calculated values by two particle transport
codes were compared with each other. Furthermore, the measurement of the other nuclides
was investigated, and the production rate induced by proton and π± was checked.

1 Introduction

Neutrons induced by the reaction between beam particle and a target in high-energy accelerators
have higher energies above MeV. Since these neutrons have strong penetration ability and bio-
logical effect stronger than that of photons, the neutron leakage from the facility is suppressed by
installing shields and constructing the corridor with many corners. To suppress the installation
of excess shields, the design is needed to be based on experimental data. However, the data on
attenuation in the shield and streaming in the corridor has been significantly less reported for
accelerators with beam energy above 10 GeV.

Experiments at CHARM (CERN High energy AcceleRator Mixed field facility) [1] were
started to measure data on radiation shielding design of high-energy accelerators. CHARM has
supplied mixed radiation fields formed by 24 GeV/c proton bombarded with a target. Nakao et
al. measured the neutron attenuation in shields [2, 3] and the neutron streaming in the corridor
[4] by setting activation samples at various positions. In 2022, 24Na produced in aluminum
samples set in the target room and the corridor was only measured to observe neutron streaming.
These values will be compared to the calculation by particle transport codes.

The experiment in 2022 was simulated for the benchmark of neutron streaming. In this paper,
calculated 24Na production rate in aluminum samples was compared between two codes, PHITS
[5] and GEANT4 [6]. The contribution to production rates by proton and π± was additionally
checked due to setting aluminum samples near the target of CHARM. The measurement of 7Be,
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22Na, and 27Mg production rates was also investigated by the simulation. The measurement
of additional nuclides may inform the shape change of neutron energy distribution in neutron
streaming from the shape difference of production cross sections to the incident particle energy.

2 Simulation

The experiment at CHARM in 2022 was introduced for the simulation. Twelve aluminum
samples were located in the target room and corridor of CHARM, and exposed to a radiation
field formed by 24 GeV/c proton beam bombarding to a 50 cm length copper target. The
aluminum sample had two cylindrical shapes with different sizes. Smaller sample was 0.4 cm
length and 4.0 cm diameter and located at positions of inside and near entrance of the target
room. Larger one was 1.0 cm length and 8.0 cm diameter and set in the corridor. After the
irradiation, photons emitted from the sample were measured using a high-purity germanium
(HPGe) detector.

The experiment was simulated by two calculations. The geometry of the experimental facility
was constructed by each of PHITS and GEANT4. Score regions instead of the aluminum samples
were defined in the geometry. The data when a particle enters the region was scored event by
event. The production rates of 7Be, 22Na, 24Na, and 27Mg were derived by connective calculation
as sources a particle from the event by event data.

2.1 Calculation using code

Two particle transport codes, PHITS3.30 and GEANT4.11.1 were used for the calculation. The
physics model in PHITS calculation was set to default, for example of neutron inelastic processes,
JAM [7] coupled with GEM [8] above 3 GeV, INCL4.6 [9] and GEM between 20 MeV and 3
GeV, and JENDL-4 [10] less than 20 MeV were used. Two calculations were performed by
changing the physics list [11] for GEANT4 calculation. The physics lists were FTFP BERT HP
and QGSP BIC HP in which used models have been described in Ref. [12]. The neutron cut off
energy was set to be 0.1 MeV.

Figure 1 (a) shows the cross sectional view of constructed geometry. The geometry has wide
region of 21 m × 31 m × 16 m. Instead of aluminum samples, spherical score regions with
diameter of 10 cm were located at the experiment positions and additional positions. The 50 cm
length copper target was bombarded with 24 GeV/c protons. When a particle entered the score
region, the values of particle type, position, direction, energy, and weight were scored event by
event.

2.2 Connective calculation

Production rates of 7Be, 22Na, 24Na, and 27Mg were derived by the connective calculation with
a geometry consisting of a sphere filled in air and cylindrical aluminum sample as shown in Fig.
1 (b). The particle was generated on the sphere surface following scored data. The attenuation
of particle was simulated. The production probability was calculated in the attenuation of the
cylindrical aluminum.

The same values of production cross sections (XSs) for aluminum were used in the connective
calculations. The used XSs are shown in Fig. 2. The methods to acquire production XSs are
summarized in Table 1. Production XSs were also calculated using PHITS and GEANT4 to
check the validity and the use of calculation values.
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have higher energies above MeV. Since these neutrons have strong penetration ability and bio-
logical effect stronger than that of photons, the neutron leakage from the facility is suppressed by
installing shields and constructing the corridor with many corners. To suppress the installation
of excess shields, the design is needed to be based on experimental data. However, the data on
attenuation in the shield and streaming in the corridor has been significantly less reported for
accelerators with beam energy above 10 GeV.

Experiments at CHARM (CERN High energy AcceleRator Mixed field facility) [1] were
started to measure data on radiation shielding design of high-energy accelerators. CHARM has
supplied mixed radiation fields formed by 24 GeV/c proton bombarded with a target. Nakao et
al. measured the neutron attenuation in shields [2, 3] and the neutron streaming in the corridor
[4] by setting activation samples at various positions. In 2022, 24Na produced in aluminum
samples set in the target room and the corridor was only measured to observe neutron streaming.
These values will be compared to the calculation by particle transport codes.

The experiment in 2022 was simulated for the benchmark of neutron streaming. In this paper,
calculated 24Na production rate in aluminum samples was compared between two codes, PHITS
[5] and GEANT4 [6]. The contribution to production rates by proton and π± was additionally
checked due to setting aluminum samples near the target of CHARM. The measurement of 7Be,
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Figure 1: (a) Geometry constructed in particle transport codes. Markers show positions of the
score region. (b) Geometry in the connective calculation.

Table 1: Acquisition of production XSs for aluminum. XSs were obtained by smoothing in case
of many experimental values, and by eye guide in case of several measured values. In case of no
reports, eye guide or calculated values was used by comparing calculations by particle transport
codes.

7Be 22Na 24Na 27Mg

Neutron Eye guide Smooth Ref. [14] Smooth
Proton Smooth Ref. [15] Ref. [15] Eye guide
π+ QGSP INCLXX HP QGSP INCLXX HP Ref. [16] QGSP INCLXX HP
π− Eye guide Eye guide Ref. [16] QGSP INCLXX HP
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Figure 2: Production cross sections for aluminum. These values were used in connective calcu-
lations.
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Table 2: Parameters used to estimate valid production rates.
7Be 22Na 24Na 27Mg

Half-life 53.2 day 2.60 year 15.0 hour 9.46 minute
Energy of γ-ray 0.478 MeV 1.275 MeV 1.369 MeV 0.844 MeV

Emission probability: Iγ 0.1044 0.9994 0.9999 0.718
Cooling time: tcool 5 day 5 day 1 hour 0.75 hour

Measurement time: tmeas 1 day 1 day 6 hour 0.25 hour

3 Estimation of valid production rates

Valid 7Be, 22Na, 24Na, and 27Mg production rates for the measurement were derived from a
requirement: acquisition of 1000 counts of peak of interest in γ-ray measurement using a HPGe
detector. As the experiment, the flow was beam irradiation, cooling, and the measurement using
a HPGe detector. The condition in the flow, such as the time, was not optimized, however, the
derived rates would give reasonable values.

The production rate R [1/atom/primary] was derived as following

R =
Cp

NA NB {
∑

i exp[− λ (ti + tcool) ]} [1 − exp(−λ tmeas)] Iγ εγ
, (1)

where Cp is the count of full-energy peak by γ-ray of interest in a HPGe detector measurement
and set to be 1000, NA is the number of atoms in aluminum sample, NB is the proton beam
intensity, subscription i is beam pulse number, λ is the decay constant of production nuclide, ti
is the time between the pulse irradiation and proton beam stop, tcool is the cooling time, tmeas

is the measurement time using the HPGe detector, Iγ is the emission probability of the γ-ray,
εγ is the full-energy peak efficiency of the γ-ray.

Beam intensity and irradiation time referred to those of earlier experiments [2, 3, 4]. The
half-life, γ-ray of interest, emission probability of the γ-ray, cooling time, measurement time are
summarized in Table 2. The full-energy peak efficiency was set to be 2-6% for small sample and
1-3% for large one.

4 Results and discussion

Figure 3 shows calculated production rates of 7Be, 22Na, 24Na, and 27Mg by neutron, proton,
and π±. Statistical uncertainty by the Monte Carlo calculation is only shown as error bar.
Production rates have a tendency to decrease with the increase of cumulative distance. Large
rate of 22Na, 24Na and 27Mg excluding 7Be is given by FTFP BERT HP than PHITS and
QGSP BIC HP. The black dash-dot lines indicate valid production rates for the measurement.
A validity from 24Na production rate is obtained by being roughly equal to that at farthest
position of the experiment. 27Mg production rate could be measured in the target room and at
positions of the corridor near the target room. The measurement of 7Be and 22Na production
rates is limited to positions near the target.

Figure 4 shows ratio of production rates by neutron to neutron, proton, and π±. 27Mg
and 24Na are excellent and good activated nuclides to observe the streaming of only neutron,
respectively. For 7Be and 22Na, there are quite a few activations by proton and π± at positions
until 7 m of cumulative distance where particles emitted from the target were directly hit. The
contribution by direct π remains at positions between red dotted lines because high-energy π±

penetrated 80 cm thick concrete wall being from the target to the sample position.
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Figure 2: Production cross sections for aluminum. These values were used in connective calcu-
lations.
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It is suggested that the ratio of 27Mg to 24Na production rate is useful to observe neutrons
with around 10 MeV and above 40 MeV. The XSs of 27Al(n, x)24Na and 27Al(n, x)27Mg have
a resonance peak at neutron energies of 13 and 10 MeV, respectively. On the other hand, the
production of 24Na against 27Mg is sensitive to neutrons above 40 MeV. Thus, the change of
ratio roughly gives the shape change of neutron energy distributions.

37−10

36−10

35−10

34−10

33−10

32−10

31−10

30−10

Pr
od

uc
tio

n 
ra

te
 [1

/a
to

m
/p

]

Be7

Small sample
Large sample

Na22

Small sample
Large sample

0 5 10 15 20 25 30
Cumulative distance [m]

37−10

36−10

35−10

34−10

33−10

32−10

31−10

30−10

Pr
od

uc
tio

n 
ra

te
 [1

/a
to

m
/p

]

Na24

Small sample
Large sample

0 5 10 15 20 25 30
Cumulative distance [m]

PHITS

FTFP_BERT_HP

QGSP_BIC_HP

Mg27

Small sample
Large sample

Figure 3: Calculated 7Be, 22Na, 24Na, and 27Mg production rates by neutron, proton, and
π±. The horizontal axis shows distance along the black dotted line indicated in Fig. 1. The
symbols are changed at the branch in the corridor, and the dashed red lines show the positions
surrounded by circular line in Fig. 1. The dash-dot lines indicate measurable rates.

5 Summary

The aluminum activation experiment at CHARM was simulated using PHITS and GEANT4.
Aluminum samples were set in the target room and corridor. Production rates of 7Be, 22Na,
24Na, and 27Mg in the aluminum sample by neutron, proton, and π± were calculated using the
same production cross sections between codes.

The production rates were compared between codes. Large rate of 22Na, 24Na, and 27Mg
was given by GEANT4 with FTFP BERT HP than PHITS and GEANT4 with QGSP BIC HP.
The proton and π± contributions were also checked from ratio of the production by neutron to
that by neutron, proton and π±. The 7Be and 22Na produced by proton and π± were quite a
few at positions where particles emitted from the target were directly hit.

It is possible to measure 27Mg production rate by shortening cooling and measurement times
after the irradiation. The ratio of 27Mg to 24Na production rate is useful to observe neutrons
with about 10 MeV and above 40 MeV from the energy dependency of production cross sections
by neutron. The change of ratio would roughly indicate the shape change of neutron energy
distributions.
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production of 24Na against 27Mg is sensitive to neutrons above 40 MeV. Thus, the change of
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Figure 3: Calculated 7Be, 22Na, 24Na, and 27Mg production rates by neutron, proton, and
π±. The horizontal axis shows distance along the black dotted line indicated in Fig. 1. The
symbols are changed at the branch in the corridor, and the dashed red lines show the positions
surrounded by circular line in Fig. 1. The dash-dot lines indicate measurable rates.

5 Summary

The aluminum activation experiment at CHARM was simulated using PHITS and GEANT4.
Aluminum samples were set in the target room and corridor. Production rates of 7Be, 22Na,
24Na, and 27Mg in the aluminum sample by neutron, proton, and π± were calculated using the
same production cross sections between codes.

The production rates were compared between codes. Large rate of 22Na, 24Na, and 27Mg
was given by GEANT4 with FTFP BERT HP than PHITS and GEANT4 with QGSP BIC HP.
The proton and π± contributions were also checked from ratio of the production by neutron to
that by neutron, proton and π±. The 7Be and 22Na produced by proton and π± were quite a
few at positions where particles emitted from the target were directly hit.

It is possible to measure 27Mg production rate by shortening cooling and measurement times
after the irradiation. The ratio of 27Mg to 24Na production rate is useful to observe neutrons
with about 10 MeV and above 40 MeV from the energy dependency of production cross sections
by neutron. The change of ratio would roughly indicate the shape change of neutron energy
distributions.
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Palladium is one of the nuclides targeted for recycling from spent nuclear fuel. Reasonable nuclear 
reaction paths for 107Pd and the cross-sections for proton- and deuteron-induced spallation in inverse 
kinematics have been investigated. However, a transmutation experiment using long-lived fission 
products as the target would be required for an actual system. To experimentally demonstrate the 
feasibility of 107Pd transmutation by deuteron irradiation under continuous irradiation with the existing 
azimuthally varying field (AVF) ring cyclotron at RIKEN RIBF, we conducted a test with macroscopic 
quantities to transmute 107Pd by deuteron beams produced by the accelerator. To effectively detect the 
reaction products of the 107Pd + d reaction, we prepared a material with a 107Pd-concentration of almost 
100% by ion implantation. The implanted samples were irradiated for several days with deuterons 
produced by the AVF ring Cyclotron at RIKEN RIBF. After cooling, gamma-ray measurements of the 
irradiated sample were conducted. 105Pd and 106Pd produced from transmutation of 107Pd were estimated 
using DCHAIN. The 107Pd in the irradiated samples was measured by ICP-MS. The isotopic ratios of 
105Pd/107Pd and 106Pd/107Pd obtained from the experimental results were compared with those obtained by 
calculation using PHITS. In this paper, an outline of the test of 107Pd transmutation with macroscopic 
quantities is presented and certain experimental results are reported. 

1. Introduction
High-level radioactive waste (HLW) generated from the reprocessing of spent nuclear fuel contains 

long-lived fission products (LLFPs). It is essential to isolate these from the human environment for a 
significantly long period until their long half-life nuclides decay. For this purpose, a method of 
vitrification and disposal in a deep underground layer has been proposed. Technical developments are 
underway. However, if it becomes feasible to separate radionuclides or stable nuclides contained in HLW 
and use these for appropriate applications or to promote the decay of LLFPs, this would be a new means 
for HLW management and the effective utilization of uranium resources.  

In recent years, the development of the science and technology of accelerators has enabled an 
efficient acquisition of nuclear data using innovative nuclear-physics methods. Furthermore, the 
development of nuclear transmutation systems using accelerators is  being realized through the 
development of nuclear-reaction simulation software such as the particle and heavy ion transport code 
system (PHITS) [1], and the construction of evaluated nuclear-reaction databases. Against this 
background, ‘Reduction and Resource Recycling of High-level Radioactive Wastes through Nuclear 
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Transmutation’ was established as one of the R&D programs of Impulsive Paradigm Change through 
Disruptive Technologies Program (ImPACT) [2]. This program aimed to establish a rational 
transmutation method by investigating LLFP transmutation pathways, convert LLFP into stable or shot-
lived nuclides, and utilize resources such as rare metals contained in recovered products.  

Nuclear data of LLFPs were obtained in the project. In particular, palladium is a valuable material 
for industrial use and is one of the nuclides targeted for recycling via nuclear transmutation [3]. To 
investigate reasonable nuclear transmutation paths for 107Pd, an experiment to obtain the cross-sections 
for proton- and deuteron-induced spallation in inverse kinematics was conducted at the RIKEN 
Radioactive Isotope Beam Factory (RIBF) [4]. The experimental results indicated that 107Pd can be 
converted into 106Pd by a proton or deuteron. However, considering the actual system, LLFPs should be 
irradiated with proton or deuteron beams. 

To experimentally demonstrate the feasibility of 107Pd transmutation by deuteron irradiation under 
continuous irradiation with the existing azimuthally varying field (AVF) ring cyclotron at RIKEN RIBF, 
we conducted a test with macroscopic quantities to transmute 107Pd by deuteron beams produced by the 
accelerator. The transmutation reaction was detected by measuring the amount of stable Pd generated 
from 107Pd. For this purpose, a target with a 107Pd concentration of 100% was required because the 
reaction rate was moderate. To prepare the 107Pd target, we procured a material with a 107Pd concentration 
of 15%. Next, an ion implantation beamline to concentrate 107Pd was constructed, and a target with 107Pd 
concentration of almost 100% was prepared. This target was irradiated with deuterons at 24 MeV (12 
MeV/nucleon). Furthermore, gamma-ray measurements and ICP-MS analysis were performed after 
irradiation. The 107Pd implantation and deuteron irradiation experiments were conducted two times.  

In this paper, an outline of the test of 107Pd transmutation with macroscopic quantities is presented. 
Detailed experimental methods and data have already been reported in the following paper [5]. 

2. Methods
2.1. 107Pd-concentrated sample 

The 107Pd-concentrated material was purchased from the Nuclear Research and Consultancy Group 
(NRG), Arnhem, Netherlands [6]. The total amount of sample was 1 g, which corresponds to an activity 
of 2.9 MBq. The isotopic abundances of 107Pd-concentrated material were 0% (102Pd), 1.7% (104Pd), 
48.5% (105Pd), 22.95% (106Pd), 15.3% (107Pd), 8.75% (108Pd), and 2.8% (110Pd).  

To efficiently produce a sufficient beam current of Pd ions, a Pd sample was combusted at 600℃ in 
an electric furnace and converted into PdO. The PdO powder was then pressed into an aluminum cathode 
holder and inserted into the ion source in the implantation beamline.  

2.2. Implantation of 107Pd 
The implantation beamline consists of an ion source, an 80 cm-radius double focusing 90° bending 

magnet, a target chamber, quadrupole magnets (Q0, 1, 2), magnetic ion beam steerers (St1, 2), ant other 
components (Figure 1). Negative 107PdO ion beams were produced from the ion source, extracted with an 
acceleration voltage of 20-30 kV, and mass-analyzed. A single slit with a diameter of 3 mm and 
electrically suppressed Faraday cup were placed in the target chamber and thus, the beam size of the 
target was approximately 3 mm. 
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long-lived fission products (LLFPs). It is essential to isolate these from the human environment for a 
significantly long period until their long half-life nuclides decay. For this purpose, a method of 
vitrification and disposal in a deep underground layer has been proposed. Technical developments are 
underway. However, if it becomes feasible to separate radionuclides or stable nuclides contained in HLW 
and use these for appropriate applications or to promote the decay of LLFPs, this would be a new means 
for HLW management and the effective utilization of uranium resources.  

In recent years, the development of the science and technology of accelerators has enabled an 
efficient acquisition of nuclear data using innovative nuclear-physics methods. Furthermore, the 
development of nuclear transmutation systems using accelerators is being realized through the 
development of nuclear-reaction simulation software such as the particle and heavy ion transport code 
system (PHITS) [1], and the construction of evaluated nuclear-reaction databases. Against this 
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The target material was carbon foil with a 
thickness of approximately 360 μg/cm2. It was 
a multilayer graphene sheet developed by 
KANEKA [7], which is suitable for high-
intensity ion beam irradiation because of its 
remarkable durability and the marginal amount 
of impurities required for Pd ion implantation. 
Two samples were fabricated for this 
experiment (samples 1 and 2). After 
implantation, the samples were covered with 
graphite to a thickness of 50 μg/cm2 to prevent 
sputtering by deuteron irradiation.  

2.3. Deuteron irradiation 
The 107Pd-implanted sample was irradiated by deuterons at 12 MeV/nucleon produced by the AVF 

ring cyclotron at RIKEN RIBF [8]. The irradiation chamber consists of an aluminum beam stopper, 
suppressor, and two Ta slits with a diameter of 3 mm. The sample was placed on a beam stopper and 
fixed to a suppressor.  

The cumulative irradiation charge was monitored during the experiment using a digital current 
integrator. Deuteron irradiation was conducted with a beam current of 1-2 pμA for a week for sample 1 
and 25 days for sample 2. Finally, the cumulative irradiation charge attained 1.09 C and 3.19 C, 
respectively, corresponding to the irradiation with a beam current of 1 pμA for 12.6 d and 37 d. 

2.4. Gamma-ray and ICP-MS measurements 
After the moderate cooling period, gamma-ray measurements were performed using a high-purity 

Ge detector. The measurement data were collected using a multichannel analyzer. The cooling periods 
for samples 1 and 2 were 17 d and 23 d, respectively. 

The irradiated carbon foil was then removed from the sample holder and dissolved in inverse aqua 
regia (a mixture of concentrated HNO3 and concentrated HCl at a volume ratio of 1:3) mixed with 
perchloric acid. The solution was dried and concentrated HNO3 was added up to a total weight of 0.66 g. 
Then, 0.1 g of the sample was picked out and diluted up to 50-66 times for measurement with inductively 
coupled plasma mass spectrometry (ICP-MS). 

Because there is no standard material for 107Pd in ICP-MS, the counts of each Pd isotope in the 
natural Pd standard material were measured and added. The concentration of the standard Pd material 
was 10 ppb. Its total concentration corresponded to the total counts of all the Pd isotopes except 102Pd 
because the natural abundance ratio of 102Pd is 1.02%, and it did not significantly affect the measurement 
[9].  

2.5. Calculation by PHITS 
The production yield of nuclides per deuteron was calculated using PHITS to estimate the total 

amount of 106Pd and 105Pd generated in the experiment [1]. For the calculation, 107Pd with a diameter of 
3 mm was deposited on a thin carbon film with a radius of 10 mm and thickness of 0.01 mm. The thickness 
of 107Pd was set to 1.29 × 10-5 cm, and its weight was 10 μg. 107Pd was irradiated with deuterons at 12 

Figure 1 107Pd implantation beamline 
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MeV/nucleon with a beam current of 1 μA. The deuteron beam diameter was 3 mm, and the irradiation 
time was 30 days.  

3. Results and discussion
3.1. Results of ICP-MS and gamma-ray measurements 

The concentration of 107Pd in the sample solution was 8.19 ± 0.21 ppb for sample 1 and 2.16 ± 0.12 
ppb for sample 2, respectively. The dilution factors for sample 1 and 2 were 50 and 66. The total weight 
of the sample solution was 0.66 g. Thus, the amount of 107Pd implanted in a carbon foil was calculated to 
be 270.03 ± 6.97 ng and 112.91 ± 4.99 ng, respectively.  

The activities of 106mAg and 105Ag, which were generated by the transmutation of 107Pd implanted in 
a carbon foil, were calculated from the gamma-ray spectra at 450 keV and 344 keV [11]. The activity was 
determined using the total net count under the selected gamma-ray peak. The gamma-ray measurement 
revealed that for sample 1, the amounts of 106mAg and 105Ag produced after cooling for 17 days from the 
end of irradiation were 2.19 ± 0.02 pg and 0.57 ± 0.02 pg, respectively. For sample 2, the amounts of 
106mAg and 105Ag produced after cooling for 23 days from the end of irradiation was 1.91 ± 0.02 pg and 
1.51 ± 0.04 pg, respectively. 

3.2. Estimation of isotopic ratio of Pd/107Pd and comparison with simulation 
When 107Pd reacts with a 24 MeV deuteron, the reaction pathway by which 106Pd is produced is 

considered. In this energy region, isotopes of Rh, Pd, and Ag are likely to be generated by a spallation 
reaction, and certain stable isotopes are produced directly. In addition, other radioactive isotopes are 
converted into stable Pd via beta decay. Only 106mAg can be detected because most of these radionuclides 
have a short half-life and decay during gamma-ray measurements. However, suppose the production ratio 
of 106mAg to 106Pd of the total amount of nuclides is known. In this case, it is feasible to estimate the 
amount of 106Pd produced by the 107Pd + d reaction from the amount of 106mAg observed by gamma-ray 
measurement. This also applied to 105Pd.  

However, 106mAg and 105Ag decay during irradiation after their generation. Therefore, the generation 
ratio of 106mAg and 105Ag at the time of gamma-ray measurement was decay-corrected and determined 
using the generation and decay analysis code DCHAIN for radioactive and stable nuclides [12]. 

Assuming that the entire 106mAg and 105Ag detected by gamma-ray measurement was converted into 
106Pd and 105Pd at the time just after irradiation, 106mAg and 105Ag accounted for 22.7% and 85.7% of the 
106Pd and 105Pd, respectively, produced by deuteron irradiation for sample 1. When gamma-ray 
measurements were performed after 17 days of cooling, both 106mAg and 105Ag decayed, and the ratio 
shifted to 5.5% and 64.4%, respectively. For sample 2, the ratios of 106mAg and 105Ag in the 106Pd and 
105Pd generated were 1.9% and 51.0%, respectively. Therefore, the production amounts of 106Pd and 105Pd 
were calculated to be 39.98 ± 0.36 pg and 0.88 ± 0.04, respectively, for sample 1, and 98.3 ± 0.96 pg and 
2.96 ± 0.07 pg, respectively, for sample 2. 

Considering that the amount of 107Pd implanted was estimated to be 270 ng and 113 ng, the isotopic 
ratios of 105Pd/107Pd and 106Pd/107Pd were calculated to be (3.29 ± 0.16) × 10-6 and (1.49 ± 0.04) × 10-4, 
respectively, for sample 1, and (2.60 ± 0.13) × 10-5 and (8.79 ± 0.40) × 10-4, respectively, for sample 2. 

The target material was carbon foil with a 
thickness of approximately 360 μg/cm2. It was 
a multilayer graphene sheet developed by 
KANEKA [7], which is suitable for high-
intensity ion beam irradiation because of its 
remarkable durability and the marginal amount 
of impurities required for Pd ion implantation. 
Two samples were fabricated for this 
experiment (samples 1 and 2). After 
implantation, the samples were covered with 
graphite to a thickness of 50 μg/cm2 to prevent 
sputtering by deuteron irradiation.  

2.3. Deuteron irradiation 
The 107Pd-implanted sample was irradiated by deuterons at 12 MeV/nucleon produced by the AVF 

ring cyclotron at RIKEN RIBF [8]. The irradiation chamber consists of an aluminum beam stopper, 
suppressor, and two Ta slits with a diameter of 3 mm. The sample was placed on a beam stopper and 
fixed to a suppressor.  

The cumulative irradiation charge was monitored during the experiment using a digital current 
integrator. Deuteron irradiation was conducted with a beam current of 1-2 pμA for a week for sample 1 
and 25 days for sample 2. Finally, the cumulative irradiation charge attained 1.09 C and 3.19 C, 
respectively, corresponding to the irradiation with a beam current of 1 pμA for 12.6 d and 37 d. 

2.4. Gamma-ray and ICP-MS measurements 
After the moderate cooling period, gamma-ray measurements were performed using a high-purity 

Ge detector. The measurement data were collected using a multichannel analyzer. The cooling periods 
for samples 1 and 2 were 17 d and 23 d, respectively. 

The irradiated carbon foil was then removed from the sample holder and dissolved in inverse aqua 
regia (a mixture of concentrated HNO3 and concentrated HCl at a volume ratio of 1:3) mixed with 
perchloric acid. The solution was dried and concentrated HNO3 was added up to a total weight of 0.66 g. 
Then, 0.1 g of the sample was picked out and diluted up to 50-66 times for measurement with inductively 
coupled plasma mass spectrometry (ICP-MS). 

Because there is no standard material for 107Pd in ICP-MS, the counts of each Pd isotope in the 
natural Pd standard material were measured and added. The concentration of the standard Pd material 
was 10 ppb. Its total concentration corresponded to the total counts of all the Pd isotopes except 102Pd 
because the natural abundance ratio of 102Pd is 1.02%, and it did not significantly affect the measurement 
[9].  

2.5. Calculation by PHITS 
The production yield of nuclides per deuteron was calculated using PHITS to estimate the total 

amount of 106Pd and 105Pd generated in the experiment [1]. For the calculation, 107Pd with a diameter of 
3 mm was deposited on a thin carbon film with a radius of 10 mm and thickness of 0.01 mm. The thickness 
of 107Pd was set to 1.29 × 10-5 cm, and its weight was 10 μg. 107Pd was irradiated with deuterons at 12 
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The isotopic ratios of 105Pd/107Pd and 106Pd/107Pd after deuteron irradiation were also evaluated using 
PHITS. Considering the production yield of each nuclide, the isotopic ratios of 105Pd/107Pd and 106Pd/107Pd 
were estimated to be 2.90 × 10-6 and 8.43 × 10-5, respectively, for deuteron irradiation performed with a 
beam current of 1 pμA over 12.6 d for sample 1. For sample 2, the cumulative irradiation charge was 3.19 
C, which corresponds to irradiation with a beam current of 1 pμA for 37 d. Thus, the isotopic ratios of 
105Pd/107Pd and 106Pd/107Pd were estimated to be 8.48 × 10-6 and 2.46 × 10-5, respectively. A comparison 
of the experimental results with the calculations by PHITS is shown in Figures 2 and 3. In these figures, 
the green bars denote the isotopic ratio calculated by PHITS, and the red bars denote the isotopic ratios 
obtained in this study. The cross-section of the 107Pd + d reaction with an energy of 24 MeV was not 
obtained experimentally. Thus, the calculation results may include the uncertainties in this cross-section. 
However, the estimations of the isotopic ratios of 105Pd/107Pd and 106Pd/107Pd agree with the experimental 
results. In addition, the 107Pd transmutation using deuterons was verified preliminarily.  

4. Conclusion
In this study, 107Pd transmutation with macroscopic quantities was tested. To effectively detect the

107Pd + d reaction, we prepared a material with a 107Pd concentration of almost 100% via ion implantation. 
The implanted sample was irradiated for several days with deuterons produced by the AVF ring cyclotron 
at RIKEN RIBF. After cooling, gamma-ray measurements of the irradiated samples were performed. 
105Ag and 106mAg (originating from the 107Pd + d reaction) were detected. The amounts of 105Pd and 106Pd 
produced by nuclear transmutation were evaluated considering the conversion ratios ( 105Ag to 105Pd and 
106mAg to 106Pd) and the decay of 105Ag and 106mAg during deuteron irradiation in the simulation 
conducted by PHITS and DCHAIN. The amount of 107Pd in the irradiated samples was measured by ICP-
MS. Thereby, the isotopic ratios of 105Pd/107Pd and 106Pd/107Pd were obtained. These were consistent with 
those obtained by calculation using PHITS. Thus, the 107Pd transmutation using deuteron was verified 
preliminarily. 

Figure 2 Comparison of Pd/107Pd isotopic ratio of 
experiment data with calculation by PHITS for 
sample 1. 

Figure 3 Comparison of Pd/107Pd isotopic ratio of 
experiment data with calculation by PHITS for 
sample 2. 
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The accelerator production of a medical radioisotope, astatine-211 (211At), in the 209Bi (4He,2n) 211At 
reaction requires a high-intensity helium-4 (4He) beam irradiation, which generates a high radiation from 
the bismuth-209 (209Bi) target. A 4He beam with an energy of approximately 28 MeV and an intensity of 
100 particle μA is planned to be irradiation on the 209Bi target at the new beam line of the Superconducting 
RIKEN Liner Accelerator. An effective shield for the 209Bi target is necessary to maintain the radiation 
dose rate below the legal limit at the border of the radiation-controller area. In this work, the compact 
shield with multiple shielding materials was designed to achieve the radiation dose rate below the limit 
at the border using the Particle and Heavy Ion Transport code System (PHITS). 

1. Introduction
Astatine-211 (211At), an alpha-particle emitting radionuclide with a half-life of 7.2 h, is produced 

for medical research at the RI Beam Factory (RIBF) of RIKEN [1]. Because the alpha-particle have a 
short range and high energy transfer to materials, 211At is a leading candidate for use in targeted alpha-
particle therapy. 

Astatine-211 is produced through the 209Bi(4He,2n) 211At reaction by irradiating a 28-MeV helium-
4 (4He) beam to a bismuth-209 (209Bi) target. At the RIBF of RIKEN, 211At has been produced with a 25-
particle-μA (pμA) 4He beam on the beam line of the AVF cyclotron. A new beam line for the larger-scale 
211At production with the higher beam intensities such as 100 pμA is under construction on the beam line 
of the Superconducting RIKEN Liner Accelerator (SRILAC) [2]. 

The larger-scale production of 211At with the high-intensity beam, which generates high radiations 
from the target. In addition to the 50-cm-thick shield of the Linac building, a local shield at the target is 
necessary to maintain the radiation dose rate below the legal limit at the border of the radiation-controlled 
area. In this study, the local shield with multiple shielding materials was conceptually designed to achieve 
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a radiation dose rate of less than 10 μSv/h on the outside of the local shield using the Particle and Heavy 
Ion Transport code System (PHITS) [3]. A three-dimensional shielding structure was also studied, 
considering the building and distance to the border of the radiation-controlled area. 

2. Structure of shield
Figure 1 shows a schematic of the concept of a local shield. The radiation dose rate around the  209Bi 

target at a 100-pμA 4He beam was estimated to be 3 × 108 μSv/h using PHITS calculations. Thus, 
shielding is required to reduce the radiation dose rate by seven orders of magnitude.   

Figure 1: Schematic of a concept of the local shield. Iron (Fe), polyethylene (PE), boron-containing 
polyethylene (BPE), and lead (Pb) are applied. 

The floor load-bearing capacity and the space for the local shield are limited. Thus, the local shield 
is necessary to be less than 10 t and less than 2 m × 2 m. If the local shield is made of the concrete, its 
weight and width are more than 50 t and 4 m × 4 m, respectively. 

Neutrons with energies of up to 15 MeV were generated by the reaction [4]. In general, neutrons 
with energies less than a few MeV are shielded effectively by hydrogen-rich materials, such as 
polyethylene (PE) or water, and the radiation dose rate is reduced by elastic scattering of neutron by 
proton, i.e., hydrogen-1. Inelastic scattering with high-density material such as iron is first applied to 
shield high-energy neutrons to reduce the neutron energy. Second, PE and boron-containing polyethylene 
(BPE) are placed outside the high-density material to shield the low-energy neutrons effectively. Gamma-
rays are shielded with iron and lead. 

Generally speaking, the nuclear reaction models implemented in PHITS cannot be applied for the 
nuclear reactions at small incident energies, such as 28-MeV 4He incidence on 209Bi. However, we already 
measured the neutron production from the reaction of interest [4].  The Intra-Nuclear Cascade of Liège 
(INCL) [5] in PHITS version 3.20 was utilized to calculate the nuclear reactions of 4He incidence on 209Bi 
and the attenuation of a radiation dose rate in the shielding materials.  

3. Attenuation of neutron dose rate
The conceptual design was studied using a simple structural model with only a target and a shield. 

First, neutron shielding was investigated. Figure 2 shows the neutron dose rate distribution for a simple 
model as shown in Fig. 1 calculated by PHITS at 100-pμA beam intensity. The dose conversion 
coefficients [6] were used to convert from the neutron flux to the radiation dose rate. The yellow-dotted 
line shows the result in which all the shields consist of PE only. The radiation dose rate is decreased at 
an exponentially constant rate. By contrast, the pink, black, and blue lines show the calculations in which 

Design of radiation shield for RI production beam line by PHITS 

Atsuko AKASHIO1*, Kanenobu TANAKA1, Nobuhiro SHIGYO2, Kenta SUGIHARA2, 3 and 
Hiromitsu HABA1

1RIKEN Nishina Center for Accelerator-Based Science 
2-1 Hirosawa, Wako, Saitama 351-0198, Japan 

2Department of Applied Quantum Physics and Nuclear Engineering, Kyushu University 
744 Motooka, Nishi-Ku, Fukuoka 819-0395, Japan 

3High Energy Accelerator Research Organization (KEK) 
1-1 Oho, Tsukuba, Ibaraki 305-0801, Japan 

*Email: horigome@riken.jp

The accelerator production of a medical radioisotope, astatine-211 (211At), in the 209Bi (4He,2n) 211At 
reaction requires a high-intensity helium-4 (4He) beam irradiation, which generates a high radiation from 
the bismuth-209 (209Bi) target. A 4He beam with an energy of approximately 28 MeV and an intensity of 
100 particle μA is planned to be irradiation on the 209Bi target at the new beam line of the Superconducting 
RIKEN Liner Accelerator. An effective shield for the 209Bi target is necessary to maintain the radiation 
dose rate below the legal limit at the border of the radiation-controller area. In this work, the compact 
shield with multiple shielding materials was designed to achieve the radiation dose rate below the limit 
at the border using the Particle and Heavy Ion Transport code System (PHITS). 

1. Introduction
Astatine-211 (211At), an alpha-particle emitting radionuclide with a half-life of 7.2 h, is produced 

for medical research at the RI Beam Factory (RIBF) of RIKEN [1]. Because the alpha-particle have a 
short range and high energy transfer to materials, 211At is a leading candidate for use in targeted alpha-
particle therapy. 

Astatine-211 is produced through the 209Bi(4He,2n) 211At reaction by irradiating a 28-MeV helium-
4 (4He) beam to a bismuth-209 (209Bi) target. At the RIBF of RIKEN, 211At has been produced with a 25-
particle-μA (pμA) 4He beam on the beam line of the AVF cyclotron. A new beam line for the larger-scale 
211At production with the higher beam intensities such as 100 pμA is under construction on the beam line 
of the Superconducting RIKEN Liner Accelerator (SRILAC) [2]. 

The larger-scale production of 211At with the high-intensity beam, which generates high radiations 
from the target. In addition to the 50-cm-thick shield of the Linac building, a local shield at the target is 
necessary to maintain the radiation dose rate below the legal limit at the border of the radiation-controlled 
area. In this study, the local shield with multiple shielding materials was conceptually designed to achieve 

JAEA-Conf 2024-002

- 99 -



iron and PE were used as an inner and outer shield, respectively. In the iron region, the neutron energy is 
decreased by inelastic scattering, though the radiation dose rate is less decreased than that in the case of 
the PE inner shield. It is, however, noted that in the outer shield region of the PE, the radiation dose rate 
is decreased more effectively than when using the PE only. 

If only PE is used, the distance between the target and the outside of the shield is 10-cm longer than 
the case of iron inner shield to achieve the goal of 10 μSv/h, as shown in Fig. 2. In the case of both iron 
and PE, the sizes of the shielding to reduce the radiation dose rate to 10 μSv/h were the same whether the 
iron was 20 or 30-cm thick. Thus, we concluded that the iron thickness of 30 cm is enough to attenuate 
the neutron dose rate in the conceptual design. 

Figure 2: Distribution of the neutron dose rate in the shield for the shielding setup of Fig. 1. Lead part 
for gamma-rays attenuation as shown in Fig. 1 is not included in this calculation. 

4. Attenuation of gamma-ray dose rate
As the shielding structure for neutrons was determined above, a shielding structure for both neutrons 

and gamma-rays was optimized hereafter. Figure 3 shows the dose rate distributions of neutrons and 
gamma-rays when iron and PE were used for the shield. As with the neutron dose rate, the dose conversion 
coefficients [6] were used to convert from the gamma-rays flux to the radiation dose rate. The thickness 
of the iron is 30 cm, based on the neutron shielding evaluation above. Primary gamma-rays from the 
target were shielded by the inner iron shield. It is clearly observed that the gamma-ray dose rate is 
increased at the iron and PE connection region. In the PE region, approximately 100 keV or less low-
energy neutrons produce 2.2-MeV gamma-rays through nuclear reactions with proton. Therefore, a 10-
cm-thick BPE was inserted just outside the iron. As low-energy neutrons were absorbed by the boron, 
lower-energy (478 keV) gamma-rays are produced instead of 2.2-MeV gamma-rays. The red-dotted line 
in Fig. 3 shows the radiation dose rate distribution when a 10-cm thick BPE was inserted. The gamma-
ray dose rate was reduced to one-eighth of that without BPE. Additionally, the lead shield was installed 
to reduce the gamma-ray dose rate less than 10 μSv/h on the outside of the local shield. 
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Figure 3: Dose rate distributions of neutrons and gamma-rays. 

Thus, the optimized conceptual shielding consists of 30-cm-thick iron, 10-cm BPE containing 10% 
B2O3, and 40-cm PE. The density of PE and BPE were given as 0.935 g/cm3 in this study. In addition, 10-
cm-thick lead was used to shield the secondary gamma-rays. 

5. Three-dimensional design
Based on the conceptual design, the local shield to be installed on the beam line of SRILAC was 

designed in three dimensions. Figure 4 shows a cross-sectional view of the local shield. An iron bending 
magnet and its stage are also involved in the local shield. The width and length of the local shield were 2 
m × 2 m and the weight was 9.8 t. As the lead plates as shown in pink in Fig. 4 were heavy, they were 
placed minimally in the direction of the nearest border of the radiation-controlled area. 

Figure 4: Side cross-sectional view of the local shield. 

Figure 5 shows the radiation dose rate around the local shield as calculated by PHITS. The dose rate 
distributions are shown in the color maps, the neutron dose rate ranges up to 108 μSv/h and gamma-ray 
dose rate 106 μSv/h. For the side direction of the target, neutrons were successfully shielded by the local 
shield, but some of them came out of the local shield through beam ducts and other paths. The primary 
gamma-rays around the target were shielded by iron. The radiation dose rate on the outside of the local 
shield exceeded the conceptual-design goal of 10 μSv/h. This was because the local shield was designed 

iron and PE were used as an inner and outer shield, respectively. In the iron region, the neutron energy is 
decreased by inelastic scattering, though the radiation dose rate is less decreased than that in the case of 
the PE inner shield. It is, however, noted that in the outer shield region of the PE, the radiation dose rate 
is decreased more effectively than when using the PE only. 

If only PE is used, the distance between the target and the outside of the shield is 10-cm longer than 
the case of iron inner shield to achieve the goal of 10 μSv/h, as shown in Fig. 2. In the case of both iron 
and PE, the sizes of the shielding to reduce the radiation dose rate to 10 μSv/h were the same whether the 
iron was 20 or 30-cm thick. Thus, we concluded that the iron thickness of 30 cm is enough to attenuate 
the neutron dose rate in the conceptual design. 

Figure 2: Distribution of the neutron dose rate in the shield for the shielding setup of Fig. 1. Lead part 
for gamma-rays attenuation as shown in Fig. 1 is not included in this calculation. 

4. Attenuation of gamma-ray dose rate
As the shielding structure for neutrons was determined above, a shielding structure for both neutrons 

and gamma-rays was optimized hereafter. Figure 3 shows the dose rate distributions of neutrons and 
gamma-rays when iron and PE were used for the shield. As with the neutron dose rate, the dose conversion 
coefficients [6] were used to convert from the gamma-rays flux to the radiation dose rate. The thickness 
of the iron is 30 cm, based on the neutron shielding evaluation above. Primary gamma-rays from the 
target were shielded by the inner iron shield. It is clearly observed that the gamma-ray dose rate is 
increased at the iron and PE connection region. In the PE region, approximately 100 keV or less low-
energy neutrons produce 2.2-MeV gamma-rays through nuclear reactions with proton. Therefore, a 10-
cm-thick BPE was inserted just outside the iron. As low-energy neutrons were absorbed by the boron, 
lower-energy (478 keV) gamma-rays are produced instead of 2.2-MeV gamma-rays. The red-dotted line 
in Fig. 3 shows the radiation dose rate distribution when a 10-cm thick BPE was inserted. The gamma-
ray dose rate was reduced to one-eighth of that without BPE. Additionally, the lead shield was installed 
to reduce the gamma-ray dose rate less than 10 μSv/h on the outside of the local shield. 
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slightly thinner and lighter than in the conceptual design, considering the effect of the additional concrete 
shield of the building walls and distance to the border of the radiation-controlled area. 

Figure 5: Dose rate distribution around local shield. 

6. Dose rate at the border of the radiation-controlled area
The radiation dose rate at the border of the radiation-controlled area was evaluated. Figure 6 shows 

a top cross-sectional view of the radiation dose rate distribution around the irradiation room calculated 
using PHITS. The distance between the target and the nearest border of the radiation-controlled area is 
approximately 10 m. The concrete wall in the irradiation room of the Linac building is 50-cm thick. The 
neutrons and gamma-rays emitted from the local shield are further reduced by the concrete shield of the 
building wall. At the nearest border of the radiation-controlled area, the neutron dose rate was 0.2 μSv/h 
and the gamma-ray dose rate was 0.7 μSv/h. Therefore, the total dose rate was 0.9 μSv/h, which was 
lower than the legal limit of 2.6 μSv/h. Although the radiation dose rate of the secondary gamma-rays 
produced in the shield was high, it was maintained below the legal limit by the lead shield, which was 
placed only in the direction to the nearest border of the radiation-controlled area, as shown in Fig. 4. The 
other directions are far enough to the border of the radiation-controlled area. 

Figure 6: Dose rate distribution around the irradiation room of the Linac building. The red square shows 
the nearest border of the radiation-controlled area. 
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7. Conclusions
A compact and lightweight local shield for the new beam line for the 211At production at SRILAC 

was designed using PHITS. It was confirmed that the radiation dose rate at the border of the radiation-
controlled area could be maintained below the legal limit of 2.6 μSv/h. Based on this design, local 
shielding will be installed on the new beam line to produce 211At in the future. 
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other directions are far enough to the border of the radiation-controlled area. 
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Kansas State University measured exposure dose from skyshine radiation using 60Co sources at 
Kansas in 1977 [1]. Mitsubishi Nuclear Fuel (MNF) performed calculation of this experiment using a 
three-dimensional Monte Carlo code PHITS v3.24 (Particle and Heavy Ion Transport code System), 
which is developed by JAEA [2]. 

For nuclear facilities, it is necessary to calculate the exposure dose objective to public which is 
calculated direct and skyshine radiation. Direct radiation is gamma rays emitted from the 60Co source that 
penetrate the shielding wall (i.e. concrete) and reach the detector location directly. Skyshine radiation is 
gamma rays emitted from the 60Co source that penetrate the relatively thin ceiling, are reflected in the 
sky, and reach the detector location. 

The analysis method for the skyshine radiation is adopted the one-time scattering calculation method 
which is adopted by G33 code. For the skyshine calculation of the MNF facilities, G33 code or Pre -
GAM/S code, which has equivalent performance, is used. 

However, the one-time scattering calculation method has the disadvantage that it cannot correctly 
calculate the effect of attenuation of gamma rays for a concrete ceiling condition. In addition, due to the 
characteristics of the calculation method, it cannot accurately simulate the geometry of the analysis 
system. Furthermore, gamma rays that are scattered multiple times in the sky cannot calculated. 

A solution of this situation is to use a Monte Carlo code in three dimensions that can handle a wide 
variety of geometries, and PHITS code can treat accurate model geometries. The radiation behavior can 
be correctly analyzed by applying a relatively accurate geometry model.  

However, PHITS code makes the analysis more complicated. In particular, the shielding analysis, in 
which the number of particles decreases due to transmission through concrete and other materials, has a 
large uncertainty. And large number of histories is necessary to obtain sufficiently reliable analysis results. 
Recent advances in computers have made it possible to achieve this.  

In this study, MNF performed a calculation of the skyshine measurement experiment and found that 
PHITS code has a good accuracy on prediction within 10% error between experiment and calculation. 

In contrast, the conventional code, G33 has tendency to overestimate the results of the experiment 
by about five times. These results confirm that PHITS code can simulate the skyshine measurement 
experiment more accurately than G33 code. 

In the future, MNF expects to improve the accuracy of shielding calculation using the analysis code 
to PHITS. As a result, more rational shielding design will be expected. 
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1. Introduction
Nuclear facilities, etc. are required to reduce the exposure dose at the site boundary sufficiently. 

Therefore, it is necessary to evaluate the exposure dose at the boundary of the site using a confi rmed 
analysis code and to design appropriate shielding. 

A summary of the dose assessment is shown in Fig.1. It is assumed a source surrounded by a 
shielding wall and a ceiling in Fig.1. The calculation considers a direct line where radiation from the 
source directly reaches the measurement point. In addition, it considers the skyshine line that emitted 
from source, scattered in the air, and reaches the measurement point, through a rela tively thin ceiling. 
The exposure dose of the skyshine line is equal to or larger than that of the direct line. This is because 
the ceiling cannot be as thick as the wall from the viewpoint of earthquake resistance. 

In this paper, we discuss the skyshine line, which has a large effect on dose at the site boundary and 
is complicated to calculate. 

For the skyshine line, a measurement experiment using a 60Co source was conducted in Kansas in 
1977. In the test, the source was placed in the concrete and radiation detectors were placed several 
hundred meters away, and the skyshine line was measured. The strength of the 60Co source was varied by 
the thickness of the shielding concrete: 10.3Ci, 229Ci, and 3800 Ci. In this paper, we calculated the 
experiments and show the results. 

Fig.1 Overview of Site Boundary Dose Calculations 

2. Calculation Model
The calculation of the skyshine line is calculated with the one-time scattering method. 
The calculation is composed by three phenomena. (1) gamma ray attenuation and buildup in the air, 

(2) scattering, and (3) attenuation and buildup. 
The buildup factor is adopted by the G-P method. The scattering cross section is obtained based on 

the database which is calculated with Klein-Nishina’s formula. 
The one-time scattering method has the advantage that it is a deterministic evaluation and relatively 

reasonable to calculate. On the other hand, it has several problems. This slide shows the disadvantages of 
the one-time scattering method together with the advantages of PHITS. The first problem is, the exact 
shape cannot be simulated. The second is, they need other code for attenuation in concrete calculations.  

Calculation of the Skyshine Radiation Measurement Experiment in 

Kansas by PHITS 

Yusuke YASUNO1, Hironari SHIRAKAWA1, and Shigeaki AOKI1

1 Mitsubishi Nuclear Fuel Co., Ltd 
622-1 Funaishikawa, Tokai-mura, Naka-gun, Ibaraki-ken 319-1197, Japan 

*Email: yusuke.yasuno.qm@nu.mhi.com

Kansas State University measured exposure dose from skyshine radiation using 60Co sources at 
Kansas in 1977 [1]. Mitsubishi Nuclear Fuel (MNF) performed calculation of this experiment using a 
three-dimensional Monte Carlo code PHITS v3.24 (Particle and Heavy Ion Transport code System), 
which is developed by JAEA [2]. 

For nuclear facilities, it is necessary to calculate the exposure dose objective to public which is 
calculated direct and skyshine radiation. Direct radiation is gamma rays emitted from the 60Co source that 
penetrate the shielding wall (i.e. concrete) and reach the detector location directly. Skyshine radiation is 
gamma rays emitted from the 60Co source that penetrate the relatively thin ceiling, are reflected in the 
sky, and reach the detector location. 

The analysis method for the skyshine radiation is adopted the one-time scattering calculation method 
which is adopted by G33 code. For the skyshine calculation of the MNF facilities, G33 code or Pre -
GAM/S code, which has equivalent performance, is used. 

However, the one-time scattering calculation method has the disadvantage that it cannot correctly 
calculate the effect of attenuation of gamma rays for a concrete ceiling condition. In addition, due to the 
characteristics of the calculation method, it cannot accurately simulate the geometry of the analysis 
system. Furthermore, gamma rays that are scattered multiple times in the sky cannot calculated. 

A solution of this situation is to use a Monte Carlo code in three dimensions that can handle a wide 
variety of geometries, and PHITS code can treat accurate model geometries. The radiation behavior can 
be correctly analyzed by applying a relatively accurate geometry model.  

However, PHITS code makes the analysis more complicated. In particular, the shielding analysis, in 
which the number of particles decreases due to transmission through concrete and other materials, has a 
large uncertainty. And large number of histories is necessary to obtain sufficiently reliable analysis results. 
Recent advances in computers have made it possible to achieve this.  

In this study, MNF performed a calculation of the skyshine measurement experiment and found that 
PHITS code has a good accuracy on prediction within 10% error between experiment and calculation. 

In contrast, the conventional code, G33 has tendency to overestimate the results of the experiment 
by about five times. These results confirm that PHITS code can simulate the skyshine measurement 
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to PHITS. As a result, more rational shielding design will be expected. 
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Finally, it is unable to calculate buildup accurately and becomes conservative.  These problems can be 
solved by introducing PHITS. 

By introducing PHITS, it will be able to simulate the model shape accurately.  And we can simulate 
inelastic scattering in the air, and in the shielding concrete. And we can simulate not only one -time 
scattering, but also multiple scattering. Finally, we will be able to eliminate buildup maintainability. 

 However, PHITS has the disadvantage of being computationally time-consuming due to its use of 
Monte Carlo methods. However, considering recent progress of computers, we will introduce three 
dimensional Montel Carlo code, PHITS. 

Fig.2 shows the calculation model in PHITS. The 60Co source is installed in the concrete. The gamma 
rays emitted from the 60Co source are collimated to conical 150.5 degrees angle. The concrete is placed 
on the ground. The space to be analyzed is a sphere with a radius of 2000 m, filled with air. This allows 
analysis of skyshine lines scattered up to 2000 m high. By using the Monte Carlo method for the analysis, 
it is possible to calculate more than two-time scattering in the sky and reflection on the ground, which 
cannot be handled by conventional methods. 

The calculation conditions are as follows. 
✓ PHITS 3.24 (using JENDL-4 library) 
✓ The number of histories is about 5 billion.  
✓ This was set target error rate of 1%, which is similar to the accuracy of 1% in the skyshine 

measurement experiment. 
✓ Calculations were performed for three cases of ceiling thickness: 0 cm, 21 cm, and 42.8 cm. 
✓ The analysis uses a cylindrical coordinate system around the z-axis. 
✓ Tully spaces are of torus type whose cross section is a square with a side of 2m.  

Fig.2 Calculation Model 
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3. Calculation Results
The results of the calculations are shown in Fig.3. The calculation results show three cases with 

varying ceiling thickness. The thicknesses are 0 cm, 21 cm, and 42.8 cm, respectively. Fig.3 shows the 
experimental results of measurement at the University of Kansas in 1977, calculation results by PHITS 
and calculation results by the conventional code G33. 

Comparing the PHITS and experimental results, we can see that they are in much better consistency 
than the conventional code results: the difference between the PHITS and experimental results is within 
±10% error. On the other hand, the difference between the conventional code and experimental results is 
about 5 times larger. These relationships are similar in all three cases with varying ceiling thickness. This 
may be caused due to the following reasons. 

✓ The energy attenuation and direction change of particles due to inelastic scattering during 
concrete penetration is not analyzed correctly. 

✓ Buildup effect is considered conservatively for simplifying calculations. 
As you can see, the conventional code shows a large deviation from the measurement results, while 

PHITS shows highly accuracy results. 

Fig.3(1/3) Calculation Results (No Ceiling) 
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Fig.3(2/3) Calculation result (Ceiling 21 cm) 

Fig.3(3/3) Calculation result (Ceiling 42.8 cm) 

1.0E-04

1.0E-03

1.0E-02

1.0E-01

1.0E+00

1.0E+01

0 100 200 300 400 500 600 700

Ex
po

su
re

 ra
te

 (μ
R/

h
Ci

)

Distance from Source (m)

Experimental Results
PHITS
Conventional Code (G33)

1.0E-04

1.0E-03

1.0E-02

1.0E-01

1.0E+00

0 100 200 300 400

Ex
po

su
re

 ra
te

 (μ
R/

h
Ci

)

Distance from Source (m)

Experimental Results
PHITS
Conventional Code (G33)

JAEA-Conf 2024-002

- 108 -



4. Conclusion
It is necessary to calculate the exposure dose around nuclear facilities. In the calculation, direct line

and skyshine line are considered. The three dimensional Monte Carlo code PHITS enables more precise 
calculations. Through the calculation of the skyshine line measurement experiment carried out in Kansas, 
it was obtained that the calculation result which simulated the measurement result well. This confirms 
the accuracy of PHITS in calculating the skyshine line. In the future, it is expected to be applied to dose 
calculation of fabrication plant of Mitsubishi Nuclear Fuel.  
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The Intranuclear Cascade model have been improved for calculation of alpha-induced reactions. 

Fragmentation reaction is one of the main reactions in alpha-induced reactions where composite particles 

are produced. It is occurs when an alpha particle is induced on target nucleus and the alpha particle is 

broken up to some fragments. The production probabilities of fragments reflect cluster states of the alpha 

particle and incident position of alpha particle. In addition, the collisions between induced particles and 

clusters in the target nucleus are adopted to explain composite particle productions in low energy region. 

The calculation results were compared with experimental data of double differential cross sections of 

charged particles produced from the reaction of alpha particles at incident energy of 230 MeV/u on 27Al.  

1. INTRODUCTION
There are some simulation models for nuclear reactions caused by various particles, for example, JQMD 

model, INCL model and so on, which are assembled into PHITS (Particle and Heavy Ion Transport code 

System)[1]. However, there is no calculation models that are capable of simulating alpha-induced reaction 

at few hundred MeV.  

INC (Intra-Nuclear Cascade) model is one of simulation models for nuclear reactions. Generally, this 

model has good compatibility for calculations for proton-induced reactions above 200 MeV. However, 

experimental result for double differential cross sections (DDXs) for alpha-induced reactions for all lighter 

charged particles than Z < 4 was only measured by J. R. Wu[2] at 35 MeV/u and that is out of energy range 

for INC model. Therefore, there was a problem to develop INC model for alpha-induced reactions that 

experimental results are lack.  

Under this circumstances, experimental result for DDXs for alpha-induced reaction for emission charged 

particles at 230 MeV/u was measured by our group[3]. In them, triton-to-3He ratio of α-breakup yield is 1:2, 

which is similar to lower incident energy experiment. In addition, our analysis reveals that proton, deuteron 

and triton tend to be generated when alpha incidents near the center of target nucleus. In contrast, 3He and 

alpha are released when peripheral and central incident. 

In this study, the INC model is improved to explain alpha-induced reactions at incident energy of a few 

MeV/u by using findings from the analysis and the results of the INC model are compared with 
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experimental results of DDXs measured by our group. In particular, to reflect the analysis of the 

experimental results, the treatment of fragmentation reaction is modified, which is one of the major 

reactions that composite particles are generated for alpha-induced reactions. In addition, collisions between 

induced particles and clusters in the target nucleus are adopted, which have been successfully used in 

proton-induced reactions[4].  

2. INC MODEL
The main processes contained in the INC model for alpha-induced reactions are fragmentation reaction 

and cascade process. Schematic diagram about INC model for the case where induced alpha is broken up 

into two deuterons by fragmentation reaction is shown in Figure 1. The fragmentation reaction occurs at the 

phase when alpha is incident on the target. The deuterons enter cascade process and are emitted through 

collisions with nucleons or clusters in the target nucleus. 

Fig.1 Schematic diagram for INC model 

2.1. Fragmentation reaction 

Alpha particles are composed of overlaps of some cluster states according to wave function of an alpha 

particle which is showed as 

|α⟩ → 𝐶𝐶α|α⟩ + 𝐶𝐶pt|p, t⟩ + 𝐶𝐶dd|d, d⟩ + 𝐶𝐶 He3 n| He3 , n⟩ + 𝐶𝐶ppnn|p, p, n, n⟩ (1)

When an alpha particle is induced into a target nucleus, it can lose the bond as the alpha particle caused by 

temporarily forming a composite nucleus with the target nucleus. As a result, only one cluster state in alpha 

particles remains and that is equivalent to the splitting of the alpha particle. Viewed in this light, 

fragmentation reactions are regarded as reactions that incident alpha particles are broken up some 

fragments with a probability according to wave function of them by interaction with target nucleus.  

On the other hands, the production probability of fragments generated from fragmentation reaction has the 

relationship to b-parameter according to experimental result; the production probabilities of proton, 
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deuteron and triton are large when b-parameter is small (conversely, the probabilities of 3He and alpha are 

also large when b-parameter is large). Therefore that probability is described using Woods-Saxon function 

(which is used for density distribution of target nucleus) having b-parameter dependence, 

𝑓𝑓𝑖𝑖 =
𝐶𝐶𝑖𝑖

1 + exp(𝑏𝑏 − 𝑟𝑟𝑖𝑖
𝑠𝑠𝑖𝑖 ) (2)

where i is each cluster state, fi is production probability of generated fragments, ri is the radial parameter 

and si is diffuseness parameter. The values of each parameter are shown in Table 1 and the shape of the 

production probability is shown in Figure 2. 

Table 1 Parameters of production probability of each fragments 
2p+2n d+d t+p 3He+n 

Ci [ - ] 0.009 0.018 0.018 0.054 
ri [ fm ] 3 3 4 5 
si [ fm ] 0.5 0.5 1.0 1.0 

Fig.2 The shape of production probability of each fragment. The production probability of alpha is equal to 

the probability that fragmentation reaction does not occur and shown multiplied by 10-1. 

2.2. Cluster-nucleon collision 

Composite particles generated by fragmentation reactions travel in target nucleus and collide with nucleon. 

These cluster-nucleon collisions can be replaced by collision between nucleon in composite particles and 

nucleon in the target nucleus. As well as nucleon-nucleon collision, whether there is a cluster-nucleon 

collision or not is determined by 
𝑟𝑟𝑖𝑖𝑖𝑖 = √𝜎𝜎/𝜋𝜋 (3)

where rij is distance between nucleons inside and outside of the cluster, and σ is collision cross section of 

nucleon-nucleon collision. For σ, Cugnon’s formula is adopted in this study[5]. After, momentum transfer 

of the nucleon in the cluster experimenting elastic collision is treated as one of the whole composite particle. 
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On the other hands, collisions such as below is prohibited; between nucleons in the same cluster, nucleons 

in separate particles generated fragmentation reaction, a nucleon in a cluster and a nucleon that have 

already collided another nucleon in that cluster once, and nucleons that have energies after the collision is 

under the Fermi energy.  

3. RESULT AND DISCUSSION
The calculated DDX spectra for all charged particles (proton, deuteron, triton, 3He and alpha) on 

aluminum at 230 MeV/u at laboratory angle of 15˚ and 40˚ by INC model are shown in Figures 3 and 4 

with and experimental data, respectively. Factors indicated in figures were multiplied to data to avoid 

overlaps of the each DDX spectrum between different particles. The GEM (Generalized Evaporation 

Model) [6] is introduced to reproduce lower energy spectra than about 50 MeV/u and exciting energy 

calculated from the rest condition in the INC model is used to calculate for it.  

There are good agreements between calculated and experimental DDX spectra for proton, deuteron, triton 

and 3He at 15˚. The proton DDX spectrum and the composite particles DDX spectra at lower energy at 40˚ 

are in close agreement with experimental result. This indicated that the momentum transfer of particles 

kicked out by incident alpha particles or fragment is disciplined. Therefore, cluster-nucleon collisions are 

working well.  

These particles are generated from both the incident alpha particle and the target nucleus by fragmentation 

reactions and cascade process, respectively. The DDX spectra of proton, triton and 3He generated from 

incident alpha particles or target nucleus are shown in Figure 5. The triton and 3He DDX spectra at lower 

energy than about 100 MeV/u are reproduced by the yield of each particle from target nucleus. Conversely, 

these DDXs at the higher energy than about 100 MeV/u are reproduced by that from incident alpha 

particles, in other words, there are reproduced by contributions of fragmentation reactions.  

Fig.3 Calculated (solid line) and experimental (dots) 
DDXs for the Al(α,x) reaction at 230MeV/u at 15˚. 
Kinetic energy spectra for d, t, 3He and α are shown 
multiplied by 10-2, 10-4, 10-7 and 10-10, respectively. 

Fig.4 Calculated (solid line) and experimental (dots) 
DDXs for the Co(α,x) reaction at 230MeV/u at 40˚. 
Kinetic energy spectra for d, t, 3He and α are shown 
multiplied by 10-2, 10-4, 10-7 and 10-10, respectively. 
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also large when b-parameter is large). Therefore that probability is described using Woods-Saxon function 

(which is used for density distribution of target nucleus) having b-parameter dependence, 

𝑓𝑓𝑖𝑖 =
𝐶𝐶𝑖𝑖

1 + exp(𝑏𝑏 − 𝑟𝑟𝑖𝑖
𝑠𝑠𝑖𝑖 ) (2)

where i is each cluster state, fi is production probability of generated fragments, ri is the radial parameter 

and si is diffuseness parameter. The values of each parameter are shown in Table 1 and the shape of the 

production probability is shown in Figure 2. 

Table 1 Parameters of production probability of each fragments 
2p+2n d+d t+p 3He+n 

Ci [ - ] 0.009 0.018 0.018 0.054 
ri [ fm ] 3 3 4 5 
si [ fm ] 0.5 0.5 1.0 1.0 

Fig.2 The shape of production probability of each fragment. The production probability of alpha is equal to 

the probability that fragmentation reaction does not occur and shown multiplied by 10-1. 

2.2. Cluster-nucleon collision 

Composite particles generated by fragmentation reactions travel in target nucleus and collide with nucleon. 

These cluster-nucleon collisions can be replaced by collision between nucleon in composite particles and 

nucleon in the target nucleus. As well as nucleon-nucleon collision, whether there is a cluster-nucleon 

collision or not is determined by 
𝑟𝑟𝑖𝑖𝑖𝑖 = √𝜎𝜎/𝜋𝜋 (3)

where rij is distance between nucleons inside and outside of the cluster, and σ is collision cross section of 

nucleon-nucleon collision. For σ, Cugnon’s formula is adopted in this study[5]. After, momentum transfer 

of the nucleon in the cluster experimenting elastic collision is treated as one of the whole composite particle. 
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Fig.5 DDX spectra of p, t and 3He generated from incident alpha (red) or target nucleus (blue) on 27Al at 

230 MeV/u at 15˚. Kinetic energy spectra for t and 3He are shown multiplied by 10-3 and 10-6, respectively. 

The proton and alpha DDX spectra at 15˚ calculated by improved INC model are compared with the 

results calculated by INCL model[7] and JQMD model[1], and that is shown in Figure 6. The results for 

proton by improved INC model reproduces the experimental results better than them by INCL model and 

JQMD model. The yield of protons kicked out by incident alpha particles or fragments is large in improved 

INC model. In contrast, large peaks around 200 MeV in INCL model and JQMD model may indicate that 

protons are mainly generated from incident alpha particles. Significant characteristics in alpha-induced 

reactions are large peaks in 3He and alpha spectra. Only the result by the improved INC model shows the 

peak in the alpha DDX spectra. 

Fig.6 DDX spectra of proton and alpha calculated by improved INC model (red line), INCL model (blue 

line) and JQMD model (green line) on 27Al at 230 MeV/u at 15˚ with the experimental result (dots). 
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4. CONCLUSION
In this study, the INC model was improved for alpha-induced reactions with incident energy of a few 

hundred MeV/u, using the experimental results at incident energy of 230 MeV/u on aluminum measured by 

our group. In fragmentation reaction, the production probability in the form of Woods-Saxon function was 

introduced to reflect the wave-function of alpha particles and the b-parameter dependence as indicated from 

the experimental results. As a result, for deuteron, the triton and 3He DDX spectra at the emission angle of 

15˚ and for the proton DDX spectrum at 40˚, calculated results by the INC model were almost consistent 

with the experimental results. In the INC model, protons are mainly generated from target nucleus, and as a 

result, the proton DDX spectrum at 15˚ is reproduced the experimental result well than the results 

calculated by INCL model and JQMD model. 

ACKNOWLEDGEMENTS 
This work was conducted under the Research Project with Heavy Ions at QST-HIMAC. 

This study was partially supported by JSPS KAKENHI Grant Numbers 22K04989 and 17H03522. 

This work was supported by Neutron Source Section of J-PARC center, Japan Atomic Energy Agency 

under Contract R05K168. 

REFERENCES 
[1] T. Sato, Y. Iwamoto, S. Hashimoto, T. Ogawa, T. Furuta, S. Abe, T. Kai, P.-E. Tsai, N. Matsuda, H. 

Iwase, H. Shigyo, L. Sihver, and K. Niita, “Features of Particle and Heavy Ion Transport code System 

(PHITS) version3.02”, J. Nucl. Sci. Technol. 55, 2018, 684-690. 

[2] J. R. Wu, C. C. Chang, and H. D. Holmgran, “Charged particle spectra: 140 MeV α particle 

bombardment of 27Al, 58Ni, 90Zr, 209Bi, and 232Th”, Phys. Rev. C 19, 1979, 659-673. 

[3] T. Furuta, Y. Uozumi, Y. Yamaguchi and et al.. “Double-differential cross sections for charged particle 

emissions from α particle impinging on Al at 230 MeV/u”, J. Nucl. Sci. Technol., 

https://doi.org/10.1080/00223131.2023. 2294192 

[4] Y. Uozumi Y. Fukuda, Y. Yamaguchi and et al., “Direct pickup and knockout processes in inclusive 

( p,αx) reactions from 42 to 300 MeV”, Phys. Rev. C 97, 2018, 34630. 

[5] J. R. Cugnon, and et al., “Simple parametrization of cross-sections for nuclear transport studies up to 

the GeV range”, Nucl. Instruments Methods Phys. Res. Sect. B Beam Interact. with Mater. Atoms 111, 

1996, 21.  

[6] S. Furihata, “Statistical analysis of light fragment production from medium energy proton-induced 

reactions”, Nucl. Inst. Meth. in Phys. Res. B 171, 2000, 251. 

[7] A. Boudard, J. Cugnon, J. C. David, S. Leray, and D. Mancusi, “New potentialities of the Liège 

intranuclear cascade model for reactions induced by nucleons and light charged particles”, Phys. Rev 

C87, 2013, 014606. 

Fig.5 DDX spectra of p, t and 3He generated from incident alpha (red) or target nucleus (blue) on 27Al at 

230 MeV/u at 15˚. Kinetic energy spectra for t and 3He are shown multiplied by 10-3 and 10-6, respectively. 

The proton and alpha DDX spectra at 15˚ calculated by improved INC model are compared with the 

results calculated by INCL model[7] and JQMD model[1], and that is shown in Figure 6. The results for 

proton by improved INC model reproduces the experimental results better than them by INCL model and 

JQMD model. The yield of protons kicked out by incident alpha particles or fragments is large in improved 

INC model. In contrast, large peaks around 200 MeV in INCL model and JQMD model may indicate that 

protons are mainly generated from incident alpha particles. Significant characteristics in alpha-induced 

reactions are large peaks in 3He and alpha spectra. Only the result by the improved INC model shows the 

peak in the alpha DDX spectra. 

Fig.6 DDX spectra of proton and alpha calculated by improved INC model (red line), INCL model (blue 

line) and JQMD model (green line) on 27Al at 230 MeV/u at 15˚ with the experimental result (dots). 

JAEA-Conf 2024-002

- 115 -

https://doi.org/10.1080/00223131.2023.2294192


Calculation of Fission Fragment Yields for Thermal

Neutron Reaction of 239Pu

Futoshi Minato

Department of Physics, Kyushu University, Fukuoka 819-0395, Japan
RIKEN Nishina Center for Accelerator-Based Science, Wako, Saitama 351-0198, Japan
Nuclear Data Center, Japan Atomic Energy Agency, Tokai, Ibaraki 319-1195, Japan

Email: minato.futoshi@phys.kyushu-u.ac.jp

Abstract

Fission fragment yield evaluation in the past has been done mainly by considering in-
dependent and cumulative fission yields. In addition to them, the fission fragment yields
are related to various observables such as total kinetic energy, prompt fission neutron, decay
heats, etc. Various improvements were carried out in the fission fragment yield evaluation
of JENDL-5 [1], however it did not consider correlations between such fission observables
and fragment yields. A new evaluation including fission observables is thus required for the
next generation of evaluated data. We recently developed a new calculation system using
CCONE code to calculate fission fragment yields. This calculation system enables us to com-
pare various fission observables with the experimental data simultaneously. In this work, we
calculated thermal-induced fission of 239Pu. We present the result of prompt fission neutrons,
decay heats, and delayed neutrons.

1 Introduction

Fission is a phenomenon that generates various by-products in addition to fission fragments such
as prompt neutrons (PN), decay heats (DH), and delayed neutrons (DN). The number of PN
is also concerned with excitation energies of fragments, which are dependent on total kinetic
energies (TKE) of fragments. It is desirable to prepare evaluated data that have correlations
between those fission observables and fragment yields. In JENDL-5 [1] fission fragment yield
data are newly evaluated, where several improvements in spin-parity states, isomers, and shell
corrections have been done successfully. However, correlations between the fission observables
and fragment yields were not considered when JENDL-5 was made.

We recently developed a new calculation system [3] for fission fragment yields using CCONE [2].
Within the framework in CCONE, one can estimate fission fragment yields and fission observ-
ables and compare them with the experimental data simultaneously. The evaluation of thermal
neutron-induced fission on 235U was carried out in Ref. [3]. We recently carried out the calcula-
tion of fission fragment yields of thermal neutron-induced fission on 239Pu. We will present our
results in this paper.

2 Formalism

The calculation method for fission fragment yield of 239Pu is almost the same as that of 235U [3].
There are some characteristic points that are different from 235U and we will illustrate them
mainly in this paper.

20.
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Table 1: Experimental data used for the parameter search.
PFY [5], [6], [7], [8], [9], [10], [11] [12], [13], [14]

TKE [6], [7], [8], [11], [15]

IFY [16], [17], [18], [19], [20], [21]

CFY [19]

PG [22]

DN [23]
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Figure 1: (left) The PFY calculated from a sum of four Gaussians and experimental data. (right)
The TKE curves fitted by Eq. (4) (red solid line) and experimental data.

The main difference is the pre-neutron emission mass yields (PFY). They are approximated
by a sum of four Gaussians

Y (A) = N1Y1(A) +N2Y2(A) (1)

with

Yi(A) =
1√
2πσi

{
exp

(
−(A− µi/2)

2

2σ2
i

)
+ exp

(
−(A− (Ac − µi/2))

2

2σ2
i

)}
(2)

for i = 1, 2. Ah and Ac are the mass of a heavy fragment and a compound nucleus, respectively.
The normalization constants Ni in Eq. (1) µi, σi in Eq. (2) are determined from experimental
data (Table 1) via the least square fitting. We obtained N1 = 0.21, µ1 = 14.44, σ1 = 3.593, N2 =
0.79, µ2 = 20.60, and σ2 = 6.299. The result is shown in the left panel of Fig. 1 together with
experimental data.

Charge distributions are approximated by the Zp-model [4] with modifications of the most
probable atomic number Zp(A) and the standard deviation σp(A) in the range of 64 ≤ A ≤ 176:

C(A,Z) =

∫ Z+0.5

Z−0.5

1√
2πσp(A)

exp

(
−(Z ′ − Zp(A))2

2σp(A)2

)
. (3)

The parameters of Zp(A) and σp(A) are determined from the least square fitting using the
experimental data listed in Table 1. We used independent fission yields (IFY), cumulative
fission yields (CFY), the total number of prompt γ-rays per fission (PG), PN, DH, and DN for
the parameter search.

A total kinetic energy (TKE) is also approximated by using the following function, which is
originally proposed by [32]:

TKE(Ah) = (p0 − p1Ah)

(
1− p2 exp

(
−
(
Ah −

Ac

2

)2

p3

))
+ ϵTKE. (4)
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Fission fragment yield evaluation in the past has been done mainly by considering in-
dependent and cumulative fission yields. In addition to them, the fission fragment yields
are related to various observables such as total kinetic energy, prompt fission neutron, decay
heats, etc. Various improvements were carried out in the fission fragment yield evaluation
of JENDL-5 [1], however it did not consider correlations between such fission observables
and fragment yields. A new evaluation including fission observables is thus required for the
next generation of evaluated data. We recently developed a new calculation system using
CCONE code to calculate fission fragment yields. This calculation system enables us to com-
pare various fission observables with the experimental data simultaneously. In this work, we
calculated thermal-induced fission of 239Pu. We present the result of prompt fission neutrons,
decay heats, and delayed neutrons.

1 Introduction

Fission is a phenomenon that generates various by-products in addition to fission fragments such
as prompt neutrons (PN), decay heats (DH), and delayed neutrons (DN). The number of PN
is also concerned with excitation energies of fragments, which are dependent on total kinetic
energies (TKE) of fragments. It is desirable to prepare evaluated data that have correlations
between those fission observables and fragment yields. In JENDL-5 [1] fission fragment yield
data are newly evaluated, where several improvements in spin-parity states, isomers, and shell
corrections have been done successfully. However, correlations between the fission observables
and fragment yields were not considered when JENDL-5 was made.

We recently developed a new calculation system [3] for fission fragment yields using CCONE [2].
Within the framework in CCONE, one can estimate fission fragment yields and fission observ-
ables and compare them with the experimental data simultaneously. The evaluation of thermal
neutron-induced fission on 235U was carried out in Ref. [3]. We recently carried out the calcula-
tion of fission fragment yields of thermal neutron-induced fission on 239Pu. We will present our
results in this paper.

2 Formalism

The calculation method for fission fragment yield of 239Pu is almost the same as that of 235U [3].
There are some characteristic points that are different from 235U and we will illustrate them
mainly in this paper.
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The parameters pi (i = 0, 1, 2, 3) are determined so as to reproduce experimental data listed in
Table 1. The results are p0 = 220.4, p1 = 1.050, p2 = 0.1303, and p3 = 29.77. In Eq. (4), ϵTKE is
introduced to satisfy the average TKE value of experimental data TKE = 178 MeV [10, 33, 34].
The result of TKE using this parameter set is shown in the right panel of Fig. 1. A fluctuation
of TKE from Eq. (4) is considered by introducing a width parameter σTKE(Al) = σTKE(Ah) =

s0−s1 exp
[
−s2

(
Ah − Ac

2

)2]
, where si (i = 0, 1, 2) are the parameters. They are also determined

from uncertainties of the experimental data, and we obtain s0 = 5.520, s1 = 5.750, s3 = 5512.
Excitation distributions of fission fragment yields are estimated as follows. First, total

excitation energy (TXE) is calculated by TXE = En + Sn +Mf − (Ml +Mh)−TKE, where En

is the incident neutron energy, Sn is neutron threshold of fissioning nucleus, and Mf , Ml, and
Mh are the mass of fissioning nucleus, light fragment, and heavy fragment, respectively. To sort
TXE into two fission fragments, we use an anisothermal model [35]

RT =
Tl

Th
=

√
ah(Uh)Ul

al(Ul)Uh
, (5)

where Ul,h = El,h−∆ with ∆ being a correction energy attributed from pairing correlations [36].

The function al,h(Ul,h) is given by al,h(Ul,h) = a∗
(
1 + Esh

1−e
1−γUl,h

Ul,h

)
, where a∗, Esh, γ are the

asymptotic level density parameter, the shell correction, and the shell damping factor, respec-
tively, and taken from Ref. [36]. The mean excitation energies El,h are estimated numerically
from Eq. (5) with a condition of El + Eh = TXE. The excitation energy distributions are then
estimated by [37]

Gl,h(E) =
1√

2πσl,h
exp

(
−
(E − El,h)

2

2σ2
l,h

)
, (6)

where σl,h =
El,h√
E2

l +E2
h

σTKE. Odd-even effects of fission fragment yields are considered via fz

and fn [38]. Fission fragment yields including spin-parity distributions are then given by

Y (A,Z, Jπ,TKE) =
1

2

J + 1/2

2f2
s σ

2
exp

(
(J + 1/2)2

2f2
s σ

2(U)

)
Y (A)C(A,Z)Gl,h(E) (7)

The parameters for fs = 2.756 in Eq. (7), odd-even effect parameters fz = 1.120, fn = 1.020 and
the scaling factor of asymptotic level density parameter fa = 0.6 are adjusted by hand so that
the calculated delayed neutrons and prompt neutrons come closer to the experimental data.

3 Result

The result of neutron multiplicities as a function of fragment mass is shown in the left panel
of Fig. 2. The experimental data used for the parameter search within the least square fit-
ting are also shown. Our calculations roughly reproduce the seesaw structure as found in the
experimental data. In this framework, the result of CCONE shows some deviations from the
experimental data for light fragments (60 ≤ A ≤ 120), while it is relatively in a good agreement
with the experiments for heavy fragment sides (135 < A ≤ 150). The right panel of Fig 3 shows
the delayed neutron yields as a function of time after fission burst launched by instant neutron
irradiation. The present CCONE calculation is comparable to the evaluated data of JENDL-5,
which nicely reproduces the Keepin’s experimental data [23].

Figure 3 shows decay heats of β-rays and γ-rays. The present framework of CCONE reason-
ably reproduces the experimental data both for β and γ-rays. In particular, this work improved
the result of γ decay heat as compared to the evaluation of JENDL-5 which overestimated
around time after fission burst t = 80 (s).
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Figure 2: (Left) Calculated and experimental neutron multiplicities as a function of fragment
mass. (Right) Delayed neutron yields as a function of time after fission burst. The result is
shown together with the JENDL-5 evaluations.
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Figure 3: β-ray (Left) and γ-ray (Right) decay heats as a function of fission burst.

4 Summary

We calculated fission fragment yields of thermal neutron induced fission on 239Pu with a newly
developed CCONE code system. The calculated result is compared with experimental data and
the evaluation of JENDL-5. We could obtain a reasonable agreement with experimental data
and found that the result is comparable to JENDL-5 although some discrepancies from the
experimental data are found in neutron multiplicities. We will calculate fission fragment yields
of different systems using this CCONE code system.
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Abstract

The utilization of experimental nuclear reaction data from EXFOR necessitates prepro-
cessing of the data format, which remains challenging for users aiming to apply contemporary
computational methods in their modern data analysis and nuclear data evaluation efforts.
To address this issue, a directory-structured projectile/nuclide/reaction database inspired by
EXFORTABLES has been created using the EXFOR Parser. This parser converts EXFOR
format into JSON format and extracts physical quantities as datasets in a tabulated format
(x, y, dx, dy), as well as in an SQL database, making retrieval and utilization much more
straightforward for users.

1 Introduction

There is an emerging trend to use Machine Learning (ML) models in scientific research, partic-
ularly in the analysis of experimental data, by using algorithms that learn from data to make
predictions or to find hidden patterns. However, this process involves data preparation, also
referred to as data preprocessing, where raw data undergoes transformations to enable data
scientists and analysts to apply ML algorithms effectively. In the fields of nuclear physics and
nuclear data, a significant challenge arises from the format of the Experimental Nuclear Reaction
Database (EXFOR) [1].

EXFOR follows a document-oriented database style, which is a semi-structured and key-value
store data format. It was originally designed decades ago for the transmission of nuclear reaction
data in ASCII text with fixed width column constraints, EXFOR format served its purpose in an
era with limited computing capabilities. Even now, accessing EXFOR data programmatically
requires users to undergo a data preparation process before use. However, the current landscape
demands a more flexible approach and accessing EXFOR data programmatically is essential. The
Nuclear Data Section (NDS) at the International Atomic Energy Agency (IAEA) is entrusted
with developing access to EXFOR data, such as the EXFOR web retrieval system [2]. Besides
the dissemination from NDS, already long before, such inconvenience was recognized and the
X4toC4 code [3] has been developed to make numerical data more accessible in the common
computational format, i.e., the C4 format.

A Subgroup (SG30) on the topic of “Quality Improvement of the EXFOR database” [4]
was initiated in the early 2000s within the Working Party on International Evaluation Coop-
eration (WPEC) under the Nuclear Energy Agency (NEA). The subgroup’s objective was to
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Figure 1: Structure of an EXFOR entry: The bibliographic information and common experi-
mental conditions in BIB and common data block in COMMON appear in the first SUBENT. The
subsequent SUBENTs have numerical data table in DATA section.

establish EXFOR as an easily accessible and accurate database. A directory-structured projec-
tile/nuclide/reaction database, Newbase, was developed as the outcome of the SG30, allowing
easy access to the experimental data by restructuring C4 data file. Later, Newbase was super-
seded by EXFORTABLES [5, 6] and is still actively used for the TENDL library [7] evaluation.
A similar approach has been taken for the NucML system [8], which was the first example of
an open-source, python-based supervised ML pipeline. NucML uses the C4 data file parser to
prepare data that sorts the EXFOR datasets by projectile, target, MF, MT numbers defined in
ENDF-6 format [9], and incident energy in separate files for each target [10] in directories for
each projectile. These examples have proven that the original EXFOR format is not sufficient
for these large-scale data analyses and applications. Another example for the visualization pur-
pose is the Matlab extension [11] to plot nuclear reaction cross-section data as a function of the
incident particle energy found in the C4 data file.

The strong motivations underlying the example above to use C4 data file are tabulated in (x,
y, dx, dy) format, the unit conversion and unification, as well as the separation of an EXFOR
entry into the nuclear physics-relevant dataset, in other words, the assignment of relevant MT-
MF number defined in ENDF-6 format. The original EXFOR contains the numerical data with
units as reported in the publication (i.e., barn as B or millibarn as MB in the DATA section).
Hence, one needs to convert units accordingly. However, these reformat and data preparation
tasks require a considerable amount of knowledge about the EXFOR format [12] and compilation
rules, resulting that it is not a work size suitable for users to undertake.

To our best knowledge, the first use case outside the NRDC community involving the han-
dling of the EXFOR master file to convert datasets without relying on X4toC4 was x4i [13].
It parses EXFOR sections such as BIB, COMMON, DATA and fields such as REACTION, MONITOR,
and creating a database and interface to access datasets. Expanding on the similar concept as
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Figure 2: Schematic view of dataset creation from EXFOR master files.

x4i, NDS also enhanced our capabilities by developing two EXFOR parsers [14]. These parsers
offer comprehensive control over the EXFOR fields and sections, enabling us to extract mean-
ingful dataset based on the nuclear physics perspective in a tabulated format, akin to creating
EXFORTABLES alike structured database. This approach ensures that we can navigate the
complexities of the EXFOR more effectively.

2 Utilization of EXFOR master file format

The ENTRY in EXFOR corresponds to one piece of experimental work, typically representing one
publication. Each work may consist of some separate experiments or physical quantities and
hence datasets. The first sub-entry, SUBENT, contains bibliographic information and experimental
conditions in BIB section, along with common data in the COMMON section. Subsequent sub-entries
can also contain the same particulars for the sub-entry, accompanied by the actual experimental
data in the DATA section, as illustrated in Fig. 1. The REACTION field is the key field that
describes what nuclear reaction and quantity were measured. For instance,

REACTION (13-AL-27(N,G)13-AL-28,,SIG,,MXW)

where 27Al is the target nuclide, and 28Al is the reaction product of Maxwellian-averaged MXW
neutron capture (N,G) cross section SIG (a physical observable). The reaction product is obvious
in this case, while in the following case;

REACTION (92-U-238(N,F)ELEM/MASS,CUM,FY)

where the several cumulative fission products from neutron induced fission (N,F) of 238U are
measured and defined by mass and charge (ELEM/MASS). Thus, the complete reaction products
cannot be uncovered until one examines the ELEM and MASS columns in the DATA section.

To handle and organize such information, including bibliographic and experimental details
along with the numerical data, proper parsing is essential. The goal is to make these details
searchable from a nuclear-physics perspective and accompanied data being easily accessible and
to facilitate efficient retrieval and analysis. The parser is designed to construct the reaction
index as a database that accommodates target nuclide, reaction path, reaction product, excited
state, incident particle energy and measured physical quantities, and enabling the dataset to be
searchable.
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2.1 Generation of EXFORTABLES-Inspired Structured Database

Figure 2 illustrates the database creation process from EXFOR. Initially, the EXFOR parser
reads the original EXFOR format and converts it into JSON. Subsequently, the parser processes
the JSON to reconstruct the dataset based on bibliographic and REACTION information.

Similar to EXFORTABLES, the EXFOR parser generates files organized in directories such
as projectile/nuclide/reaction/observable. For instance, directories for various projectiles like n/
g/ p/ d/ t/ h/ a/ and ion/ (heavy ions) are created. Additionally, observables such as xs/ angle/
energy/ fission/ are nested under the projectile/nuclide/reaction/ directory. As an example, the
complete file name follows the format

/n/Al-27/n-g/xs/Al-27_n-g_Al-28_Gibbons-11329-006-0-1961.txt.

The file format is quite similar to that of EXFORTABLES as shown in Fig. 3. These
generated text files are accessible online [15], and data tables are also stored in an SQL database.
Consequently, a total of 596,067 reactions have been indexed, resulting in the creation of 564,833
files for cross sections (SIG), angular distributions (DA), energy distributions (DE), fission products
(FY), and neutron observables (NU) from 25,919 entries. Our future plans include extending this
indexing to cover additional observables.

Figure 3: An example of ASCII text file in the structured database.

3 Conclusion

In spite of EXFOR data compilation effort, the retrieval of experimental data from EXFOR and
the necessary data preparation before use have remained to pose significant challenges, causing
delays in applying contemporary computational methods on modern users’ work and nuclear
data evaluation efforts. To address these challenges, we have developed the EXFORTABLES-
inspired structured database using the EXFOR parser. While the idea to create EXFORTABLES
originated in the early 2000s through the efforts of SG30 utilizing C4 data files, we have chosen
to follow a similar path. Our approach involves leveraging EXFOR master files and ensuring
the proper parsing of all relevant information. It is anticipated that the developed database
with files containing EXFOR data in tabular (x, y, dx, dy) format will facilitate the retrieval of
pertinent experimental data for data analysis and ML applications.
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x4i, NDS also enhanced our capabilities by developing two EXFOR parsers [14]. These parsers
offer comprehensive control over the EXFOR fields and sections, enabling us to extract mean-
ingful dataset based on the nuclear physics perspective in a tabulated format, akin to creating
EXFORTABLES alike structured database. This approach ensures that we can navigate the
complexities of the EXFOR more effectively.
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hence datasets. The first sub-entry, SUBENT, contains bibliographic information and experimental
conditions in BIB section, along with common data in the COMMON section. Subsequent sub-entries
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data in the DATA section, as illustrated in Fig. 1. The REACTION field is the key field that
describes what nuclear reaction and quantity were measured. For instance,
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where 27Al is the target nuclide, and 28Al is the reaction product of Maxwellian-averaged MXW
neutron capture (N,G) cross section SIG (a physical observable). The reaction product is obvious
in this case, while in the following case;
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where the several cumulative fission products from neutron induced fission (N,F) of 238U are
measured and defined by mass and charge (ELEM/MASS). Thus, the complete reaction products
cannot be uncovered until one examines the ELEM and MASS columns in the DATA section.

To handle and organize such information, including bibliographic and experimental details
along with the numerical data, proper parsing is essential. The goal is to make these details
searchable from a nuclear-physics perspective and accompanied data being easily accessible and
to facilitate efficient retrieval and analysis. The parser is designed to construct the reaction
index as a database that accommodates target nuclide, reaction path, reaction product, excited
state, incident particle energy and measured physical quantities, and enabling the dataset to be
searchable.
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Abstract

Neutron total and capture cross section of natEr experiments have been conducted at the
Accurate Neutron-Nucleus Reaction measurement Instrument (ANNRI) of the Materials and
Life science Facility (MLF) in the Japan Proton Accelerator Research Complex (J-PARC).
Neutron transmission experiments were performed to determine the neutron total cross sec-
tion using Li-glass detectors with three samples with different thicknesses of 1 mm, 0.175
mm and 0.05 mm. For the neutron capture cross section, neutron time-of-flight experiments
were conducted by using two 0.025 mm thick samples with two different detector setups,
a NaI(Tl) spectrometer and a Ge spectrometer. Preliminary cross section results obtained
with the different samples and detector setups are compared and discussed.

1 Introduction

In order to improve the economic viability of nuclear reactors, the extension of the nuclear fuel
life has long been seen as an effective approach. Notwithstanding, due to criticality concerns,
this was always thwarted by the 5 wt% limitation on 235U, as an increase above the 5 wt%
threshold would mean a major reformulation of both reactor criticality and safety assessments
for the present nuclear reactors. An innovative fuel configuration involving the use of Erbium, the
Erbia-credit super high burnup (Er-SHB) fuel, has been proposed which allows for the fuel life to
be extended while providing several physical improvements. The negative reactivity introduced
by Erbium offers a means to increase the enrichment of 235U above 5 wt% while treating the
fuel as if the enrichment of 235U were to be lower than 5 wt%, similar to present LWR reactions.
This means that, the present fuel configuration could be used in present LWR reactors without
any major reformulation [1, 2]. However, for this to be achievable, an improvement of the
nuclear data accuracy for the neutron capture cross section of Erbium is required [3]. One of
the main reasons for this is the lack of experimental data for the neutron capture cross section
of natEr. To solve this, in the present work, the neutron capture cross section of natEr was
measured using two different detectors setups, a NaI(Tl) spectrometer and a Ge spectrometer,
to increase the reliability of the present results. Moreover, since the capture cross section is very
large and close to the neutron total cross section, neutron transmission measurements were also
performed using three samples with different thicknesses and Li-glass detectors. In the present
paper, preliminary results obtained with the different samples and detector setups are presented
and compared.
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2 Experimental Setup

The experiments were conducted at the Accurate Neutron-Nucleus Reaction measurement In-
strument (ANNRI) of the Materials and Life science Facility (MLF) in the Japan Proton Ac-
celerator Research Complex (J-PARC) using the pulsed neutron beam generated by 3 GeV
protons impinging to the Japanese Spallation Neutron Source (JSNS). Neutrons were generated
at a repetition rate of 25 Hz with a beam power of about 800 kW, in double-bunch mode.

For the neutron total cross section experiments, neutrons were detected using two Li-glass
detectors, a GS20 (95% and higher 6Li-enriched) and a GS30 (99% and higher 7Li-enriched)
detectors, which were used in conjunction at a flight length position of about 28.7 m from
the moderator surface. The GS20 detector was employed to detects neutrons by means of the
6Li(n,α)3H reaction. Nonetheless, since the detector also contains 7Li, it is also susceptible
to detect γ-rays. Hence, the GS30 detector, with a high concentration of 7Li, was utilized to
determine the background level mainly caused by γ-rays.

In the neutron capture experiments, two different detector setup were employed to detect
prompt capture γ-rays in separate measurements. The first one consisted on a NaI(Tl) spec-
trometer situated at a flight path of 27.9 m and at a 90◦ angle with respect to the neutron
beam axis. The second setup comprised two germanium cluster-type detectors at a flight path
of 21.5 m. In both capture experiments, the neutron time of flight (TOF) was determined as
the time difference between the spallation event that generated neutrons and the successive de-
tected prompt γ-rays by the two detector setups. Further information about the three different
experimental setups can be found elsewhere [4, 5, 6].

2.1 Measured Samples

In the present experiments, several foils of natEr were employed to derive both the neutron total
and the neutron capture cross sections.

For the neutron transmission experiments, three samples were measured with different thick-
nesses of 1 mm, 0.175 mm and 0.05 mm. These samples consisted of metallic foils with area
densities of 3.4 × 10−3, 5.7 × 10−4 and 1.5 × 10−4 at/b and were placed before the intermediate
collimator of the ANNRI beamline, so that scattered neutrons at the sample would not induce
into background events.

For the neutron capture experiments, metallic foils of 0.025 mm thickness were employed. In
the case of the experiments with the NaI(Tl) spectrometer, a sample with a diameter of 20 mm
and an area density of 7.9 × 10−5 at/b was employed. For the Ge spectrometer experiments
however, the sample diameter was 5 mm and a similar area density of 7.4 × 10−5 at/b to reduce
the dead time, as the sample position of the Ge spectrometer is much closer to the detector than
that of the NaI(Tl) spectrometer. Moreover, carbon samples were employed to determine the
sample-dependent background, gold samples were used to normalize the neutron capture cross
section results and finally, boron samples were also measured to obtain the energy dependence
of the incident neutron flux, for each detector setup.

3 Data Analysis

The measured data for both the neutron transmission and capture experiments were analyzed
in offline analysis. The data was recorded in two-dimensional list data files with time-of-flight
and pulse-height data information.
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3.1 Neutron Total Cross Section

For the neutron transmission experiments, the transmitted neutrons through the sample were
measured with the GS20 detector. Background events from γ-rays emitted by surrounding ma-
terials capturing neutrons in the experimental room were also detected. To remove the influence
of the background events, the GS30 detector was employed since it displays an extremely low
sensitivity to neutrons and can accurately determine the γ-rays background level in the exper-
imental room. The background level obtained was normalized using measurements with thick
black filters of Ag, Mn, Co, Cd and In. These elements present large scattering resonances in
which all incoming neutrons interact, creating time windows where no neutrons reach the exper-
imental area. In these time windows the event rate becomes very low since it only includes the
γ-rays background level and allowing for the GS30 detector measured events to be normalized
to the event rate of the GS20 detector in these regions.

The neutron transmission ratio for each measured sample was then determined by dividing
the detected net neutron events, after subtracting the influence of background γ-rays, of each
sample by that measured in a blank measurement without any sample.

3.2 Neutron Capture Cross Section

The neutron capture yields, for both the NaI(Tl) and Ge experiments, were determined from
the measured prompt γ-rays emitted in the capture events by means of the pulse height weight-
ing technique. To accurately accomplish that, several layers of background events had to be
removed. These background layers include sample-independent background events, estimated
using a blank resonance without any sample and also using the long 160 ms TOF window, when
protons are sent to different facilities and, hence, no neutrons are generated at the JSNS; and
sample-dependent background events, which were determined using carbon sample measure-
ments.

The relative neutron capture cross section was then obtained by dividing the neutron capture
yields by the incident neutron flux, for the experiments with both the NaI(Tl) and Ge detectors.
The shape of the incident neutron flux was derived by gating the 478 keV γ-rays emitted from
the 10B(n,α)7Li reaction measured with the boron samples, after removing the energy-dependent
component of the 10B(n,α)7Li reaction rate using the Monte-Carlo code PHITS [7].

4 Cross Section Calculation

The preliminary neutron total cross section for natEr was determined from the transmission
ratios using the following equation:

σtotEr
(En) =

logT (En)

SEr

, (1)

where σtotEr
and T are the neutron total cross section of natEr and the transmission ratio for

each sample, respectively, as a function of neutron energy En; and SEr is the area density for
each sample.

For the case of the neutron capture cross section, the relative neutron capture cross section
was normalized using the Au sample measurements. In the experiment with the NaI(Tl) detec-
tor, the saturated resonance method was applied using the first resonance of Au. The principle
of this method is that, since the first resonance of Au is completely saturated, all incoming
neutrons interact with the sample and, hence, the neutron capture yield equals 98% the incident
neutron flux, assuming 2% of the incident neutrons are backscattered. For the experiments with
the Ge detector, this method could not be applied since the event rate at the first resonance
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beam axis. The second setup comprised two germanium cluster-type detectors at a flight path
of 21.5 m. In both capture experiments, the neutron time of flight (TOF) was determined as
the time difference between the spallation event that generated neutrons and the successive de-
tected prompt γ-rays by the two detector setups. Further information about the three different
experimental setups can be found elsewhere [4, 5, 6].
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In the present experiments, several foils of natEr were employed to derive both the neutron total
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the case of the experiments with the NaI(Tl) spectrometer, a sample with a diameter of 20 mm
and an area density of 7.9 × 10−5 at/b was employed. For the Ge spectrometer experiments
however, the sample diameter was 5 mm and a similar area density of 7.4 × 10−5 at/b to reduce
the dead time, as the sample position of the Ge spectrometer is much closer to the detector than
that of the NaI(Tl) spectrometer. Moreover, carbon samples were employed to determine the
sample-dependent background, gold samples were used to normalize the neutron capture cross
section results and finally, boron samples were also measured to obtain the energy dependence
of the incident neutron flux, for each detector setup.
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The measured data for both the neutron transmission and capture experiments were analyzed
in offline analysis. The data was recorded in two-dimensional list data files with time-of-flight
and pulse-height data information.
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was too high. In this case, the cross section at the thermal energy point was employed to nor-
malize the present results since it has been widely measured, making the cross section at for the
thermal point of Au highly reliable. The process to determine the preliminary neutron capture
cross section can be expressed as:

σcaptEr
(En) =

Y (En)

φ(En)SEr

Ndet, (2)

where σcaptEr ,  Y (En) and φ(En)  are the neutron capture cross section, neutron capture yield and 
the incident neutron flux measured by each detector; and SEr and Ndet mean the sample area
density in at/b and the normalization factor for each detector setup.

5 Preliminary Results and Discussion

Preliminary results for the neutron total and neutron capture cross sections of natEr were deter-
mined using the formulations explained in section 4. The neutron total cross section obtained
with the three samples are shown in Fig 1.
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Figure 1: Preliminary results for the natEr neutron total cross section from 0.01 to 100 eV
obtained from the three measured samples.

The present results only include the contribution from the statistical uncertainty but it seems
that good agreement was obtained from 0.01 eV up to the third resonance between the 1 mm and
the 0.175 mm thick samples. Below 0.1 eV the thinner 0.05 mm thick sample displays a larger
cross section value. Further analysis is required to determine the cause of this discrepancies,
together with a quantification of the present systematic uncertainties.

For the neutron capture cross section results, the results measured with both detector setups
are compared in Fig. 2. These preliminary results do not include corrections from self-shielding
and multiple scattering effects and, since the self-shielding effect has a large impact on the cross
section, the present results cannot be compared to nuclear data libraries. Nonetheless, since the
samples have similar area densities, the agreement between the cross sections measured with
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Figure 2: Preliminary results for the natEr neutron capture cross section from 0.01 to 100 eV
measured with the two different detector setups. The data below 0.2 eV was evaluated with a
different bin width of 100 µs, making the statistical uncertainty very small.

both detector setups can still be evaluated. Above 10 eV, the agreement cannot be evaluated
visually since the detectors are situated at a different flight length and, hence, the effects of the
pulse width together with the double-bunch mode makes the resonance shapes much different.
In order to accurately evaluate this, a resonance analysis is required taking into account the
resolution function of the ANNRI beamline.

6 Summary

The neutron total and capture cross section of natEr were measured at the ANNRI beamline of
MLF/J-PARC.

For the transmission experiments, three natural Er erbium foils with different thicknesses
of 1 mm, 0.175 mm and 0.05 mm were used and neutrons transmitted through the foils were
measured using Li-glass detectors. Preliminary results obtained with the 1 mm and the 0.175
mm samples agree from 0.01 to about 10 eV. In contrast, the results of the thinner 0.05 mm
sample provide higher results below 0.1 eV.

For the neutron capture cross section, preliminary results with both detector setups were
shown. These results do not include corrections for self-shielding, which are expected to be
important. Notwithstanding, since the samples have very similar area densities, these results
can be still used to evaluate the performance of both detector setups. Good agreement was
obtained from 0.01 to 10 eV between both detectors. Above 10 eV, a more accurate analysis
using a resonance analysis code accounting for the ANNRI resolution function is required.
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the 0.175 mm thick samples. Below 0.1 eV the thinner 0.05 mm thick sample displays a larger
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are compared in Fig. 2. These preliminary results do not include corrections from self-shielding
and multiple scattering effects and, since the self-shielding effect has a large impact on the cross
section, the present results cannot be compared to nuclear data libraries. Nonetheless, since the
samples have similar area densities, the agreement between the cross sections measured with
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Abstract
We have proposed a neutron elastic scattering at very forward angles for precise determi-

nation of neutron root-mean-square radius, which is important to understand the symmetry
energy of the nuclear matter equation of state. Neutron elastic scattering cross sections
at 63.4MeV have been measured at laboratory angles of 4◦ and 7◦. The obtained data is
consistent with a theoretical calculation and the previous data, but had large statistical er-
rors because there were too many backgrounds. To investigate origins of the backgrounds,
Monte-Carlo simulations with the code PHITS have been performed. A new setup that can
reduce statistical errors has been studied with the PHITS simulations.

1 Nuclear matter EoS

In equation of state (EoS) of nuclear matter, energy per nucleon, E, is described as a function
of density, ρ, and isospin asymmetry degree, δ, in the following.

E(ρ, δ) = E(ρ, 0) + S(ρ)δ2 +O(δ4) (1)

S(ρ) is the symmetry energy as

S(ρ) = S0 +
L

3ρ0
(ρ− ρ0) +O((ρ− ρ0)

2), (2)

where ρ0 ∼ 0.16 fm−3 is the saturation density and L is called the slope parameter. Constraints
on the symmetry energy is important for understanding of the nuclear many-body system which
is related to high-density objects, such as neutron stars. The symmetry energy is essential in
neutron matter (δ = 1), but it is still less certain than the symmetric nuclear matter EoS,
E(ρ, 0).

It is well known, especially in 208Pb, that there is a strong linear correlation between the slope
parameter and neutron skin thickness from various mean-field calculations [1]. The neutron skin
thickness is defined as

δRnp = Rn −Rp

=
√
< r2n >−

√
< r2p >, (3)
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where Rn, Rp are neutron and proton root-mean-square (RMS) radius. The uncertainty of the
neutron RMS radius in 208Pb is still large, while its proton RMS radius is precisely determined
by electron scattering.

2 Neutron elastic scattering

Proton elastic scattering (PES) and the parity radius experiment (PREX) which is based on
parity violation are well-known methods to determine the neutron RMS radius. PES has a large
cross section, but there is theoretical uncertainty at backward angles. It also has the disadvantage
that the Coulomb force is dominant in low momentum transfer, q2 → 0, where cross section data
is more sensitive to the nuclear size. Neutron elastic scattering (NES) at very forward angles
was employed as a probe to precisely determine the neutron RMS radius. Therefore, we have
proposed the the very-forward-angle NES, whose cross section is as large as that of the PES and
that is without the Coulomb force.

To study the neutron RMS radius from the NES angular distribution, we have developed a
new reaction program. A relativistic impulse approximation (RIA) model originaly developed
by Horowitz, Hillhouse et al. successfully has explained the experimental results of PES from
60MeV to 200MeV [2–4]. Based on the RIA model for PES, we have developed a new RIA model
(Neutron-RIA) describing NES by assuming charge symmetry of nucleon-nucleon interaction. In
order to determine the neutron RMS radius from the differential cross section, the model that
considers medium effects in the nucleus has been developed. According to the present Neutron-
RIA, if the cross section can be determined within approximately 5%, the neutron RMS radius
can be determined within 1% errors. NES at very forward angle had not been performed yet.
Therefore, We have proposed a new experiment to measure NES cross section with 5% precision.

3 Experiment

3.1 Experimental method

The experiment was performed in N0 course (ToF tunnel) at Research Center of Nuclear Physics
(RCNP) in Osaka University. 65 MeV proton beams were employed to produce secondary neutron
beams by the reaction of 7Li(p, n)7Be (G.S. + 1st E.S.). The neutron beams were irradiated to
208Pb and 40Ca targets. Elastic scattering was measured at laboratory angles of 4.01◦, 4.49◦,
7.18◦, and 7.67◦. Figure 1 shows a top view of the experimental setup. Since the secondary
neutron beams spatially spread, it was collimated by iron collimator. In addition to the collimator
in front of the targets, shielding blocks were placed next to the targets, and a downstream shield
with another collimator of iron was placed downstream. Scattered neutrons were measured with
liquid scintillators (BC-501A) by the pulse shape discrimination method. The energy of the
neutrons was also measured by the Time-of-Flight (ToF) method.
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Figure 1: Top view of the experimental setup. The 7Li target was irradiated with proton beams
from AVF cyclotron. It produced the secondary neutron beams by the reaction of 7Li(p, n)7Be.
Scattered neutrons for 208Pb(n, n) and 40Ca(n, n) were measured by using the liquid scintillators

3.2 Results

Figure 2 shows the measured angular distribution for 208Pb(n, n) and 40Ca(n, n). The measure-
ments has been conducted at θlab. = 4.01◦, 4.49◦, 7.18◦, and 7.67◦ and the results for 208Pb(n, n)
(red circles) and 40Ca(n, n) (blue circles) are plotted. Theoretical calculations by Neutron-RIA
and the previous data by E. L. Hjort et al. [5] are also included in Fig. 2. The results for θ = 7◦

are consistent with the previous data. We also obtained the NES differential cross sections at
θ = 4◦ for the first time.
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Figure 2: Comparison of 208Pb(n, n) and 40Ca(n, n) differential cross sections at 63.4MeV from
this experiment (red and blue circles) with the previous data at 65MeV by E. L. Hjort et al. [5].
The Neutron-RIA calculations are also shown.

However, the statistical errors of the results ranged from 15.0% to 32.5%, which was more
than three times worse than the requirement. Estimation of signal-to-noise ratio, S/N , which
was based on scattering cross sections from nuclear data, before the experiment was S/N ∼ 10,
but the real value was S/N ∼ 10−1, that the background events were about 100 times more than
estimated.

To keep the statistical errors within 5%, at least a ten-fold increase in S/N , namely S/N ∼ 1,
is required. The number of background neutrons must be reduced to less than one-tenth of the
present number for next measurements. We have analyzed the present setup, especially the
background shielding, by Monte-Carlo simulations with the code PHITS [6], and we will report
the results of the simulations.

where Rn, Rp are neutron and proton root-mean-square (RMS) radius. The uncertainty of the
neutron RMS radius in 208Pb is still large, while its proton RMS radius is precisely determined
by electron scattering.

2 Neutron elastic scattering

Proton elastic scattering (PES) and the parity radius experiment (PREX) which is based on
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new reaction program. A relativistic impulse approximation (RIA) model originaly developed
by Horowitz, Hillhouse et al. successfully has explained the experimental results of PES from
60MeV to 200MeV [2–4]. Based on the RIA model for PES, we have developed a new RIA model
(Neutron-RIA) describing NES by assuming charge symmetry of nucleon-nucleon interaction. In
order to determine the neutron RMS radius from the differential cross section, the model that
considers medium effects in the nucleus has been developed. According to the present Neutron-
RIA, if the cross section can be determined within approximately 5%, the neutron RMS radius
can be determined within 1% errors. NES at very forward angle had not been performed yet.
Therefore, We have proposed a new experiment to measure NES cross section with 5% precision.

3 Experiment

3.1 Experimental method

The experiment was performed in N0 course (ToF tunnel) at Research Center of Nuclear Physics
(RCNP) in Osaka University. 65 MeV proton beams were employed to produce secondary neutron
beams by the reaction of 7Li(p, n)7Be (G.S. + 1st E.S.). The neutron beams were irradiated to
208Pb and 40Ca targets. Elastic scattering was measured at laboratory angles of 4.01◦, 4.49◦,
7.18◦, and 7.67◦. Figure 1 shows a top view of the experimental setup. Since the secondary
neutron beams spatially spread, it was collimated by iron collimator. In addition to the collimator
in front of the targets, shielding blocks were placed next to the targets, and a downstream shield
with another collimator of iron was placed downstream. Scattered neutrons were measured with
liquid scintillators (BC-501A) by the pulse shape discrimination method. The energy of the
neutrons was also measured by the Time-of-Flight (ToF) method.
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4 PHITS simulation for high-energy neutron shielding

To investigate the backgrounds, PHITS simulations have been performed. We have reproduced
the same setup on PHITS and performed particle transport calculations. In the setup at θ = 4◦,
the background rate was higher than in the setup at θ = 7◦. We reproduced the setup including
collimator, shielding blocks, dipole magnet and downstream shield at θ = 4◦. Neutron beams
were generated by using real data of energy spectrum of the reaction of 7Li(p, n)7Be, which was
measured in the same setup. Figure 3 shows the energy structure of background neutrons, with
a peak around 63MeV, which is consistent with the experimentally measured ToF spectrum.
Table 1 shows the number of background neutrons coming to the detector at θlab. = 4.01◦.
The simulation results have a large standard error due to limited simulation time. However,
the simulaiton results agree with the experimental results. Therefore, considering the PHITS
simulations in the present experimental condition to be valid, further simulations were performed
under the same settings.

Figure 3: Energy structure of neutrons that came to detector in PHITS simulation.

Table 1: Comparison of number of background neutrons at 62MeV < E < 64.6MeV in the
PHITS simulations and our experimental result. Both are background counts at θlab. = 4.01◦.
The counts below are converted to the counts in the actual measurement time.

Angle (deg) (lab.) Simulation result Our experimental result
4.01 3198± 406 3629± 60

We have simulated where the background neutrons were scattered and come to the detector.
Figure 4 shows the setup near the target. The shielding in the setup was classified into four
regions: collimator, shielding blocks, downstream shield, and others. We have investigated
where the background neutrons were scattered in the four regions. Table 2 is the result of the
origin of the background neutrons. It shows that the percentage of scattered neutrons only in
the collimator is 80.6%, and in both the collimator and the shielding blocks is 6.5%. Therefore,
the neutrons scattered in the collimator account for 87.1% of the total. Most of the backgrounds
are come from the collimator.
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Figure 4: Top view of experimental setup and definition of collimator (green), shielding blocks
(orange) and downstream shield (purple) in the geometry of the PHITS simulations.

Table 2: Origin of background neutrons.

Origin of background neutrons Background Percentage
neutrons count

All background neutrons 3198± 406 100%
Scattered only in collimator 2579± 365 80.6%

Scattered in both collimator and shielding blocks 206± 103 6.5%
Scattered only in shielding blocks 103± 73 3.2%

Other (Downstream shield, supporting frame, etc.) 309± 74 9.7%

We also performed simulations by changing collimator thickness. Figure 5 shows the results of
background neutron count for different collimator thicknesses. The red circles are the simulation
results for the Fe collimator. It was found that the background count decreases exponentially
with increasing the collimator thickness.

Simulations were also performed when the material was changed from iron to a tungsten alloy
(W-alloy) with higher density. The blue circles in Fig. 5 show the background count with the
W-alloy collimator. It was found out that the W-alloy collimator has a higher shielding ability
than the Fe collimator.

As mentioned in Chapter 3, S/N needs to be reduced to approximately one-tenth of the
present value to achieve statistical errors of less than 5%. In Fig. 5, the red line is the value
where S/N ∼ 1 can be achieved. If the thickness is increased up to 75 cm, S/N can be reduced
to S/N ∼ 1.
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a peak around 63MeV, which is consistent with the experimentally measured ToF spectrum.
Table 1 shows the number of background neutrons coming to the detector at θlab. = 4.01◦.
The simulation results have a large standard error due to limited simulation time. However,
the simulaiton results agree with the experimental results. Therefore, considering the PHITS
simulations in the present experimental condition to be valid, further simulations were performed
under the same settings.
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Table 1: Comparison of number of background neutrons at 62MeV < E < 64.6MeV in the
PHITS simulations and our experimental result. Both are background counts at θlab. = 4.01◦.
The counts below are converted to the counts in the actual measurement time.

Angle (deg) (lab.) Simulation result Our experimental result
4.01 3198± 406 3629± 60

We have simulated where the background neutrons were scattered and come to the detector.
Figure 4 shows the setup near the target. The shielding in the setup was classified into four
regions: collimator, shielding blocks, downstream shield, and others. We have investigated
where the background neutrons were scattered in the four regions. Table 2 is the result of the
origin of the background neutrons. It shows that the percentage of scattered neutrons only in
the collimator is 80.6%, and in both the collimator and the shielding blocks is 6.5%. Therefore,
the neutrons scattered in the collimator account for 87.1% of the total. Most of the backgrounds
are come from the collimator.
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Figure 5: Simulations of neutron count for different collimator thickness. Comparison of the
results with Fe collimator (red circle) and W-alloy collimator (blue circle) is shown. An approx-
imate count that makes S/N ∼ 1 possible (red line) is also shown.

5 Summary

We have measured 208Pb(n, n) and 40Ca(n, n) at very forward angles (θ = 4◦ and 7◦) at RCNP.
The measured angular distributions were consistent with the previous data and the RIA model,
which we have developed. However, since the background was still large, the statistical errors of
the cross section data were over 15.0%. To evaluate the backgrounds, Monte Carlo simulations
with the code PHITS were performed, and the PHITS results were confirmed that they were
consistent with the experimental results. PHITS calculations have revealed that scattering in the
collimator for the secondary neutron beams was major cause of the backgrounds. The shielding
ability with respect to the collimator thickness was also evaluated. Based on these simulations, to
reduce the backgrounds, we found out that we need to make the collimator thicker. Measurements
with a 75 cm thick collimator will be performed.
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Newly obtained experimental data on photoneutron energy spectra for 209Bi at 13 and 17 MeV photon 
energies were involved in the photonuclear data evaluation that was done using the CCONE code system 
and the reaction cross-section data from the EXFOR database. The evaluation by the CCONE fits the 
spectrum at 13 MeV by reproducing the total photoneutron cross-section reasonably but doesn’t do that 
at 17 MeV. In addition, good agreements in the partial photoneutron production cross -sections between 
the reproduction by the evaluation and the experiments have been achieved. 

1. Introduction
Photonuclear data containing information on interactions between photons and nuclei play an 

important role in a wide range of applications such as radiation shielding, radiation  transport analyses, 
nuclear waste transmutation, and calculation of absorbed dose in the human body during radiotherapy [1]. 
As a result, many measurements of photonuclear reaction cross-section, so far, have been carried out all 
over the world and reviewed in references [2-5]. Despite such experimental works, systematic differences 
still exist among the data measured with different experimental facilities and methodologies . This fact 
makes it difficult to prepare a photonuclear data library for all nuclei covering a wide range of photon 
energies only based on the measured cross-sections.  

The photonuclear data evaluation, in general, consists of three steps: compilation of experimental 
cross-section data, reproduction of the cross-section using suitable theoretical nuclear reaction models, 
and assessment of the reproduction based on the experimental data. Following the evaluation, production 
cross-section, and energy and angular distribution of emitted particles at a desired incident photon energy 
can be obtained, which is applicable in practice. However, the evaluation use of the energy and angular 
distributions of emitted particles has been limited because of scarce experimental data on those types of 
information. 

Recently, double differential cross-sections (DDXs) of photoneutron production for several medium-
heavy elements at 13, 17, and 20 MeV photon energies have been measured by our group [6-9]. To take 
into account these data in the photonuclear data library for applications as well as assess these kinds of 
data produced by theoretical nuclear reaction models, we would like to propose a new methodology to 

Figure 5: Simulations of neutron count for different collimator thickness. Comparison of the
results with Fe collimator (red circle) and W-alloy collimator (blue circle) is shown. An approx-
imate count that makes S/N ∼ 1 possible (red line) is also shown.

5 Summary

We have measured 208Pb(n, n) and 40Ca(n, n) at very forward angles (θ = 4◦ and 7◦) at RCNP.
The measured angular distributions were consistent with the previous data and the RIA model,
which we have developed. However, since the background was still large, the statistical errors of
the cross section data were over 15.0%. To evaluate the backgrounds, Monte Carlo simulations
with the code PHITS were performed, and the PHITS results were confirmed that they were
consistent with the experimental results. PHITS calculations have revealed that scattering in the
collimator for the secondary neutron beams was major cause of the backgrounds. The shielding
ability with respect to the collimator thickness was also evaluated. Based on these simulations, to
reduce the backgrounds, we found out that we need to make the collimator thicker. Measurements
with a 75 cm thick collimator will be performed.
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evaluate the photonuclear data based on the DDXs of photoneutron production using the CCONE code 
system [10] which was developed for nuclear data evaluation for the particle-induced reactions below 
200 MeV and applied for photonuclear data evaluation on 2014 [11]. As a first effort, the evaluation has 
been done for a monoisotopic target material, bismuth, which has the available data of photoneutron 
DDXs at 13 and 17 MeV photon energies given in [8-9]. 

2. Methodology
The proposed methodology starts with the compilation of experimental photonuclear reaction cross-

section data from the EXFOR database [12]. Our concerns are the total photoneutron cross-sections 
(𝛾𝛾, 𝑠𝑠𝑠𝑠), photoneutron production cross-sections (𝛾𝛾, x𝑛𝑛), and partial reaction cross-sections. The cross-
section measurements, so far, have been performed mainly at Lawrence Livermore National Laboratory 
(LLNL, USA), CEA Paris-Saclay (France), and recently at the NewSUBARU facility at the University 
of Hyogo (Japan). The results obtained at the three laboratories for the same nuclei show discrepancies 
in magnitude for (𝛾𝛾, 𝑠𝑠𝑠𝑠) as well as the partial cross-section [1].  

The CCONE code system used in this study is based on the Hauser-Fechbach statistical model and 
preequilibrium two-component exciton model. CCONE gives not only reaction cross-sections but also 
partial reaction cross-sections and DDX. Firstly, the total photoneutron cross-sections were reproduced 
by adjusting the level density and gamma strength function of nuclei. After that, the calculated DDXs of 
photoneutron production were compared to the measured data. The emission of photoneutrons  is 
described by two processes, preequilibrium and compound, in CCONE. To apply CCONE to a 
photonuclear reaction, a 1p-0h initial state for cascade-exciton calculation was selected [1]. The fraction 
of the photoneutron production during the two processes was controlled via a multiplying factor denoted 
as n-factor by the state density of the neutron shell in the exciton model. In this study, the factor was 
determined to reproduce the experimental DDX as much as possible, especially for the photoneutron 
energy region with the available DDX data, for instance, above 4 MeV. Finally, to assess this 
methodology, the partial and (𝛾𝛾, x𝑛𝑛)  reaction cross-sections were extracted and compared with 
experimental data.   

3. Results and discussions
3.1. Reaction cross-sections 

For comparison with the (𝛾𝛾, 𝑠𝑠𝑠𝑠) and partial reaction cross-sections, we chose the experimental data 
by Gheorghe et al. [13], which have been obtained with high-intensity monoenergetic photon beams at 
the NewSUBARU facility.  

Figure 1 shows the results of (𝛾𝛾, 𝑠𝑠𝑠𝑠) , (𝛾𝛾, 𝑛𝑛) , and (𝛾𝛾, 2𝑛𝑛)  cross-sections together with the 
experimental ones. The reproduction for the (𝛾𝛾, 𝑠𝑠𝑠𝑠) cross-section is acceptable as shown in the upper 
left piece of the figure. As aforementioned, we used the experimental partial reaction cross -sections to 
assess our evaluation. On the pieces of (𝛾𝛾, 𝑛𝑛) and (𝛾𝛾, 2𝑛𝑛) cross-sections, the black and blue lines 
correspond to the cross-sections with two distinct values of n-factor, default one (1.0) and adjusted one 
of 0.55. The value of 0.55 was determined by the possibility of reaching the experimental data at 17 MeV 
photon energy, especially for photoneutron energy above 4 MeV, as shown in the next section. The reason 
for consideration of 17 MeV photon energy is the underestimation of the experimental (𝛾𝛾, 𝑛𝑛) cross-
section and overestimation of (𝛾𝛾, 2𝑛𝑛) one for photon energies above 15 MeV, as shown in Figure 1. A 
good reproduction for the (𝛾𝛾, 𝑛𝑛) cross-section has been achieved with n-factor of 0.55. We missed the 
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leading edge for the (𝛾𝛾, 2𝑠𝑠) cross-section but virtually reproduced the curve for photon energies higher 
than approximately 17 MeV. As shown in these figures, the n-factor has an impact on the magnitude of 
the (𝛾𝛾, 𝑠𝑠) and (𝛾𝛾, 2𝑠𝑠) cross-sections around the high energy tail of giant-dipole resonance. Here, the 
(𝛾𝛾, 𝑠𝑠𝑠𝑠) cross-section was not affected by the adjustment of the n-factor since this parameter's role is to 
change the photoneutron production ratio between preequilibrium and compound processes.  

3.2. DDX 
Figure 2 shows reproduced DDX with two n-factor values, 1.0 and 0.55, in comparison with 

measured data of photoneutron production at 13 and 17 MeV photon energies at the emission angle of 
90°. 

For 13 MeV photon energy, we obtained an acceptable reproduction for the DDXs indicated by the 
blue line. For 17 MeV photon energy, although we virtually reached the experimental data, the evaluation 
procedure still needs to be improved to reproduce the data below 4 MeV. It should be noted that the 
impact of the double-neutron production (𝛾𝛾, 2𝑠𝑠) reaction can be observed around the low energy peak 
for 17 MeV photon energy. As a result, the photoneutron production at 17 MeV photon energy is much 
more complex than that of 13 MeV. In addition, the effects of the complex neutron production can be 
reproduced by adjusting the n-factor according to DDXs of photoneutron production as well as partial 
reaction cross-sections. As shown in Figure 2, the impact of the n-factor adjustment is more easily 
observed in the case of 17 MeV photon energy since the contribution of the preequilibrium process on 
the photoneutron production at 17 MeV photon energy is more substantial than that of 13 MeV. 

Figure 1: The reproduced reaction cross-sections by CCONE code together with the set of 
experimental data by I. Gheorghe [13] for 209Bi. 
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4. Conclusions
We have introduced a new methodology for photonuclear data evaluation based on the experimental 

DDX data of photoneutron production. As a first effort, the evaluation for 209Bi has been done. Good 
agreements with the (𝛾𝛾, 𝑠𝑠𝑠𝑠)  and partial reaction cross-sections have been achieved and compared 
between the evaluation methodology only based on the reaction cross-sections and ours. However, more 
improvements in the evaluation procedure are required to describe the photoneutron production, 
especially when the (𝛾𝛾, 2𝑛𝑛) reaction occurs. This proposed methodology will be applied to other target 
materials, the experimental DDX data of which are available. We expect this methodology to be another 
option for the photonuclear data evaluation in the absence of the photoneutron production cros s-section 
(𝛾𝛾, x𝑛𝑛) or partial reaction cross-sections. 
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Experimental data on double differential cross sections are widely needed for radiation damage in 
space and dose evaluation in heavy particle therapy. Charged particle spectra from carbon induced 
reactions were investigated at the incident energy of 100 MeV/u. The obtained double differential cross 
sections for proton and deuteron productions were discussed through comparison with previous 
experiments and the moving source model calculation. The proton spectra are found to be in reasonable 
agreement over the entire region, while the deuteron spectra show discrepancy on the high energy side. 

1. Introduction
The space program in recent years has aimed for human exploration of planets such as the Moon 

and Mars. Exposure to ionizing radiation encountered during space travel can increase the risk of inducing 
cancer, and therefore radiation hazard is one of the most important issues to be resolved for long-duration 
missions. Accumulating and organizing the nuclear fragmentation data, especially double differential 
cross section (DDX) data is required to obtain accurate dose evaluation. Detailed knowledge of nuclear 
fragment production is an important issue in also heavy ion radiotherapy because secondary ions induce 
undesired dose in the patient's body. 

Although fragmentation reactions have been studied for many years, DDX data are lacking. Auble 
et al. conducted extensive studies in the 1980s, mainly using 16O beams [1-4], and revealed general trends 
of fragmentation reactions: for example, the shape of proton spectrum is target-independent, but only the 
magnitude depends on target mass number, and the scaling law holds for the incident energy. However, 
only a small amount of DDX data currently exists. At that time, experiments using 12C beams were also 
carried out [5,6], but similarly very little data remain. A recent report [7] from the National Aeronautics 
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and Space Administration (NASA) highlights the absence of DDX data for 12C-induced reactions 
producing charged particles at incident energies between 100 and 500 MeV/u. In the energy region below 
100 MeV/u, experimental studies were conducted around 2010; namely charged particle DDXs were 
measured at 62 MeV/u [8] and 95 MeV/u [9] in the context of heavy ion radiotherapy. In both of 
measurements, detected particles ranged from hydrogen to heavy ions, but targets were limited to light 
elements that make up the human body. Much of the data is available in the data library EXFOR [10].
According to the energy-scaling law, there appears to be a contradiction among them.

In this study, we measure 12C-induced reaction data at 100 MeV/u. One of the motivations lies in 
the discrepancy between the 62 MeV/u and 95 MeV/u data. The measured data are discussed through
comparison with those data, neutron DDX data [11] and the results of moving source model [3,12]
calculations.

2. Method
2.1. Experiment

Experiments were conducted at the PH2 beamline of the Heavy Ion Medical Accelerator in Chiba 
(HIMAC), National Institutes for Quantum Science and Technology, Japan. The 12C ions of 100 MeV/u
provided by HIMAC were focused within 5-mm diameter on the target, which located in the vacuum 
chamber of 50-cm diameter. The target used was natC, which is natural metals. its thicknesses is 0.1 mm.

The emitted particles were detected by two different counter telescopes. For detection of light 
particles (p, d, t, 3He and α), they were two E-E telescopes comprising two silicon-surface-barrier 
detectors (SSDs), a GSO(Ce) crystal and four PWO crystals, shown in Fig.1. The detectors for particles 
heavier than  were telescopes consisting of two SSDs and CsI(Tl) crystals, the sketch of which is 
depicted in Fig. 2. An overview of the detector system, including the vacuum chamber and beamline, is 
shown in Fig. 3.

Fig. 1 Telescope for p, d, t, 3He, and  
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Fig. 2 Telescope for particles heavier than  

Fig. 3 overview of the detector system at PH2 course. 

2.2. Moving source calculation 
The moving source model has reproducing power for the energy spectra of nuclear reactions at 

intermediate energies. The model assumes that energy distribution of observed particles can be attributed 
to particle emission from a hot traveling source, produced by collisions of atomic nuclei. The source is 
characterized by its travel velocity and temperature. The entire energy range of spectrum is described by 
three hot sources [3] representing the projectile fragmentation [3], the preequilibrium [12] and the 
evaporation [3]. 

3. Results and Discussion
The spectra of DDXs for 100-MeV/u natC(12C,px) and natC(12C,dx) reactions at 15, 20 and 40 degrees 

compared with the moving source model are shown in Fig.4 and Fig.5, respectively. The reason why 
DDXs are missed in the medium energy region is mainly due to the influence of the air and reflective 
material between the detectors that make up the counter telescope. The resulting spectra decrease 
exponentially on the high-energy side, which were well reproduced using the moving source model. We 
also compared the spectra with those at 62 MeV/u, 95 MeV/u and neutron DDX data at 15 and 20 degrees 
under the energy scaling law in Fig.6 and Fig.7. The proton spectra are found to be in reasonable 
agreement over the entire region in Fig.6. The proton spectrum at 100 MeV/u show similar behavior to 
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the neutron spectrum data in the high energy region. While deuteron spectra show discrepancy on the 
high energy side at 15 degrees, they well agree with those of 62 MeV/u at 20 degrees. 

Fig.4 DDXs of natC(12C,px) reaction and the moving source model 

Fig.5 DDXs of natC(12C,dx) reaction and the moving source model 

Fig. 2 Telescope for particles heavier than  

Fig. 3 overview of the detector system at PH2 course. 

2.2. Moving source calculation 
The moving source model has reproducing power for the energy spectra of nuclear reactions at 

intermediate energies. The model assumes that energy distribution of observed particles can be attributed 
to particle emission from a hot traveling source, produced by collisions of atomic nuclei. The source is 
characterized by its travel velocity and temperature. The entire energy range of spectrum is described by 
three hot sources [3] representing the projectile fragmentation [3], the preequilibrium [12] and the 
evaporation [3]. 

3. Results and Discussion
The spectra of DDXs for 100-MeV/u natC(12C,px) and natC(12C,dx) reactions at 15, 20 and 40 degrees 

compared with the moving source model are shown in Fig.4 and Fig.5, respectively. The reason why 
DDXs are missed in the medium energy region is mainly due to the influence of the air and reflective 
material between the detectors that make up the counter telescope. The resulting spectra decrease 
exponentially on the high-energy side, which were well reproduced using the moving source model. We 
also compared the spectra with those at 62 MeV/u, 95 MeV/u and neutron DDX data at 15 and 20 degrees 
under the energy scaling law in Fig.6 and Fig.7. The proton spectra are found to be in reasonable 
agreement over the entire region in Fig.6. The proton spectrum at 100 MeV/u show similar behavior to 
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  Fig.6 Comparison of proton DDXs 

Fig.7 Comparison of deuteron DDXs 

4. Conclusion
The double differential cross sections of charged particles from 12C-induced reactions were 

measured at 100 MeV/u. The resulting spectra decrease exponentially on the high-energy side, which 
were well reproduced using the moving source model. We compared the spectra with previous 
experiments under the energy scaling law. The proton spectra are found to be in reasonable agreement 
over the entire region, while the deuteron spectra show discrepancy on the high energy side. 
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Abstract

We conducted an experiment to determine the production cross section of 237Np. To val-
idate the production of the 237Np91+ a two dimensional (2D) Gaussian fitting approach was
conducted in accordance with the distribution patterns of neighboring ions of 234U90+,235U90+,
and 232Pa89+. It is found that Np isotope can be counted up with contaminated U/Pa iso-
topes using the 2D Gaussian fitting technique. The production cross sections of 234U, 235U,
236U, 232Pa, and 233Pa as well as Np isotopes were derived.

1 Introduction

A variety of unstable nuclear beams with atomic numbers Z up to 92 can be produced by
the projectile fragmentation and in-flight fission from high intensity 238U beams at RIKEN’s
Radioactive Isotope Beam Factory (RIBF) [1]. Recent developments of production and identi-
fication technique in BigRIPS enable access to the unstable nuclei in the high-Z region [2][3].
When the fragmentation of 238U includes proton pick-up or charge-exchange reactions, it is pos-
sible to produce the Neptunium (Np) isotopes with Z = 93. Although Np isotopes do not exist
in nature, they are artificially produced through nuclear reactions in nuclear reactors. Conse-
quently, Np is contained in radioactive waste, especially 237Np with a half-life of 2.14 million
years. The nuclear data of the Np isotopes is important for not only revealing the nuclear struc-
ture and nuclear reaction mechanism but also transmutating minor actinides. In a previous
study at GSI, production cross sections of 234−238Np isotopes with 238U beam with an energy of
1 GeV per nucleon impinging on deuteron target were investigated [4]. To establish the supply
of the Np beam at RIBF, the production cross sections of Np isotopes from 238U on 9Be target
were measured. The nuclides for which production cross sections were obtained in this study
are shown in blue in the table of nuclides in Figure 1.
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Figure 1: Table of nuclides. In this study, production of cross section for 232Pa, 233Pa, 234U,
235U, 236U, 237Np, and 238Np were determined, painted in blue. Np was produced by the reaction
including proton pick up reaction directly from 238U beam.

2 Experiment

The experiment of production cross section measurement for Np isotopes were performed
using BigRIPS [5] at the RIBF facility in RIKEN. The experimental setup of the BigRIPS is
shown in Figure 2. A primary beam of 238U with an energy of 345 MeV/nucleon and with an
intensity of 0.0013 pnA were accelerated by the super conducting ring cyclotron (SRC).

The 238U primary beam impinged on a 1-mm-thick 9Be target, resulting in the production of
a secondary beam containing Np. Secondary particles were initially separated in the first stage
of the BigRIPS. As no materials were installed at F1, charge states of ions were not changed
between F0 and F3. The magnetic rigidities at D1, D2, D3-D4 and D5-D6 were set to be
optimized for fully-strip, fully-strip, H-like and He-like of 232Pa which has the same A/Q value of
the 237Np. Plastic scintillators at F3 and F7 for the TOF , and parallel-plate avalanche counters
(PPACs) at F3, F5, and F7 for the Bρ were installed, respectively. Further, newly developed
ionization chamber (IC) with xenon-based gas was utilized at F7 for better separation of Z at
high-Z region [6]. The choice of Xe-based gas IC is motivated by its ability to minimize charge
fluctuation of the gas, enabling a reliable count of electrons associating Z. The charge state in
the Xe-based gas has a large enough average number of charge state changes [7].
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Abstract

We conducted an experiment to determine the production cross section of 237Np. To val-
idate the production of the 237Np91+ a two dimensional (2D) Gaussian fitting approach was
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and 232Pa89+. It is found that Np isotope can be counted up with contaminated U/Pa iso-
topes using the 2D Gaussian fitting technique. The production cross sections of 234U, 235U,
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Radioactive Isotope Beam Factory (RIBF) [1]. Recent developments of production and identi-
fication technique in BigRIPS enable access to the unstable nuclei in the high-Z region [2][3].
When the fragmentation of 238U includes proton pick-up or charge-exchange reactions, it is pos-
sible to produce the Neptunium (Np) isotopes with Z = 93. Although Np isotopes do not exist
in nature, they are artificially produced through nuclear reactions in nuclear reactors. Conse-
quently, Np is contained in radioactive waste, especially 237Np with a half-life of 2.14 million
years. The nuclear data of the Np isotopes is important for not only revealing the nuclear struc-
ture and nuclear reaction mechanism but also transmutating minor actinides. In a previous
study at GSI, production cross sections of 234−238Np isotopes with 238U beam with an energy of
1 GeV per nucleon impinging on deuteron target were investigated [4]. To establish the supply
of the Np beam at RIBF, the production cross sections of Np isotopes from 238U on 9Be target
were measured. The nuclides for which production cross sections were obtained in this study
are shown in blue in the table of nuclides in Figure 1.
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Figure 2: Schematic view of this experimental set up at BigRIPS in RIKEN. Illustration of 
quadrupole magnets were omitted.

3 Results

Figure 3 shows the particle identification plot for secondary beam. The mass to charge ratio
(A/Q) was defined as the value between F5 to F7. The relative Z resolution was 0.42 % with
Xe-based gas IC and the relative A/Q resolution was 0.057 % at this high-Z region, respectively.
As illustrated in Figure 3, the events of Np isotopes overlapped with the Pa and U isotopes.
Consequently, a three-dimensional histogram was generated and fitted with a two-dimensional
(2D) Gaussian function as shown in Figrue 4.

Figure 3: Particle identification plot Z vs A/Q between F5 to F7 for fragments production in
the 345 MeV/nucleon 238U. The box region around 237Np91+ was used for the two dimensional
fitting approach

The 2D Gaussian fitting approach was conducted in accordance with the distribution patterns
of neighboring ions of 234U90+, 235U90+, and 232Pa89+. Figure 4(a) shows experimental data and
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the fitted distribution by the 2D Gaussian function in color lego and red mesh. By subtracting
the fitted distribution from the experimental data, the residuals were deduced as shonw in
Figure 4 (b). As evident the blob of 237Np91+ at Z of 93 and A/Q of 2.604. It is found that
237Np91+ can be counted up with contaminated U and Pa isotopes using the 2D Gaussian fitting
technique. By further fitting a 2D Gaussian to this residual, the yield of Np was derived. The
same approach as for 237Np was used to obtain yields for 238Np surrounded by 235U90+, 236U90+

and 233Pa89+. The production cross sections were obtained as follows

σ =
Ne

Ft

A

ρxNA

1

T
, (1)

where N is the Np yield, e is the elementary charge, F is the beam intensity of 0.0013 pnA, t is
the live time, and NA is the Avogaddro number, respectively. The values of A, ρ, and x are the
atomic weight, the density and thickness of 9Be in the target, respectively. The transmission T
was approximately around 0.8 %, which was calculated by LISE++ [8]. The production cross
sections of Pa, U, and Np, were deduced from these calculations as shown in Figure 5. The cross
sections for Np isotopes with proton pick-up process were approximately 10 times smaller than
those for U and Pa isotopes without the pick-up process.

Figure 4: (a) 3D-lego plots of PID around 237Np91+ in the box region of figure 2. (b) Residual
by subtracting the fitted distribution from the experimental data.

Figure 2: Schematic view of this experimental set up at BigRIPS in RIKEN. Illustration of 
quadrupole magnets were omitted.
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(A/Q) was defined as the value between F5 to F7. The relative Z resolution was 0.42 % with
Xe-based gas IC and the relative A/Q resolution was 0.057 % at this high-Z region, respectively.
As illustrated in Figure 3, the events of Np isotopes overlapped with the Pa and U isotopes.
Consequently, a three-dimensional histogram was generated and fitted with a two-dimensional
(2D) Gaussian function as shown in Figrue 4.
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fitting approach

The 2D Gaussian fitting approach was conducted in accordance with the distribution patterns
of neighboring ions of 234U90+, 235U90+, and 232Pa89+. Figure 4(a) shows experimental data and
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Figure 5: Production cross section for 238U + 9Be reaction at 335 MeV/nucleon in the center
of 9Be target, where transmission was calculated by LISE++. Transmission is approximately
around 0.8 %.

4 Summary and future prospected

The production cross sections for the vicinity of the 237Np isotopes from 238U + 9Be reaction
at 335 MeV/nucleon were derived thanks to recent development of Xe-based gas IC. Since
the production cross section measurement at the beam energy of 250 MeV/nucleon was also
performed, we will determine the energy dependence of the the cross-sections.
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Abstract

We have been systematically measuring the isotopic production cross sections via proton- and
deuteron-induced spallation reactions of 90Sr and other radionuclides using the inverse kinematics
method. Utilizing this technique, we can also measure the longitudinal momentum distribution of
each residual product. The distribution has asymmetry with a tail on the low momentum side, and it
is known to become more pronounced at lower incident energies. Until now, the asymmetry has been
mainly evaluated by using a Gaussian function with different widths on the higher and lower sides of
the distribution. Although this approach reproduces experimental results, it is significantly artificial,
and such obtained asymmetry is difficult to correlate directly with physical phenomena. Therefore,
we attempted to devise a new analytical model. In contrast to the conventional method, the proposed
equation reproduces the distribution with higher accuracy and is found to be universally applicable
with a specific asymmetric parameter α′ for a wide range of produced isotopes. Furthermore, the
relation between the skewness expressed in terms of third-order moments and the introduced α′ is
made explicit. The results indicate that the longitudinal momentum distribution may be explained
physically by introducing an asymmetric parameter of about 0 < α′ < 0.15.

1 Introduction

It is essential to understand the reaction mechanism comprehensively to improve the predictive accu-
racy of the production cross sections in model calculations, including Particle and Heavy Ion Transport
code System (PHITS) [1], which requires the systematic behavior of the production cross sections. At
relativistic energies, the shape of the longitudinal momentum distribution for residual prodcuts can be
expressed a Gaussian function [2], and its width σ is well described by the statistical model [3]

σ = σ0

√
K(A−K)

A− 1
, (1)

proposed by Goldhaber. Here, A is the mass number of the projectile, K is the mass number of the
residual product, and σ0 is known to be about 90MeV/c. In contrast, when produced at intermediate or
low energies, it has an asymmetric shape with a tail on the low momentum side as shown in Fig. 1.

Reference [4] considered theoretically that the tail on the low momentum side is due to the momentum
shift of the outgoing two nucleons inside an attractive potential caused by the residual nucleus. The
cutoff on the high momentum side is due to the phase volume effect reflecting the energy and momentum
conservation. This discrepancy in the momentum distribution leads to a large ambiguity in deriving the

27.

JAEA-Conf 2024-002

- 156 -



TOF-Bρ-ΔE
Measurement

p [MeV/c] p [MeV/c]
Distortion

Objective nuclei

Figure 1: Schematic illustration of the spallation reaction and the associated distorted momentum dis-
tribution using the inverse kinematics method.

production cross section from the measured yields of the residual products. To evaluate this asymmetry,
Ref. [5] introduced an asymmetry coefficient α, defined in Eq. (2) as

α =
σLow

σ
− 1 = 1− σHigh

σ
. (2)

Accordingly, for each σHigh and σLow is solved to obtain different widths on the higher and lower sides of
the momentum distribution,

{
σLow = σ (1 + α) ,

σHigh = σ (1− α) .
(3)

Note that this value has been experimentally verified to be acceptable up to 30% according to Ref. [6].
However, it is difficult to understand why the division into cases is required to reproduce a single physical
quantity. Thus, we attempted to devise a new analytical model.

2 Experiment

The series of experiments [7–10] were performed at the RIBF by using the BigRIPS separator [11]
and the ZeroDegree spectrometer [11]. An experimental setup is shown in Fig. 2. The details of the
experiment are given in Ref. [8]. The secondary beam, including 90Sr, was produced by in-flight fission
of 238U at 345MeV/nucleon on a 3-mm thick 9Be production target at the BigRIPS first stage. In
the following second stage, the beam particles were selected and identified event-by-event using the
TOF-Bρ-∆E method [12].

Figure 2: Schematic view of the BigRIPS separator and the ZeroDegree spectrometer.
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each residual product. The distribution has asymmetry with a tail on the low momentum side, and it
is known to become more pronounced at lower incident energies. Until now, the asymmetry has been
mainly evaluated by using a Gaussian function with different widths on the higher and lower sides of
the distribution. Although this approach reproduces experimental results, it is significantly artificial,
and such obtained asymmetry is difficult to correlate directly with physical phenomena. Therefore,
we attempted to devise a new analytical model. In contrast to the conventional method, the proposed
equation reproduces the distribution with higher accuracy and is found to be universally applicable
with a specific asymmetric parameter α′ for a wide range of produced isotopes. Furthermore, the
relation between the skewness expressed in terms of third-order moments and the introduced α′ is
made explicit. The results indicate that the longitudinal momentum distribution may be explained
physically by introducing an asymmetric parameter of about 0 < α′ < 0.15.

1 Introduction

It is essential to understand the reaction mechanism comprehensively to improve the predictive accu-
racy of the production cross sections in model calculations, including Particle and Heavy Ion Transport
code System (PHITS) [1], which requires the systematic behavior of the production cross sections. At
relativistic energies, the shape of the longitudinal momentum distribution for residual prodcuts can be
expressed a Gaussian function [2], and its width σ is well described by the statistical model [3]

σ = σ0

√
K(A−K)

A− 1
, (1)

proposed by Goldhaber. Here, A is the mass number of the projectile, K is the mass number of the
residual product, and σ0 is known to be about 90MeV/c. In contrast, when produced at intermediate or
low energies, it has an asymmetric shape with a tail on the low momentum side as shown in Fig. 1.

Reference [4] considered theoretically that the tail on the low momentum side is due to the momentum
shift of the outgoing two nucleons inside an attractive potential caused by the residual nucleus. The
cutoff on the high momentum side is due to the phase volume effect reflecting the energy and momentum
conservation. This discrepancy in the momentum distribution leads to a large ambiguity in deriving the

JAEA-Conf 2024-002

- 157 -



The beam particles bombarded at 104MeV/nucleon to CH2 (179.2mg/cm2), CD2 (218.2mg/cm2),
and C (226.0mg/cm2) reaction targets, which placed at the entrance of the ZeroDegree spectrometer.
The residual nuclei produced in reactions were identified in the ZeroDegree spectrometer with the same
method as the BigRIPS. Because the momentum acceptance of the ZeroDegree spectrometer is limited
to ±3%, the experiment was carried out by using five different momentum settings (∆ (Bρ) /Bρ = −9,
−6, −3, 0, and +3%) for each target to accept the wide range of mass-to-charge ratio A/Q. Figure 3
shows an example of particle identifications after selecting 90Sr (Z = 38, A/Q = 2.37) for the projectile
and the ∆ (Bρ) /Bρ = −6% setting at the ZeroDegree spectrometer. The production cross sections for
each isotopes were deduced from the number of each residual nuclei normalized by the number of incident
secondary 90Sr particles using the thickness of the targets. The backgrounds of carbon from CH2 and CD2

targets and beam-line materials were subtracted by using the empty and carbon target runs. The right
panel of Fig. 3 shows that momentum distributions (solid curves) using Eqs. (1) and (2) with parameters
optimized for 86Sr. This expression, however, cannot reproduce the data for other residual nuclei. Thus,
we need to create a new expression to describe momentum distribution with a simple formula.
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Figure 3: Left) Residual particle identifications at the ZeroDegree spectrometer. Right) Measured mo-
mentum distributions are compared with calculated ones when optimized for the 86Sr spectrum.

3 New analytical model

To reproduce the momentum distribution of 104MeV/nucleon incident energy data, the newly devised
model function is given by as

σ(p) = σ′
0 + α′ (p− µ) , (4)

where σ′
0 is core width, α′ is a newly introduced asymmetric parameter, p is the momentum itself, and

µ is the mean value of the momentum. This function will be intuitive and easy to understand, as it is
completely separated into the core width σ′

0 and the asymmetric parameter α′. Figure 4 shows momentum
distributions of residual products after the reaction with the CH2 target and the blue dashed lines are
the fitting results using Eq. (4). It seems to reproduce the asymmetry well for all nuclides by gradually
changing the width σ.
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Figure 4: Momentum distributions measured in the
ZeroDegree spectrometer. Those simply fit for pa-
rameter search (blue dashed line) and fit with a
weighted average of the asymmetric parameter α′

obtained for them (red solid line).

3.1 Behavior of the model

Figures 5 and 6 show the asymmetric parameter
α′ and the core width σ′

0, respectively, obtained by
fitting each residual momentum distribution with
Eq. (4) for all Bρ settings measured. The core
width of the distribution can be explained based
on the Goldhaber model [1], and the asymmetry
was confirmed to be constant over the wide iso-
tope range measured, although there may be a reac-
tion energy dependence and target dependence. In
contrast to the conventional method, the proposed
equation reproduces the distribution with higher
accuracy and is found to be universally applicable
with a specific asymmetric parameter α′ for a wide
range of produced isotopes.
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Figure 5: Asymmetric parameter α′ obtained from
the fitting shown in Fig. 4 plotted against the mass
number A.

���

���

���

���

���

���

�� �� �� �� �� �� �� �� �� �� ��

� �� ��

�
��
�
�
��
��

��
��

��
��
�

���� �����
 �

���

���

���

���

���

���

�� �� �� �� �� �� �� �� �� �� ��

��������� �����

�
��
�
�
��
��

��
��

��
��
�

���� �����
 �

Figure 6: Core width σ′
0 obtained from the fitting

shown in Fig. 4 plotted against the mass number A.
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3.2 Mathematical consideration

Figure 7 expands Eq. (4) to third-order moments and confirms the relation with the introduced
asymmetric parameter α′. Skewness is a statistical measure that indicates how much a distribution
deviates from a normal distribution, serving as an indicator of symmetry in the distribution. In the range
0 < α′ < 0.15, the mathematical requirement that the distribution function be uncorrelated for each
moment is fully satisfied. Obtained from the experimental data, all asymmetric parameters α′ are within
this range independent of the target type. Hence, it can be inferred that this phenomenologically and
mathematically correct function has some physical significance.
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Figure 7: Relation between asymmetric parameter α′ and each moment up to the third order.

3.3 Yield restoration

Based on the above, even for events that are partially cutoff by the momentum acceptance of the
spectrometer shown in the left panel of Fig. 8, the central and sigma value of momentum can be inferred
from other nuclides with full acceptance because of its linearity, and the yield can be reproduced to
a certain extent. If only the rise on one side could be determined, the original momentum distribution
might be reproduced. This is measured with five patterns of magnetic field settings as described in Sec. 2,
which leads to a reduction of statistical errors for particles in overlapping regions. We have counted its
yield in the ∆ (Bρ) /Bρ = −3% setting, where 87Sr is definitely within the momentum acceptance, but
by using this method, the yield in the ∆ (Bρ) /Bρ = −6% setting is found to agree within the error.
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Figure 8: Left) As can be seen from Fig. 3 right, 87Sr deviates slightly from the momentum acceptance,
but the model function introduced this time can reproduce the original statistics. Right) The vertical
axis is the production ratio, normalized by the number of incident 90Sr beam.
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4 Conclusion

We devised a new analytical model to reproduce the longitudinal momentum distribution. In spite of
the simplicity of the function, in contrast to the conventional method, the proposed expression can well
reproduce the distribution with higher accuracy. The value of the asymmetric parameter α′ is almost
constant within the error, and the introduction of specific value is sufficient to reproduce the momentum
distribution of the isotope in this incident energy region. Note that this value may only be dominant
for C within CH2; thus, we are considering a method to extract the momentum component of only H by
some method such as subtraction. We plan to analyze the energy dependence of α′ at other energies, as
it may be an important physical quantity involved in the reaction mechanism.
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Abstract

A neutron energy spectrum is important for shielding design at an Accelerator-Driven
System facility (1.5-GeV p + Lead Bismuth Eutectic). A similar spectrum can be obtained
at J-PARC (3-GeV proton + natHg). To check the validity of the unfolding, the unfolding
with the 209Bi(n,xn) reactions and the response functions (JENDL/HE-2007 and TALYS)
was applied. In our poster, we present the derivation of the spectrum and comparison with
the spectrum with a Time-of-Flight technique.

1 Introduction
Combinations of an unfolding and the 209Bi(n,xn) reactions are often applied to measure

the neutron source term [1–3], which is required for shielding design of accelerator facilities. At
an Accelerator-Driven System (ADS) [4–7] facility proposed by JAEA, the unfolding method
is helpful to estimate the neutron source term for the reaction of 1.5-GeV proton beam and
a Lead-Bismuth Eutectic (LBE) alloy target because continuous wave (CW) operation will be
applied there. Under the CW operation, it is crucial to obtain the neutron spectrum based on
a reliable unfolding regardless a Time-of-Flight (TOF) of neutrons.

At J-PARC [8, 9], the reaction between 3-GeV protons and natHg can be used. Neutron
energy spectra generated by the natHg(p,X) reaction are similar to those by the reaction of
protons and nuclei in LBE. The neutron energy spectrum (Thick Target Yield: TTY) via the
natHg(p,X) reaction was already measured with the TOF technique [10]. Then, we decided to
confirm the availability of the unfolding prior to applying to the future ADS facility.

This paper presents an activation measurement of TTY with the 209Bi(n,xn) reactions at J-
PARC. With the reaction rates and response functions of JENDL/HE-2007 [11] and TALYS [12],
the derivation of the neutron energy spectrum by the unfolding is also presented. Additionally,
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the unfolding spectrum is compared with the spectrum obtained by TOF and the calculated one
to confirm the validity of the unfolding.

2 Experiment
Our experiment was carried out at the J-PARC beam transport line. Experimental proce-

dures, such as sample setting, proton beam irradiation, and γ-ray measurements, were performed
by the same way in previous studies [10]. Thus, only a brief explanation is provided hereafter.
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Figure 1: A γ-ray spectrum by the HPGe de-
tector. The horizontal and vertical axes are γ-
ray energy [keV] and pulse height [/keV], respec-
tively.

The neutrons were generated by the reac-
tion between 3-GeV protons and natHg. The
neutron irradiation lasted from June 16th,
2023 to June 22nd, 2023. The proton inten-
sity was 1.76 × 1015 protons per second, which
was equivalent to 869.4 kW. The target setup
for 209Bi was identical to Ref. [10]. The size
and mass were 26 mm × 26 mm × 2 mm and
13.7 g, respectively.

The γ-ray measurements were conducted
with a High-Purity Ge (HPGe) detector. The
γ-ray detection efficiency was determined by
standard γ-ray sources of 60Co, 152Eu, and
241Am. The activated targets were placed on
a 50-mm acrylic holder for the γ-ray measure-
ments. The γ-ray spectrum obtained using the HPGe detector is shown in Fig. 1. In this
measurement, the peaks of four nuclides, 203Bi, 204Bi, 205Bi, and 205Bi, were successfully ac-
quired. The half-lives (T1/2), γ-ray energies (Eγ) used in our analysis, and threshold energies
(Eth) of the 209Bi(n,xn) reactions (x=4-7) are tabulated in Table 1.

Table 1: Properties of the 209Bi(n,xn) reactions (x=4-7).
T1/2 Eγ [keV] Eth [MeV]

209Bi(n,4n)206Bi 6.24 d 803.1 22.5
209Bi(n,5n)205Bi 14.91 d 703.45 29.6
209Bi(n,6n)204Bi 11.22 h 899.15 38.1
209Bi(n,7n)203Bi 11.76 h 820.2 45.4

3 Cross sections of the 209Bi(n,xn) reactions
The cross sections of the 209Bi(n,xn) reactions of JENDL/HE-2007, TALYS, and preceding

results [13–18] are shown in Fig. 2. Red and blue lines represent JENDL/HE-2007 and TALYS,
respectively. Markers stand for the previous results.

At approximately 10-MeV interval, the steep peak are observed for 209Bi(n,xn) reactions.
Basically, the peak energies of JENDL/HE-2007 are greater than those of TALYS. Focusing on
the peak region of the cross sections, it is explicit that TALYS is larger than JENDL/HE-2007.

As an overall trend, TALYS shows better agreement with the measured data than JENDL/HE-
2007. Especially, this tendency is remarkable for the 209Bi(n,4n) and 209Bi(n,5n) reactions. On
the other hand, JENDL/HE-2007 reproduces the measured data better in a certain energy range,
e.g., from 60 MeV to 150 MeV of the 209Bi(n,4n) reaction.
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Combinations of an unfolding and the 209Bi(n,xn) reactions are often applied to measure

the neutron source term [1–3], which is required for shielding design of accelerator facilities. At
an Accelerator-Driven System (ADS) [4–7] facility proposed by JAEA, the unfolding method
is helpful to estimate the neutron source term for the reaction of 1.5-GeV proton beam and
a Lead-Bismuth Eutectic (LBE) alloy target because continuous wave (CW) operation will be
applied there. Under the CW operation, it is crucial to obtain the neutron spectrum based on
a reliable unfolding regardless a Time-of-Flight (TOF) of neutrons.

At J-PARC [8, 9], the reaction between 3-GeV protons and natHg can be used. Neutron
energy spectra generated by the natHg(p,X) reaction are similar to those by the reaction of
protons and nuclei in LBE. The neutron energy spectrum (Thick Target Yield: TTY) via the
natHg(p,X) reaction was already measured with the TOF technique [10]. Then, we decided to
confirm the availability of the unfolding prior to applying to the future ADS facility.

This paper presents an activation measurement of TTY with the 209Bi(n,xn) reactions at J-
PARC. With the reaction rates and response functions of JENDL/HE-2007 [11] and TALYS [12],
the derivation of the neutron energy spectrum by the unfolding is also presented. Additionally,
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Figure 2: Excitation functions of the 209Bi(n,xn) reactions used in this study.

4 Results and discussion
Due to the limited space, we omit how to analyze. The way of analysis is given in Ref. [10].

4.1 Reaction rates

According to the peak counts of γ-ray spectrum measured by the HPGe detector, the reaction
rates (Rexp) were obtained. Additionally, the integration of the multiplication of the neutron
energy spectrum measured by TOF [10] and response functions gave the reaction rates. The
reaction rates by JENDL/HE-2007 and TALYS are denoted as Rjendl and Rtalys, respectively.
The reaction rates are tabulated in Table 2. In Table 2, ratios of Rjendl and Rtalys to Rexp are
also given.

As x of the 209Bi(n,xn) reactions increases, the reaction rates decrease. This is because the
cross sections as shown in Fig. 2 become smaller.

Except for the 209Bi(n,5n) reaction, Rjendl / Rexp is smaller than 1.0. This is consistent with
the excitation function which underestimates the measured data. For the 209Bi(n,5n) reaction,
Rjendl / Rexp equals to be 1.0 within uncertainty. According to Fig. 2, underestimation and
overestimation are seen below and above the peak energy of JENDL/HE-2007, respectively.
These tendencies cancel each other.

Rtalys agrees with our measured data within 10%. Overestimation is obtained for the
209Bi(n,4n) and 209Bi(n,5n) reactions. Underestimation is observed for the 209Bi(n,6n) and
209Bi(n,7n) reactions. The tendency is consistent with the reproducibility of the peak regions
as shown in Fig. 2.
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Table 2: Measured and calculated reaction rates [/nucleus/proton] of the 209Bi(n,xn) reactions
(x=4,5,6,7). Ratios of Rjendl and Rtalys to Rexp are also given.

Rexp

Rjendl Rtalys

Rjendl / Rexp Rtalys / Rexp

209Bi(n,4n)206Bi (1.64 ± 0.05) × 10−34
(1.44 ± 0.03) × 10−34 (1.80 ± 0.04) × 10−34

0.880 ± 0.036 1.10 ± 0.04

209Bi(n,5n)206Bi (1.07 ± 0.03) × 10−34
(1.10 ± 0.03) × 10−34 (1.18 ± 0.03) × 10−34

1.03 ± 0.04 1.11 ± 0.04

209Bi(n,6n)206Bi (7.46 ± 0.93) × 10−35
(5.03 ± 0.15) × 10−35 (7.40 ± 0.20) × 10−35

0.674 ± 0.087 0.992 ± 0.127

209Bi(n,7n)206Bi (4.67 ± 0.25) × 10−35
(3.96 ± 0.14) × 10−35 (4.55 ± 0.14) × 10−35

0.849 ± 0.054 0.975 ± 0.061

4.2 Unfolding

In this paper, Unfolding with MAXED and GRAVEL (UMG) code [19] was used. Neutron
energy spectrum can be derived by the Response Function (RF), Initial Guess (IG), and afore-
mentioned reaction rates. In this work, JENDL/HE-2007 and TALYS were used as RF. The
TOF spectrum and calculation results of Liège Intra-Nuclear Cascade (INCL) [20] in PHITS [21]
were applied to IG. The comparison among the unfolding results, TOF spectrum, and INCL is
shown in Fig. 3. In the left and right figures, JENDL/HE-2007 and TALYS were applied to RF,
respectively. The red star, green triangle, and black circle represent the results of UMG(IG:
TOF), UMG(IG: INCL), and TOF spectra, respectively. The blue line stands for the INCL
calculation.

According to the ratio to TOF, UMG(IG: TOF) are 1.0 within uncertainty. The result
of UMG(IG: TOF) with RF of TALYS is smaller than with RF of JENDL/HE-2007. This is
caused by the fact that the cross sections registered in JENDL/HE-2007 are smaller than those
in TALYS.

On the other hand, the situation of UMG(IG: INCL) looks different. When TALYS was
applied to RF, ratios to TOF of UMG(IG: INCL) are approximately 1.0 from 30 MeV to 60
MeV. The smaller ratios are observed from 70 MeV to 150 MeV. This could be interpreted
that the TALYS results are basically larger than the previous data as shown in Fig. 2 for the
209Bi(n,xn) reactions (x=4,5).

For the case of applying JENDL/HE-2007 to RF, ratios to TOF of UMG(IG: INCL) fluctuate
around 1.0. This could be explained by the changes of underestimation and overestimation of
JENDL/HE-2007 regarding to the energy of interest, as shown in Fig. 2.

As an overall trend, the unfolding with UMG reproduces the TOF spectrum within approx-
imately 40%.

5 Conclusion
We confirmed the prediction accuracy of the unfolding with UMG by the activation method

of the 209Bi(n,xn) reactions at J-PARC beam transport line. As the initial guess, the mea-
sured spectrum by TOF and the INCL calculation were applied. As the response function,
JENDL/HE-2007 and TALYS were utilized.
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Figure 2: Excitation functions of the 209Bi(n,xn) reactions used in this study.

4 Results and discussion
Due to the limited space, we omit how to analyze. The way of analysis is given in Ref. [10].

4.1 Reaction rates

According to the peak counts of γ-ray spectrum measured by the HPGe detector, the reaction
rates (Rexp) were obtained. Additionally, the integration of the multiplication of the neutron
energy spectrum measured by TOF [10] and response functions gave the reaction rates. The
reaction rates by JENDL/HE-2007 and TALYS are denoted as Rjendl and Rtalys, respectively.
The reaction rates are tabulated in Table 2. In Table 2, ratios of Rjendl and Rtalys to Rexp are
also given.

As x of the 209Bi(n,xn) reactions increases, the reaction rates decrease. This is because the
cross sections as shown in Fig. 2 become smaller.

Except for the 209Bi(n,5n) reaction, Rjendl / Rexp is smaller than 1.0. This is consistent with
the excitation function which underestimates the measured data. For the 209Bi(n,5n) reaction,
Rjendl / Rexp equals to be 1.0 within uncertainty. According to Fig. 2, underestimation and
overestimation are seen below and above the peak energy of JENDL/HE-2007, respectively.
These tendencies cancel each other.

Rtalys agrees with our measured data within 10%. Overestimation is obtained for the
209Bi(n,4n) and 209Bi(n,5n) reactions. Underestimation is observed for the 209Bi(n,6n) and
209Bi(n,7n) reactions. The tendency is consistent with the reproducibility of the peak regions
as shown in Fig. 2.
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Figure 3: Comparison among unfolding results, TOF spectrum, and INCL. The horizontal and
vertical axes in a graph above ((a) and (c)) represent the neutron energy [MeV] and TTY
[n/sr/lethargy/proton], respectively. The horizontal and vertical axes in a graph below ((b) and
(d)) stand for the neutron energy [MeV] and ratios to TOF, respectively.

In this work, we successfully acquired the reaction rates of the 209Bi(n,xn) reactions (x=4-7).
The reaction rates with JENDL/HE-2007 basically underestimated the measured reaction rates.
In contrast, the reaction rates with TALYS generally reproduces the measured data within 10%.

Additionally, the neutron energy spectrum was successfully obtained by the unfolding with
UMG. For the case of the initial guess of TOF spectrum, UMG spectrum agreed with the TOF
spectrum within uncertainty. For the initial guess of INCL calculation, UMG spectrum showed
agreement with the the data of TOF within approximately 40%. It should be noted that the
cross sections of evaluated data used for response function do not show complete agreement
with the experiment. The neutron spectrum obtained with unfolding may be improved with
the evaluation of 209Bi(n,xn) reaction cross section using machine learning, such as Gaussian
Process Regression.
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Figure 3: Comparison among unfolding results, TOF spectrum, and INCL. The horizontal and
vertical axes in a graph above ((a) and (c)) represent the neutron energy [MeV] and TTY
[n/sr/lethargy/proton], respectively. The horizontal and vertical axes in a graph below ((b) and
(d)) stand for the neutron energy [MeV] and ratios to TOF, respectively.

In this work, we successfully acquired the reaction rates of the 209Bi(n,xn) reactions (x=4-7).
The reaction rates with JENDL/HE-2007 basically underestimated the measured reaction rates.
In contrast, the reaction rates with TALYS generally reproduces the measured data within 10%.

Additionally, the neutron energy spectrum was successfully obtained by the unfolding with
UMG. For the case of the initial guess of TOF spectrum, UMG spectrum agreed with the TOF
spectrum within uncertainty. For the initial guess of INCL calculation, UMG spectrum showed
agreement with the the data of TOF within approximately 40%. It should be noted that the
cross sections of evaluated data used for response function do not show complete agreement
with the experiment. The neutron spectrum obtained with unfolding may be improved with
the evaluation of 209Bi(n,xn) reaction cross section using machine learning, such as Gaussian
Process Regression.
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For medical RIs production with the accelerator-neutron method, we have developed a C/Be 
neutron converter that can keep neutron yield with achieving long timespan required to exchange the 
converter caused by degradation. The converter is made of carbon and beryllium parts. The beryllium 
part is placed on the deuteron incident side to produce intense neutrons. Subsequently, almost all of 
deuterons are absorbed inside the carbon part with generating feint neutrons. This design aims to 
slow down the degradation of the converter caused by blistering, which is caused by the accumulation 
of deuteron inside the converter. We have conducted an experiment to investigate the performance 
of the converter at the JAEA Tandem accelerator. Deuterons having 19.9 MeV of kinetic energy were 
irradiated on the converter to produce accelerator neutrons. The neutrons were measured by the 
multiple foil activation method. We derived the double-differential thick target neutron yield by the 
unfolding process using GRAVEL code using cross sections stored in JENDL-5 as its response 
functions. These results indicate that the present converter can provide sufficient neutron yields 
comparable to a single-element Be converter with 90 times slow deuteron accumulation in beryllium 
part.  

1. Introduction
Accelerator neutrons generated by deuterons have been studied to produce radioisotope (RI) for 

this decade. As shown in Figure 1 a), a thick neutron converter made of a single-element light nuclide 
such as C or Be is irradiated with deuterons to produce neutrons by the (d,n) reaction. The produced 
neutrons are injected into a raw material. The raw material is turned into medical RI by direct reactions. 
The proposed RIs are 64Cu, 67Cu, 90Y, and 99mTc[1][2]. When producing these RIs, we must consider 
the byproducts and their yield. The byproducts must be kept low because they can be causes of the 
difficulty of the chemical separation process. In addition, higher yield can simply increase the number 
of possible tests and treatments with the RIs. These issues can be improved by the optimal neutron 
production irradiation systems adjusting deuteron incident energy and selecting appropriate neutron 
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converters. 
In this system, the neutron converter especially has a significant effect on neutron flux. As a 

feature of an element used in neutron converters, are listed below: 
i) Carbon: Exhibiting long life and generating fairly high neutrons, but the energy distribution

is slightly shifted to lower energy side because the C(d,n) reaction is the endothermic 
reaction. 

ii) Beryllium: As the Be(d,n) reaction is the exothermic reaction, it can generate higher energy
neutrons with stronger intensity. However, the beryllium starts expanding during deuteron
irradiation and finally breaks as illustrated in Figure 1, b). This expanding matter is known
as “blistering” and should be suppressed for a long-lived converter.

Then, we designed a C/Be combined converter that can produce many neutrons while suppressing 
blistering. We conducted a neutron generation experiment to investigate the performance of the 
converter at the JAEA Tandem accelerator. 

Fig. 1 a) Deuteron accelerator neutron source diagram, b) Schematic diagram of blistering 
generation mechanism. 

2. Method
2.1. Design of the Carbon/Beryllium converter 

On the deuteron incident side, the beryllium part is placed to generate intense neutrons. The 
thickness of beryllium is slightly thinner than the incident deuteron range to dispose the deuterons, 
i.e., it is dependent on the kinetic energy of the projectile deuterons. The penetrated deuterons are
absorbed inside the thick carbon part generating feint neutrons. The beryllium thickness is determined 
to dispose 99.87% of deuterons. Using the mean range 𝜇𝜇 and its deviation 𝜎𝜎𝐵𝐵𝐵𝐵 calculated by the SRIM
[3] code, the beryllium target having 𝜇𝜇 −  3𝜎𝜎𝐵𝐵𝐵𝐵 mm thickness can achieve the disposing condition as
shown in Figure 2. The thickness of carbon is determined enough to absorb all deuterons. 

Fig. 2 Probability density function of stopped-deuteron depth in Be. 
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For medical RIs production with the accelerator-neutron method, we have developed a C/Be 
neutron converter that can keep neutron yield with achieving long timespan required to exchange the 
converter caused by degradation. The converter is made of carbon and beryllium parts. The beryllium 
part is placed on the deuteron incident side to produce intense neutrons. Subsequently, almost all of 
deuterons are absorbed inside the carbon part with generating feint neutrons. This design aims to 
slow down the degradation of the converter caused by blistering, which is caused by the accumulation 
of deuteron inside the converter. We have conducted an experiment to investigate the performance 
of the converter at the JAEA Tandem accelerator. Deuterons having 19.9 MeV of kinetic energy were 
irradiated on the converter to produce accelerator neutrons. The neutrons were measured by the 
multiple foil activation method. We derived the double-differential thick target neutron yield by the 
unfolding process using GRAVEL code using cross sections stored in JENDL-5 as its response 
functions. These results indicate that the present converter can provide sufficient neutron yields 
comparable to a single-element Be converter with 90 times slow deuteron accumulation in beryllium 
part.  

1. Introduction
Accelerator neutrons generated by deuterons have been studied to produce radioisotope (RI) for 

this decade. As shown in Figure 1 a), a thick neutron converter made of a single-element light nuclide 
such as C or Be is irradiated with deuterons to produce neutrons by the (d,n) reaction. The produced 
neutrons are injected into a raw material. The raw material is turned into medical RI by direct reactions. 
The proposed RIs are 64Cu, 67Cu, 90Y, and 99mTc[1][2]. When producing these RIs, we must consider 
the byproducts and their yield. The byproducts must be kept low because they can be causes of the 
difficulty of the chemical separation process. In addition, higher yield can simply increase the number 
of possible tests and treatments with the RIs. These issues can be improved by the optimal neutron 
production irradiation systems adjusting deuteron incident energy and selecting appropriate neutron 
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2.2. Combined neutron converter performance test at JAEA Tandem accelerator 
To evaluate the neutron yield of the converter, a double-differential thick target neutron yield 

(DDTTNY) measurement using the multiple foil activation method was performed at  Tandem 
accelerator in Japan Atomic Energy Agency (JAEA). Deuterons were accelerated to 19.9 MeV by the 
tandem accelerator and irradiated on the present converter (Be: 1.5 mm t, C: 10 mmt). Figure 3 shows 
the converter design diagram. Figure 4 shows the multiple foil irradiation system. The foils were made 
of Al (15 mm × 15 mm × 0.05 mmt), Au (10 mm × 10 mm × 0.05 mmt), Co (15 mm × 15 mm × 0.1 
mmt), Cu (15 mm × 15 mm × 0.1 mmt), Ni (15 mm × 15 mm × 0.1 mmt), Zn (15 mm × 15 mm × 0.2 
mmt), Zr (15 mm × 15 mm × 0.05 mmt), and Mo (15 mm × 15 mm × 0.2 mmt). The foils were placed 
at 122.5 mm downstream from the converter and at 0, 15, 30 and 45 degrees to the direction of the 
deuteron beam. The average deuteron beam current was about 0.8 μA. After 17-hours irradiation, 
gamma rays emitted from the activated multiple foils were measured with a HPGe detector. 

Fig. 3 C/Be converter design drawing. Fig. 4 Picture of irradiation system. 

2.3. Unfolding 
The unfolding code GRAVL [4] derived the neutron yields 𝜙𝜙 by solving an inverse problem 

expressed by the following equation: 
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𝑅𝑅𝑥𝑥,𝐸𝐸1 𝑅𝑅𝑥𝑥,𝐸𝐸2 ⋯ 𝑅𝑅𝑥𝑥,𝐸𝐸𝑗𝑗 ⋯ 𝑅𝑅𝑥𝑥,𝐸𝐸𝑚𝑚
𝑅𝑅𝑦𝑦,𝐸𝐸1 𝑅𝑅𝑦𝑦,𝐸𝐸2 ⋯ 𝑅𝑅𝑦𝑦,𝐸𝐸𝑗𝑗 ⋯ 𝑅𝑅𝑦𝑦,𝐸𝐸𝑚𝑚
⋮ ⋮ ⋱ ⋮ ⬚ ⋮

𝑅𝑅𝑖𝑖,𝐸𝐸1 𝑅𝑅𝑖𝑖,𝐸𝐸2 ⋯ 𝑅𝑅𝑖𝑖,𝐸𝐸𝑗𝑗 ⋯ 𝑅𝑅𝑖𝑖,𝐸𝐸𝑚𝑚
⋮ ⋮ ⬚ ⋮ ⋱ ⋮

𝑅𝑅𝑛𝑛,𝐸𝐸1 𝑅𝑅𝑛𝑛,𝐸𝐸2 ⋯ 𝑅𝑅𝑛𝑛,𝐸𝐸𝑗𝑗 ⋯ 𝑅𝑅𝑛𝑛,𝐸𝐸𝑚𝑚)

 
 
 
 

(

  
 
 
𝜙𝜙𝐸𝐸1
𝜙𝜙𝐸𝐸2
⋮
𝜙𝜙𝐸𝐸𝑗𝑗
⋮
𝜙𝜙𝐸𝐸𝑚𝑚)

  
 
 

(1)

where 𝑁𝑁𝑖𝑖, 𝑅𝑅(𝑖𝑖, 𝐸𝐸𝑗𝑗) and ϕ𝐸𝐸𝑗𝑗 represent the number of produced atoms via the reaction 𝑖𝑖, the production
rate of reaction 𝑖𝑖 with a neutron energy group 𝑗𝑗, and average flux of 𝑗𝑗-th energy group respectively. 
The response functions were determined analytically from the cross sections stored in JENDL-5 [5]. 
The initial guess spectrum was derived by the Monte Carlo simulation code PHITS [6] using the 
nuclear data of JENDL/DEU-2020[7]. 
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3. Result and Discussion
3.1. Converter lifetime 

Assuming that the deuteron dispersion in a single element Be converter can be expressed 
with the following Gaussian distribution: 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2

exp(−
(𝑥𝑥 − 𝜇𝜇)2
2𝜎𝜎2 ) (2) 

where 𝜇𝜇  is the mean range of the incident deuterons in the beryllium, and 𝜎𝜎 is the standard 
deviation caused by energy straggling and other physical processes. Given that blistering is 
caused by volume changes resulting from deuteron accumulation,  the timespan required to 
exchange the converter caused by degradation of the converter must be inversely proportional to 
the maximum local accumulation of deuteron inside Be part. Under this assumption, let us denote 
the maximum local accumulation of deuteron for a single-element Be and C/Be converters as 
𝜌𝜌𝑚𝑚𝑚𝑚𝑥𝑥,𝐵𝐵𝐵𝐵 and 𝜌𝜌𝑚𝑚𝑚𝑚𝑥𝑥,𝐶𝐶/𝐵𝐵𝐵𝐵. They can be expressed by using the Gaussian distribution given in eq. (2)
as follows: 

𝜌𝜌𝑚𝑚𝑚𝑚𝑥𝑥,𝐵𝐵𝐵𝐵 = 𝑓𝑓(𝜇𝜇) (3) 
𝜌𝜌𝑚𝑚𝑚𝑚𝑥𝑥,𝐶𝐶/𝐵𝐵𝐵𝐵 = 𝑓𝑓(𝜇𝜇 − 3𝜎𝜎). (4) 

The relative timespan compared with the single-element converter can be obtained to 
calculate the ratio of eq. (4) to eq. (3). As a result, we found the combined converter has about 
90.0 times longer timespan than that of the single element converter. 

3.2. Double-differential thick target neutron yield (DDTTNY) 
Table 1 shows the produced number of interested atoms derived by the photo peaks analysis 

in the measured gamma-ray spectra. These data were used as input for the unfolding process 
using GRAVEL code. In the unfolding process, we used a response function derived by 
multiplications of cross sections stored in JENDL-5, the solid angle of each foil [sr], the total 
charge of the deuteron beam [μC] and the surface density of atoms [cm-2]. The response functions 
are shown in Figure 5. Initial guess DDTTNYs of the combined converter for unfolding analysis 
was determined by a simulation result obtained by PHITS code using JENDL/DEU-2020. 

The derived DDTTNY, the initial guess spectrum and the other experimental results 
measured by Weaver[5] are shown in Figure 6. Note that Weaver’s DDTTNYs are slightly 
different from the present conditions, i.e., 20-MeV deuteron DDTTNY bombarded on a single-
element Be converter. Our DDTTNYs has similar trend with those of PHITS, but the absolute 
values were 2-3 times smaller. Weaver’s DDTTNY has different trend in 8-13 MeV range, but 
the absolute values are in good agreement at the lower energy range, 3-8 MeV.  

Our results indicate that the absolute values of our results and Weaver’s are correct (because 
of experimental value) and that the converter can provide a neutron yield comparable to that of 
the Be, although the neutron yield may be lower in the 8-13 MeV range. 

2.2. Combined neutron converter performance test at JAEA Tandem accelerator 
To evaluate the neutron yield of the converter, a double-differential thick target neutron yield 

(DDTTNY) measurement using the multiple foil activation method was performed at  Tandem 
accelerator in Japan Atomic Energy Agency (JAEA). Deuterons were accelerated to 19.9 MeV by the 
tandem accelerator and irradiated on the present converter (Be: 1.5 mm t, C: 10 mmt). Figure 3 shows 
the converter design diagram. Figure 4 shows the multiple foil irradiation system. The foils were made 
of Al (15 mm × 15 mm × 0.05 mmt), Au (10 mm × 10 mm × 0.05 mmt), Co (15 mm × 15 mm × 0.1 
mmt), Cu (15 mm × 15 mm × 0.1 mmt), Ni (15 mm × 15 mm × 0.1 mmt), Zn (15 mm × 15 mm × 0.2 
mmt), Zr (15 mm × 15 mm × 0.05 mmt), and Mo (15 mm × 15 mm × 0.2 mmt). The foils were placed 
at 122.5 mm downstream from the converter and at 0, 15, 30 and 45 degrees to the direction of the 
deuteron beam. The average deuteron beam current was about 0.8 μA. After 17-hours irradiation, 
gamma rays emitted from the activated multiple foils were measured with a HPGe detector. 

Fig. 3 C/Be converter design drawing. Fig. 4 Picture of irradiation system. 

2.3. Unfolding 
The unfolding code GRAVL [4] derived the neutron yields 𝜙𝜙 by solving an inverse problem 

expressed by the following equation: 

(

  
 
𝑁𝑁1
𝑁𝑁2
⋮
𝑁𝑁𝑖𝑖
⋮
𝑁𝑁𝑛𝑛)

  
 
= 

(

 
 
 
 
𝑅𝑅𝑥𝑥,𝐸𝐸1 𝑅𝑅𝑥𝑥,𝐸𝐸2 ⋯ 𝑅𝑅𝑥𝑥,𝐸𝐸𝑗𝑗 ⋯ 𝑅𝑅𝑥𝑥,𝐸𝐸𝑚𝑚
𝑅𝑅𝑦𝑦,𝐸𝐸1 𝑅𝑅𝑦𝑦,𝐸𝐸2 ⋯ 𝑅𝑅𝑦𝑦,𝐸𝐸𝑗𝑗 ⋯ 𝑅𝑅𝑦𝑦,𝐸𝐸𝑚𝑚
⋮ ⋮ ⋱ ⋮ ⬚ ⋮

𝑅𝑅𝑖𝑖,𝐸𝐸1 𝑅𝑅𝑖𝑖,𝐸𝐸2 ⋯ 𝑅𝑅𝑖𝑖,𝐸𝐸𝑗𝑗 ⋯ 𝑅𝑅𝑖𝑖,𝐸𝐸𝑚𝑚
⋮ ⋮ ⬚ ⋮ ⋱ ⋮

𝑅𝑅𝑛𝑛,𝐸𝐸1 𝑅𝑅𝑛𝑛,𝐸𝐸2 ⋯ 𝑅𝑅𝑛𝑛,𝐸𝐸𝑗𝑗 ⋯ 𝑅𝑅𝑛𝑛,𝐸𝐸𝑚𝑚)
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𝜙𝜙𝐸𝐸1
𝜙𝜙𝐸𝐸2
⋮
𝜙𝜙𝐸𝐸𝑗𝑗
⋮
𝜙𝜙𝐸𝐸𝑚𝑚)

  
 
 

(1)

where 𝑁𝑁𝑖𝑖, 𝑅𝑅(𝑖𝑖, 𝐸𝐸𝑗𝑗) and ϕ𝐸𝐸𝑗𝑗 represent the number of produced atoms via the reaction 𝑖𝑖, the production
rate of reaction 𝑖𝑖 with a neutron energy group 𝑗𝑗, and average flux of 𝑗𝑗-th energy group respectively. 
The response functions were determined analytically from the cross sections stored in JENDL-5 [5]. 
The initial guess spectrum was derived by the Monte Carlo simulation code PHITS [6] using the 
nuclear data of JENDL/DEU-2020[7]. 
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Table 1 Interested activation reaction,  
the number of produced atoms measured in the gamma-ray experiment. 

Fig. 5 Production rate plotted as a function of neutron energy for each activation reaction. 

Fig. 6 DDTTNY of JAEA experiment and PHITS simulation. 

Reaction Number of produced atoms 
0 deg 15 deg 30 deg 45 deg 

90Zr(n,2n)89Zr 3.76E+08 3.00E+08 1.16E+08 4.08E+07 
68Zn(n,a)65Ni 5.40E+06 2.63E+06 - - 
64Zn(n,p)64Cu 2.46E+09 1.34E+09 5.86E+08 3.37E+08 

58Ni(n,2n) 57Ni 1.05E+08 9.24E+07 3.74E+07 1.08E+07 
65Cu(n,p)65Ni 1.68E+07 9.09E+06 - - 

59Co(n,a) 56Mn 7.35E+07 3.96E+07 1.49E+07 - 
59Co(n,2n)58g Co 3.05E+09 2.29E+09 9.58E+08 3.69E+08 

197Au(n,2n) 196g Au 5.31E+09 2.80E+09 1.13E+09 5.05E+08 
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4. Conclusion
To produce more medical RIs using long timespan required to exchange the converter caused by 

degradation neutron converter, we have developed the C/Be combined converter. It has the beryllium 
part on the deuteron incident side to generate intense neutrons and the other side equips the carbon 
part to absorb deuterons with generating feint neutrons. The proposed converter has more than 90 
times longer timespan than a single-element Be converter by reducing accumulation inside the Be part 
to avoid from blistering. To investigate the performance, double-differential thick target neutron 
yields (DDTTNYs) were measured by using the combined converter at JAEA Tandem accelerator 
with multiple foil activation method. The DDTTNYs were derived by unfolding code, GRAVEL. 
These results indicate that the present converter can provide a neutron yield comparable to that of the 
single-element Be converter. In the future, we would like to obtain experimental data on the timespan 
of the converters. 
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Small-angle neutron scattering measurements of hardened cement paste samples were conducted to 
characterize the nano-scale structure using a contrast variation method in BL15 TAIKAN of MLF at J-
PARC. Additionally, the neutron transmissions of the hardened cement paste samples were measured and 
calculated to evaluate the water contents including the samples. The current data analysis is reported. 

1. Introduction
We have measured a small-angle neutron and X-ray scattering (SANS and SAXS) of cement paste 

to investigate a nanoscale structure of cement paste [1–3]. Through the in-situ SAXS measurements of 
cement paste, we have focused on a fine nanostructure that emerged with time as a shoulder on the SAXS 
profiles at the high-q region of around 3 nm-1. Based on a microstructure model of cement paste [4] and 
a previous SANS work [5], it is expected that the fine nanostructure consists of calcium silicate hydrate 
(C-S-H) gel and pore water, where C, S, and H stand for respectively CaO, SiO2, and H2O in a 
conventional notation of cement chemistry. The C-S-H is a major hydrate among the cement hydrates 
and relates closely with the compressive strength of hardened cement paste (HCP).   

Recently, to obtain information of the elemental composition of the fine nanostructure, SANS 
measurements of HCP samples were conducted using a contrast variation method at J-PARC [6]. In 
addition, the neutron transmissions of the HCP samples were also measured because water contents 
including these samples were evaluated for subtracting the background due to incoherent scattering of 
hydrogen from the SANS profiles. In the data analysis, for the evaluation of the water contents, the 
neutron transmissions which were calculated using the PHITS code [7] were compared with the measured 
neutron transmissions, where the JENDL-5 ACE library (ACE-j50; neutron induced nuclear data and 
thermal scattering law data for hydrogen and deuterium in water) [8, 9] was applied to the PHITS 
calculations. The current data analysis of the neutron transmissions is briefly reported together with a 
part of data of SANS measurements. 

2. Experimental
2.1. Sample preparation of hardened cement paste 

Ordinary Portland cement (OPC) and water were used to prepare a cement paste with water-to-

30.
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cement ratio (w/c) of 0.4, where the water was light water (H2O). The cement paste was sealed into a 
plastic bottle and cured at 20℃ in a thermostatic chamber until the age of 28 d. The cylindrical HCP 
which was demolded from the plastic bottle was sliced to disk-shaped samples with the thickness of 
approximately 1 mm. The HCP samples were immersed with various H2O/D2O fluid mixtures for 1 day 
to control the scattering contrast of the nanostructure of HCP. The atomic ratio of deuterium to total 
hydrogen isotope (D/HD) which was contained in the fluid mixture was adapted as 0.0, 0.3, 0.55, 0.8, 
and 1.0. Lastly, each HCP sample was taken out from the fluid mixture and sealed into an 1-mm gap 
titanium cell with quartz windows (See Fig. 1). To collimate a neutron beam, a cadmium sheet having an 
1-cm hole in diameter was assembled in the cell at the upstream side of the quartz window.   

2.2. Measurements 
The SANS and neutron transmissions were measured using the HCP samples in BL15 TAIKAN [10] 

of MLF at J-PARC. In addition, the SANS and neutron transmissions were measured for H2O, D2O, and 
cement samples which were sealed in the cells. These samples were mounted on the automatic sample 
changer at the curing temperature of 20℃. The scattered and transmitted neutrons were counted by using 
3He position sensitive detectors (PSD) and a nitrogen detector, respectively.  

The measured SANS profiles for the HCP samples are shown at D/HD = 0.0, 0.8, and 1.0 by the 
triangle in Fig. 2, where q (= 4 sin  /) is a magnitude of scattering vector and 2 is the scattering angle. 
The color of triangle stands for the variation of D/HD. In the high-q region of Fig. 2, the flat component 
level decreases with D/HD because the background neutron arise from the incoherent hydrogen elastic 
scattering is a dominant component. For comparison, the measured SANS profiles of the 1-mm-thickness 
H2O and D2O samples are also plotted by the gray and black lines, respectively, in Fig. 2. The neutron 
scattering intensity for H2O is much larger than one for D2O.  

The neutron transmissions of the HCP samples are shown at D/HD = 0.0, 0.8, and 1.0 in Fig. 3(a). 
The values of D/HD are given in the legends. On the other hand, the neutron transmissions of the H2O, 
D2O, and cement samples are shown in Fig. 3(b).  

Figure 1: BL15 assembly-type cell and HCP 
sample. The HCP sample was sandwiched 
between two quartz windows. 

Figure 2: Measured SANS profiles 
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1. Introduction
We have measured a small-angle neutron and X-ray scattering (SANS and SAXS) of cement paste 

to investigate a nanoscale structure of cement paste [1–3]. Through the in-situ SAXS measurements of 
cement paste, we have focused on a fine nanostructure that emerged with time as a shoulder on the SAXS 
profiles at the high-q region of around 3 nm-1. Based on a microstructure model of cement paste [4] and 
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(C-S-H) gel and pore water, where C, S, and H stand for respectively CaO, SiO2, and H2O in a 
conventional notation of cement chemistry. The C-S-H is a major hydrate among the cement hydrates 
and relates closely with the compressive strength of hardened cement paste (HCP).   

Recently, to obtain information of the elemental composition of the fine nanostructure, SANS 
measurements of HCP samples were conducted using a contrast variation method at J-PARC [6]. In 
addition, the neutron transmissions of the HCP samples were also measured because water contents 
including these samples were evaluated for subtracting the background due to incoherent scattering of 
hydrogen from the SANS profiles. In the data analysis, for the evaluation of the water contents, the 
neutron transmissions which were calculated using the PHITS code [7] were compared with the measured 
neutron transmissions, where the JENDL-5 ACE library (ACE-j50; neutron induced nuclear data and 
thermal scattering law data for hydrogen and deuterium in water) [8, 9] was applied to the PHITS 
calculations. The current data analysis of the neutron transmissions is briefly reported together with a 
part of data of SANS measurements. 

2. Experimental
2.1. Sample preparation of hardened cement paste 

Ordinary Portland cement (OPC) and water were used to prepare a cement paste with water-to-
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3. Data analysis using PHITS code
It is important to evaluate the water contents of sample (in particular, the amount of 1H) in this data 

analysis for subtracting the background on the SANS profile. As the evaluation, the PHITS code was 
utilized to reproduce the measured neutron transmission. The PHITS version was 3.13. The input 
geometry was very simple; a source, a sample, and a tally were defined in a void space as shown in Fig. 
4. White neutrons were generated at the source position in the energy range from 0.1 meV to 1 eV and
emitted toward the sample as a pencil like beam with a diameter of 1 cm. The distance between the source 
and the sample (L1) was 14.35 m. The geometry of sample was set 1 cm in diameter and 0.1 cm in 
thickness. The transmitted neutrons were counted by the tally, where the neutron flight path length (L2) 
from the source to the tally was 20 m. The time of flight (TOF) was calculated for the PHITS output. 

First, to confirm the results of calculation, the calculated neutron transmission for each ingredient 
of the HCP sample (H2O, D2O, and cement) was compared with the measured ones. The neutron 
wavelength on the horizontal axis was derived from the TOF value. As shown in Fig. 3(b), the calculation 
for H2O (or D2O) was in good agreement with the measurement. The calculation for cement was in 
reasonable agreement with the measurement. However, it somewhat overestimated above 0.6 nm. We 
have presumed that this difference between the measurement and calculation was induced from the gain 
of total neutron cross section due to the coherent scattering. 

In the next step as an approximate correction, therefore, the measured transmission of the HCP 
sample was divided by the measured one of the cement sample; where the density of cement sample 
corresponded to the amount of cement that was involved in the HCP sample with the thickness of about 
0.95 mm. Note that the thickness of the actual HCP samples was 0.91−0.96 mm. And then the corrected 
transmission of HCP sample was regarded as the transmission of D2O/H2O mixture fluid. After the 
correction, the transmission of D2O/H2O mixture fluid was simulated using the PHITS code to reproduce 
the corrected transmission of HCP sample. To simplify the simulation process, in the current data analysis, 
the fixed value was used for the number density of water molecule of mixture fluid (Nt) which was 55 
percent relative to the number density of water molecule of light water. The Nt was determined from the 
simulation for reproducing of the measured transmission of HCP sample at D/HD = 0.0 as shown in Fig. 
5(a). The gray line stands for the results of simulation. The tringle and cross stand for respectively the 
measured and corrected transmissions of the HCP sample in Fig. 5.  

The neutron transmission of HCP samples at D/HD = 0.8 and 1.0 were simulated as shown by gray 
line in Fig. 5(b) and (c), respectively. The measured and corrected transmissions of the HCP sample are 
also plotted by tringle and cross, respectively. In the simulations, the value of D/HD (Cal) was adjusted 
to reproduce the corrected transmission while Nt was same at all simulations. As the result of the 
simulations, the plot of the obtained D/HD (Cal) vs. D/HD (Exp) is shown in Fig. 5(d), where the D/HD 
(Exp) corresponds to the D/HD of the D2O/H2O mixture fluid which used for immersing the HCP sample. 
In Fig. 5(d), the D/HD (Cal) has a offset and is not 100 at D/HD (Exp) = 100 because the replacement of 
D from H in the HCP sample dose not fully complete. The water content of the HCP sample was estimated 
from the D/HD (Cal) and the Nt.   
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Figure 3: Measured neutron transmissions of the cement paste samples (a). The neutron 
transmissions of H2O, D2O, and cement samples (b). 

Figure 4: Schematic view of the input geometry in the PHITS calculation 

Figure 5: Neutron transmissions of the HCP samples (a)−(c). In each figure, the measured and 
corrected transmissions are shown by tringle and cross, respectively. The calculated transmission is 

shown by gray line. The obtained D/HD (Cal) vs. D/HD (Exp) is plotted in (d). 
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3. Data analysis using PHITS code
It is important to evaluate the water contents of sample (in particular, the amount of 1H) in this data 

analysis for subtracting the background on the SANS profile. As the evaluation, the PHITS code was 
utilized to reproduce the measured neutron transmission. The PHITS version was 3.13. The input 
geometry was very simple; a source, a sample, and a tally were defined in a void space as shown in Fig. 
4. White neutrons were generated at the source position in the energy range from 0.1 meV to 1 eV and
emitted toward the sample as a pencil like beam with a diameter of 1 cm. The distance between the source 
and the sample (L1) was 14.35 m. The geometry of sample was set 1 cm in diameter and 0.1 cm in 
thickness. The transmitted neutrons were counted by the tally, where the neutron flight path length (L2) 
from the source to the tally was 20 m. The time of flight (TOF) was calculated for the PHITS output. 

First, to confirm the results of calculation, the calculated neutron transmission for each ingredient 
of the HCP sample (H2O, D2O, and cement) was compared with the measured ones. The neutron 
wavelength on the horizontal axis was derived from the TOF value. As shown in Fig. 3(b), the calculation 
for H2O (or D2O) was in good agreement with the measurement. The calculation for cement was in 
reasonable agreement with the measurement. However, it somewhat overestimated above 0.6 nm. We 
have presumed that this difference between the measurement and calculation was induced from the gain 
of total neutron cross section due to the coherent scattering. 

In the next step as an approximate correction, therefore, the measured transmission of the HCP 
sample was divided by the measured one of the cement sample; where the density of cement sample 
corresponded to the amount of cement that was involved in the HCP sample with the thickness of about 
0.95 mm. Note that the thickness of the actual HCP samples was 0.91−0.96 mm. And then the corrected 
transmission of HCP sample was regarded as the transmission of D2O/H2O mixture fluid. After the 
correction, the transmission of D2O/H2O mixture fluid was simulated using the PHITS code to reproduce 
the corrected transmission of HCP sample. To simplify the simulation process, in the current data analysis, 
the fixed value was used for the number density of water molecule of mixture fluid (Nt) which was 55 
percent relative to the number density of water molecule of light water. The Nt was determined from the 
simulation for reproducing of the measured transmission of HCP sample at D/HD = 0.0 as shown in Fig. 
5(a). The gray line stands for the results of simulation. The tringle and cross stand for respectively the 
measured and corrected transmissions of the HCP sample in Fig. 5.  

The neutron transmission of HCP samples at D/HD = 0.8 and 1.0 were simulated as shown by gray 
line in Fig. 5(b) and (c), respectively. The measured and corrected transmissions of the HCP sample are 
also plotted by tringle and cross, respectively. In the simulations, the value of D/HD (Cal) was adjusted 
to reproduce the corrected transmission while Nt was same at all simulations. As the result of the 
simulations, the plot of the obtained D/HD (Cal) vs. D/HD (Exp) is shown in Fig. 5(d), where the D/HD 
(Exp) corresponds to the D/HD of the D2O/H2O mixture fluid which used for immersing the HCP sample. 
In Fig. 5(d), the D/HD (Cal) has a offset and is not 100 at D/HD (Exp) = 100 because the replacement of 
D from H in the HCP sample dose not fully complete. The water content of the HCP sample was estimated 
from the D/HD (Cal) and the Nt.   
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4. Results and discussion
Figure 6 shows the SANS profiles which were obtained by subtracting the background based on the 

information of water contents which was estimated from the PHITS simulation. In the high-q region 
around 3 nm-1, the intensity closes to a minimum at D/HD = 0.8 among three SANS profiles. It is 
consistent the match point that was determined from the intensities at q of 1−2 nm-1 in the previous work 
[5]. On the other hand, our SANS data extends to the high-q region compared to the data of previous 
work [5]. A shoulder which corresponds to the fine nanostructure is observed around 3 nm-1 on the SANS 
profiles at D/HD = 0.0. 

In the cases of D/HD = 0.8, the superposition of the SANS profiles of H2O and D2O samples were 
used to subtract the background as a replacement for the SANS profile of H2O/D2O mixture fluid. 
However, the SANS profile of H2O/D2O mixture fluid is generally a little different from the superposition 
profile in the high-q region because of the effect of hydrogen inelastic scattering. In Fig. 6, indeed, the 
residual components on the SANS profiles are observed at D/HD = 0.8 above 6 nm-1. The residual 
component above 6 nm-1 should be invalid information because the uncertainty remains. The usage of the 
SANS profile of H2O/D2O mixture fluid would be better for more precise subtraction. Therefore, 
additional measurements were already performed with the H2O/D2O mixture fluid samples. The data 
analysis using the data of the H2O/D2O mixture fluid sample is ongoing now. 

Figure 6: Obtained SANS profiles of the HCP samples after the background subtraction 

5. Conclusion
The SANS and neutron transmissions of the HCP samples were measured at J-PARC. In the data 

analysis, the PHITS simulation was utilized to reproduce the measured neutron transmissions of the HCP 
samples and to estimate the water contents including the HCP samples. By combining the estimated water 
contents and the measured SANS profiles for the H2O and D2O samples, the background due to the 
incoherent neutron scattering on hydrogen was subtracted from the measured SANS profile and coherent 
scattering profiles of the HCP samples were obtained. After the subtraction, as shown in Fig. 6, the 
shoulder of the fine nanostructure was observed around 3 nm-1 on the SANS profiles at D/HD = 0.0 while 

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 0.1  1  10

In
te

ns
ity

 [a
.u

.]

q [nm-1]

HCP (D/HD = 0.0)
HCP (D/HD = 0.8)
HCP (D/HD = 1.0)

JAEA-Conf 2024-002

- 178 -



the detail analysis is in process. On the other hand, the intensities of SANS profiles were varied with the 
D/HD of D2O/H2O mixture fluid. Based on the present results of SANS measurements, the fine 
nanostructure which has been focused from our SAXS measurements would be identified by obtaining 
the SAXS/SANS ratio in the next step of data analysis. 
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profiles at D/HD = 0.0. 

In the cases of D/HD = 0.8, the superposition of the SANS profiles of H2O and D2O samples were 
used to subtract the background as a replacement for the SANS profile of H2O/D2O mixture fluid. 
However, the SANS profile of H2O/D2O mixture fluid is generally a little different from the superposition 
profile in the high-q region because of the effect of hydrogen inelastic scattering. In Fig. 6, indeed, the 
residual components on the SANS profiles are observed at D/HD = 0.8 above 6 nm-1. The residual 
component above 6 nm-1 should be invalid information because the uncertainty remains. The usage of the 
SANS profile of H2O/D2O mixture fluid would be better for more precise subtraction. Therefore, 
additional measurements were already performed with the H2O/D2O mixture fluid samples. The data 
analysis using the data of the H2O/D2O mixture fluid sample is ongoing now. 
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The SANS and neutron transmissions of the HCP samples were measured at J-PARC. In the data 

analysis, the PHITS simulation was utilized to reproduce the measured neutron transmissions of the HCP 
samples and to estimate the water contents including the HCP samples. By combining the estimated water 
contents and the measured SANS profiles for the H2O and D2O samples, the background due to the 
incoherent neutron scattering on hydrogen was subtracted from the measured SANS profile and coherent 
scattering profiles of the HCP samples were obtained. After the subtraction, as shown in Fig. 6, the 
shoulder of the fine nanostructure was observed around 3 nm-1 on the SANS profiles at D/HD = 0.0 while 
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Abstract 

 We aim to develop a disaster prevention system for cave-ins caused by underground tunnel construction 

using muography technique. As a first step, we have developed a dedicated prototype muography detector 

capable of determining the direction of incoming cosmic rays and performed a feasibility test to detect a 

simulated cavity created inside piled clay bricks. The location and size of the cavity were estimated from the 

transmittance obtained from the measured muon fluxes both with and without cavity. The estimated results 

were consistent with the actual location and size and were well reproduced by the PHITS simulation. 

1 Introduction 
In recent years, demand for underground tunnel construction has increased due to the growing use of 

underground space in urban areas. Shield tunneling methods are widely used to construct large underground 

tunnels. Although the methods are considered safe, subsidence accidents have occurred due to underground 

cavities created during tunnel excavation [1]. To prevent such accidents, it is necessary to detect the cavities 

during tunnel construction and take some preventive measures. Various exploration methods, such as ground-

penetrating radar and boring surveys, have been used for this purpose. However, ground-penetrating radar 

cannot detect deep underground cavities. In addition, the locations where boring surveys can be conducted 

are limited and are not suitable for comprehensive surveys. Therefore, those traditional methods face 

limitations in continuously detecting cavities deeper than ten meters underground during tunnel construction. 

To overcome these limitations, we propose a new exploration method using the muography technique [2]. 

Muography is a noninvasive exploration method that utilizes cosmic ray muons. 

Cosmic ray muons, a kind of environmental radiation, constantly reach the ground with a flux of 

approximately 1 /cm2/s. High-energy muons, whose energy spectrum spans from a few MeV to TeV, can 

penetrate several kilometers of rock, and their flux is attenuated by the density of the material they pass 

through. Measuring the variation in muon flux at multiple locations allows us to obtain the spatial density 

distribution of soil and bedrock by the muography technique. Our proposed exploration system, depicted in 

Fig. 1, incorporates a dedicated detector installed behind a shield machine to continuously measure the muon 

flux. Thanks to the high penetrating power of muon, the measurement can be conducted 20 to 30 m 

underground where the shield tunneling method is used, addressing the limitations of conventional 

exploration methods.  
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The goal of our study is to develop a disaster prevention system for cave-ins by using muography technique 

as shown in Fig.1. As a first step, we have developed a prototype detector capable of determining the direction 

of incoming cosmic rays. This paper reports the results of a feasibility test using the prototype detector. 

Fig. 1. Schematic drawing of a disaster prevention system for cave-ins using muography 

2 Material and Methods 
2.1 Muography detector and prototype detector 
 A proposed muography detector for detecting underground cavities is shown in Fig. 2. The detector is 

composed of several 1D detector modules and each 1D detector consists of a plastic scintillator and two 

photomultiplier tubes (PMTs) attached on both sides of the scintillator. Using these 1D detectors, two points 

on the muon's track are measured and the direction can be estimated. In the present work, we have developed 

a prototype detector consisting of four 1D detectors (PS1, PS2, PS3 and PS4) as shown in Fig. 3. Each 1D 

detector consists of a plastic scintillator (Eljen Technology EJ-200) and PMTs whose details are listed in 

Table 1, and they were assembled by optical cement EJ-500. 

Table 1. Configuration of the 1D detectors 

Plastic scintillator size 

[mm3] 
PMT model number 

PS1 100 × 1500 × 57 Hamamatsu H6410 

PS2 100 × 1500 × 57 Hamamatsu H6410 

PS3 100 × 1500 × 20 Hamamatsu H6410 

PS4 100 × 1500 × 20 Hamamatsu H10828 

Fig. 2 The proposed muography detector Fig. 3 Schematic view of the prototype detector 
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Abstract 

 We aim to develop a disaster prevention system for cave-ins caused by underground tunnel construction 

using muography technique. As a first step, we have developed a dedicated prototype muography detector 

capable of determining the direction of incoming cosmic rays and performed a feasibility test to detect a 

simulated cavity created inside piled clay bricks. The location and size of the cavity were estimated from the 

transmittance obtained from the measured muon fluxes both with and without cavity. The estimated results 

were consistent with the actual location and size and were well reproduced by the PHITS simulation. 

1 Introduction 
In recent years, demand for underground tunnel construction has increased due to the growing use of 

underground space in urban areas. Shield tunneling methods are widely used to construct large underground 

tunnels. Although the methods are considered safe, subsidence accidents have occurred due to underground 

cavities created during tunnel excavation [1]. To prevent such accidents, it is necessary to detect the cavities 

during tunnel construction and take some preventive measures. Various exploration methods, such as ground-

penetrating radar and boring surveys, have been used for this purpose. However, ground-penetrating radar 

cannot detect deep underground cavities. In addition, the locations where boring surveys can be conducted 

are limited and are not suitable for comprehensive surveys. Therefore, those traditional methods face 

limitations in continuously detecting cavities deeper than ten meters underground during tunnel construction. 

To overcome these limitations, we propose a new exploration method using the muography technique [2]. 

Muography is a noninvasive exploration method that utilizes cosmic ray muons. 

Cosmic ray muons, a kind of environmental radiation, constantly reach the ground with a flux of 

approximately 1 /cm2/s. High-energy muons, whose energy spectrum spans from a few MeV to TeV, can 

penetrate several kilometers of rock, and their flux is attenuated by the density of the material they pass 

through. Measuring the variation in muon flux at multiple locations allows us to obtain the spatial density 

distribution of soil and bedrock by the muography technique. Our proposed exploration system, depicted in 

Fig. 1, incorporates a dedicated detector installed behind a shield machine to continuously measure the muon 

flux. Thanks to the high penetrating power of muon, the measurement can be conducted 20 to 30 m 

underground where the shield tunneling method is used, addressing the limitations of conventional 

exploration methods.  
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2.2 Principle of passing position and direction measurement 
In this section, methods for measuring the passing position and direction of a muon through the 1D detector 

are explained. The position is determined from the time difference between the signals from the two PMTs 

attached on both sides of the detector. The y-axis is the longitudinal direction of the detector, with the origin 

at its center. If a muon passes through at 𝑦𝑦 = 𝑦𝑦m at times 𝑡𝑡0, the arrival time of scintillation light at the left

and right PMTs, 𝑡𝑡L,R, are expressed by

𝑡𝑡L = 𝑡𝑡0 + 𝐿𝐿/2 + 𝑦𝑦m
𝑣𝑣  , (1) 

𝑡𝑡R = 𝑡𝑡0 + 𝐿𝐿/2 − 𝑦𝑦m
𝑣𝑣  , (2) 

where 𝐿𝐿 is the length of the plastic scintillator, and 𝑣𝑣 is the effective speed of light in the plastic scintillator. 

Using Eqs. (1) and (2), the time difference ∆𝑡𝑡 is given by 

∆𝑡𝑡 ≡ 𝑡𝑡L − 𝑡𝑡R = 2𝑦𝑦m
𝑣𝑣  , (3) 

Therefore, 𝑦𝑦m can be obtained by measuring ∆𝑡𝑡 as follows:

𝑦𝑦m = 𝑣𝑣
2 ∆𝑡𝑡, (4) 

If two passing positions of muons (𝑦𝑦1, 𝑦𝑦2) are measured by using the upper and lower 1D detectors as shown

in Fig. 4, the passing position (𝑦𝑦’) of muons at ℎ above the top surface of the upper 1D detector can be 

calculated by 

𝑦𝑦′ = 𝑦𝑦2 + ℎ
𝑑𝑑 (𝑦𝑦2 − 𝑦𝑦1), (5) 

where 𝑑𝑑 is the distance between the top surfaces of upper and lower 1D detectors. 

Fig. 4 The system of calculating the passing position 𝒚𝒚′ 
2.3 Data Acquisition System 
 In the data acquisition system, the output signals from both PMTs are converted to timing signals using a 

constant fraction discriminator (CFD, ORTEC CF8000) and the output signals from CFD serves as the 
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START signal input to a time-to-digital converter (TDC, CAEN V775). The data acquisition process is 

triggered by the coincidence of signals from the upper 1D detector (PS1 or 2) and the lower one (PS3 or 4), 

which acts as the COMMON STOP signal. The measurement data from the TDC is then transmitted via the 

VME bus to the computer for recording. 

3 Feasibility test 
To assess the feasibility of muography exploration method, we performed a test experiment to detect a 

simulated cavity created inside piled clay bricks.  

3.1 Experiment setup 
In this experiment, clay bricks were piled above the prototype detector to form a cavity as shown in Fig. 5. 

The size of each brick is 10 × 21 × 6 cm3 and the density is 2.0 g/cm3. The distance between the two 1D 

detectors is 206 cm and the base of the brick pile is 162 cm above the top surface of the upper 1D detector. 

Figure 6 shows a photograph of the piled clay bricks. The plied bricks have a total size of 

45 × 126 × 54 cm3. A cavity was simulated in the piled bricks by removing some bricks as shown in Fig. 7. 

The cavity size is 40 × 42 × 48 cm3. The horizontal center of the prototype detector was aligned with the 

central position of both the brick pile and the cavity. In this experiment, measurements were conducted under 

three different conditions: with the cavity, with no cavity, that is, no bricks were removed, and with no bricks 

at all. The measurement time is two weeks for each condition. 

Fig. 5. Experimental setup 

Fig. 6. Piled clay bricks Fig. 7. A simulated cavity inside the brick pile 

3.2 Data analysis 
The two positions (𝑦𝑦1 and 𝑦𝑦2) on the muon track were measured with the upper and lower 1D detectors by

measuring ∆𝑡𝑡 as described in section 2.2. To convert ∆𝑡𝑡 to 𝑦𝑦𝑚𝑚, a linear function 𝑦𝑦𝑚𝑚 = 𝑎𝑎∆𝑡𝑡 + 𝑏𝑏 was used.

2.2 Principle of passing position and direction measurement 
In this section, methods for measuring the passing position and direction of a muon through the 1D detector 

are explained. The position is determined from the time difference between the signals from the two PMTs 

attached on both sides of the detector. The y-axis is the longitudinal direction of the detector, with the origin 

at its center. If a muon passes through at 𝑦𝑦 = 𝑦𝑦m at times 𝑡𝑡0, the arrival time of scintillation light at the left

and right PMTs, 𝑡𝑡L,R, are expressed by

𝑡𝑡L = 𝑡𝑡0 + 𝐿𝐿/2 + 𝑦𝑦m
𝑣𝑣  , (1) 

𝑡𝑡R = 𝑡𝑡0 + 𝐿𝐿/2 − 𝑦𝑦m
𝑣𝑣  , (2) 

where 𝐿𝐿 is the length of the plastic scintillator, and 𝑣𝑣 is the effective speed of light in the plastic scintillator. 

Using Eqs. (1) and (2), the time difference ∆𝑡𝑡 is given by 

∆𝑡𝑡 ≡ 𝑡𝑡L − 𝑡𝑡R = 2𝑦𝑦m
𝑣𝑣  , (3) 

Therefore, 𝑦𝑦m can be obtained by measuring ∆𝑡𝑡 as follows:

𝑦𝑦m = 𝑣𝑣
2 ∆𝑡𝑡, (4) 

If two passing positions of muons (𝑦𝑦1, 𝑦𝑦2) are measured by using the upper and lower 1D detectors as shown

in Fig. 4, the passing position (𝑦𝑦’) of muons at ℎ above the top surface of the upper 1D detector can be 

calculated by 

𝑦𝑦′ = 𝑦𝑦2 + ℎ
𝑑𝑑 (𝑦𝑦2 − 𝑦𝑦1), (5) 

where 𝑑𝑑 is the distance between the top surfaces of upper and lower 1D detectors. 

Fig. 4 The system of calculating the passing position 𝒚𝒚′ 
2.3 Data Acquisition System 
 In the data acquisition system, the output signals from both PMTs are converted to timing signals using a 

constant fraction discriminator (CFD, ORTEC CF8000) and the output signals from CFD serves as the 
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The values of 𝑎𝑎 and 𝑏𝑏 were determined from a preliminary measurement and are summarized in Table 2. 

Muon tracks were reconstructed by using 𝑦𝑦1 and 𝑦𝑦2, and 𝑦𝑦’ was calculated at the height of the cavity center

by substituting 206 cm for 𝑑𝑑 and 186 cm for ℎ in equation (5). In addition, transmittance 𝑇𝑇 was calculated 

to quantitatively evaluate the difference of muon flux due to the cavity: 

𝑇𝑇 =
𝑛𝑛with cavity(𝑦𝑦′, 𝑦𝑦′ + ∆𝑦𝑦′)

𝑛𝑛without cavity(𝑦𝑦′, 𝑦𝑦′ + ∆𝑦𝑦′) , (6) 

where 𝑛𝑛(𝑦𝑦′, 𝑦𝑦′ + ∆𝑦𝑦′) is the number of muons passed through the interval [𝑦𝑦′, 𝑦𝑦′ + ∆𝑦𝑦′). If the cavity exists,

𝑇𝑇 is expected to be larger than 1. 

Table 2. Parameters of the linear relational expression between 𝒚𝒚𝒎𝒎 and ∆𝒕𝒕
PS1 PS2 PS3 PS4 

a [cm/ns] 13.55 13.58 14.82 15.01 

b [cm] 1.74 1.02 -5.61 -5.61 

3.3 Results 
Figure 8 shows the 𝑦𝑦′ distribution at the height of the cavity center measured in this experiment. The 

count exhibits significant increase around 𝑦𝑦′=0 in the measurement with the simulated cavity, compared to 

that without the cavity. To quantify the difference, 𝑇𝑇  was calculated and presented in Fig. 9. In the 

distribution, 𝑇𝑇 is significantly larger than 1 within the range of −21 cm ≤ 𝑦𝑦′ ≤ 21 cm where the cavity is 

located. This indicates that the low-density area is consistent with the known position and size of the cavity. 

One notices that muon counts are low around 𝑦𝑦′ = 20 in the 𝑦𝑦′ distribution. A possible reason for this will

be discussed using simulation in the following chapter. 

Fig. 8. 𝒚𝒚′ distribution Fig. 9. transmittance distribution 

4 Comparison with PHITS simulation 
The experimental result is compared with simulations using a Monte Carlo particle transport code PHITS 

[3]. In the simulation, a realistic building structure including ceilings and beams was considered as shown in 

Fig. 10 (a). The incident muons were generated using the PARMA model [4] implemented in PHITS, 

assuming the number of incident muons equivalent to a four-month measurement on the ground. The 
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simulation results are presented in Fig. 10 (b). The histograms were normalized by integral value for 

comparison. The calculated transmittance is compared with the experimental result in Fig. 11. The simulation 

results show a good agreement with the experimental result. In the 𝑦𝑦′ distribution shown in Fig. 10 (b), the

PHITS simulation exhibits a dip around 𝑦𝑦′ = 20 cm. This dip is expected to be generated by the attenuation 

of muons in the thick beam shown in Fig. 10 (a). 

Fig. 10. (a) Placement of beams and bricks 

(b) 𝒚𝒚′ distribution (PHITS result) 

Fig. 11 Transmittance distribution 

5 Summary and outlook 
We proposed a new exploration method with muography for the cave-ins caused by underground tunnel 

construction. To demonstrate the feasibility, we developed a prototype muography detector and performed a 

test experiment to detect a simulated cavity. The experimental result shows that the location and size of the 

cavity can be estimated with the required accuracy. As a next step, we plan to estimate of 3D location and 

size of cavities by reconstruction of 3D density distribution information using multi-point measurement data. 
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A new measurement technique for neutron-induced charged-particle emission reactions was developed. 
The new method employed plastic scintillator added with sample material for measurement. Scintillators 
including sample materials were fabricated. The fabricated scintillators were tested in irradiation test 
experiments conducted with the Accurate Neutron Nuclear Reaction Instrument of the Japan Proton 
Accelerator Research Complex. Boron nitride and lithium fluoride were chosen as sample materials to 
mix with scintillator for the test experiments. To identify charged particles, the pulse shape discrimination  
technique was employed. As a result, charged-particles were detected and identified successfully. 

1. Introduction
Data of neutron capture cross sections are important for fundamental studies and applications in 

nuclear science and engineering. The total cross section, capture cross section and scattering cross section 
of many substances have been widely measured. But the cross sections of neutron-induced charged-
particle emission reactions have not been measured as systematically as total or capture cross sections. 
For example, chlorine constitutes coolant material in some types of molten salt reactors, but the lack of 
comprehensive data on neutron-induced charged-particle reactions limits the accuracy of criticality 
calculation of such reactors [1-4]. It is important to conduct further measurements of these cross sections 
for various materials. 

In the present work, a new measurement technique for neutron-induced charged-particle emission 
reactions was developed. The new method uses plastic scintillator added with sample material for 
measurement. The purpose of the present study is to detect charged-particle emission reactions particles 
with the sample-added scintillation detector. 

2. Experiments
The plastic scintillator used in the present work was UV-curable resin-based scintillator which 

consisted of UV-curable resin (M-211B), luminous agent (PPO), wavelength shifter (Bis-MSB), and 
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photo initiator (TPO) [5]. The mixing weight ratios of M-211B, PPO, Bis-MSB, and TPO were 79%, 
21%, 0.1%, and 0.02%, respectively.  

Sample materials for measurement were added to the scintillator resin. After mixing the sample 
material and scintillator resin, the mixture was poured into a ring-shaped frame followed by UV 
irradiation to cure the resin. For the present test experiments, the sample materials to add to the scintillator 
resin were boron nitride (BN) and lithium fluoride (LiF). A pure scintillator attached with a gold foil was 
also fabricate to calibrate time-of-flight measurement using resonances of the 197Au(n,)198Au reaction. 

The fabricated scintillators were tested in irradiation test experiments conducted with the Accurate 
Neutron Nuclear Reaction Instrument (ANNRI) of the Japan Proton Accelerator Research Complex (J -
PARC). The scintillator was placed at a flight distance of 28.75 m. The signal from the photomultiplier 
tube was fed into CAEN waveform digitizer V1720. The TOF and pulse height (PH) of detected events 
were recorded. In addition, the pulse shape discrimination (PSD) technique [6-8] was employed to 
separate charged-particle events from -ray background. The PSD technique is based on the fact that 
decay constant of light emission from organic scintillator depends on linear energy transfer. To perform 
the pulse shape discrimination, two different time gates, long gate and short gate, were set to integrate 
areas of the signal. The long gate covered whole time region of the signal and the short gate covered 
only the rising part of the signal. To identify particles, the quantity PSD was defined by the following 
Equation (1): 

𝑃𝑃𝑃𝑃𝑃𝑃 = (Total Gate Area)−(Short Gate Area)
Total Gate Area           (1)

When the signal has a longer falling tail, PSD becomes higher. Heavier charged particles have 
longer falling tail, thus showing higher PSD. 

3. Results
Figures 1, 2 and 3 show two-dimensional plots for PH vs PSD, TOF vs PSD and TOF vs PH. As 

seen in Figure 1, the charged-particle emission reactions 6Li(n, t)4He and 10B(n, α)7Li were clearly 
observed with the LiF and BN-added scintillators. These charged-particle events appeared around 0.3 in 
PSD while the background events observed in both the pure and sample-added scintillators were 0.2 in 
PSD. The observed events for the pure scintillator measurement are attributed to -rays and protons, 
which were not separated well in the present work. The scintillator resin contained nitrogen , which can 
introduce proton events through the 14N(n,p)14C reaction. 

Figure 1. 2D histogram of PH vs PSD for (a) pure, (b) LiF and (c) BN-added scintillators. 
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1. Introduction
Data of neutron capture cross sections are important for fundamental studies and applications in 

nuclear science and engineering. The total cross section, capture cross section and scattering cross section 
of many substances have been widely measured. But the cross sections of neutron-induced charged-
particle emission reactions have not been measured as systematically as total or capture cross sections. 
For example, chlorine constitutes coolant material in some types of molten salt reactors, but the lack of 
comprehensive data on neutron-induced charged-particle reactions limits the accuracy of criticality 
calculation of such reactors [1-4]. It is important to conduct further measurements of these cross sections 
for various materials. 

In the present work, a new measurement technique for neutron-induced charged-particle emission 
reactions was developed. The new method uses plastic scintillator added with sample material for 
measurement. The purpose of the present study is to detect charged-particle emission reactions particles 
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4. Conclusion
A new measurement technique for neutron-induced charged-particle emission reactions were 

developed. The new method employed plastic scintillator added with sample material for measurement. 
Scintillators including sample materials were fabricated. The fabricated scintillators were tested in 
irradiation test experiments conducted with ANNRI of J-PARC. Boron nitride and lithium fluoride were 
chosen as sample materials to mix with scintillator for the test experiments. To identify charged-particles, 
the pulse shape discrimination technique was also employed. As a result, charged-particles were detected 
and identified successfully. 
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Abstract 
A new method to detect -rays in neutron activation measurement was developed. The 
method employed UV-curable resin-based plastic scintillator. In neutron irradiation test 
experiments, -rays from an activated gold foil were successfully detected. The derived 
half-life of the observed decay curve was in good agreement with the half-life of 198Au. It 
is concluded that the new method was proven to be feasible for detecting -rays in 
activation measurement. 

1 Introduction 
Neutron activation analysis is used in a variety of many fields, such as geology, 

medicine, and archaeology. In the neutron activation method, a sample is irradiated with 
neutrons and activated via neutron-induced reactions. The elemental composition is 
determined from the radioactivity of the sample. In measurement of radioactivity, 
gamma-rays are often detected with a Ge detector which provides high enough energy 
resolution to identify gamma-rays from the radioactive sample. If the resultant 
radioactive nuclides emit only -rays, -rays are detected with a -ray detector such as 
gas counter for high energy -rays or liquid scintillator for low energy -rays. In 
particular, low-energy -rays have a very short range in material. This requires the 
sample to be thin enough for -rays to emerge from the sample or to be dissolved into 
solvent of liquid scintillator, which needs bothersome sample preparation including 
chemical processing. Thus, measurement of pure  nuclides, which do not accompany -
rays, is not as easy as that of -ray emitting radionuclides. To make neutron activation 
analysis for pure  nuclides easier, a new technique of activation method is being 
developed in the present research. 

33.
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2 Methodology 
In the new method, sample material for analysis is added to plastic scintillator and 

the scintillator including the sample is irradiated with neutrons. The irradiated 
scintillator is attached to a photomultiplier tube to count -rays to determine the 
radioactivity. This technique does not require complicated chemical process before or 
after irradiation. 

 The plastic scintillator selected for the present work was UV-curable resin-based 
scintillator which consisted of UV-curable resin (M-211B), luminous agent (PPO), 
wavelength shifter (Bis-MSB), and photo initiator (TPO) [1]. The mixing weight ratios of 
M-211B, PPO, Bis-MSB, and TPO were 79%, 21%, 0.1%, and 0.02%, respectively. 

 The fabrication process is as follows and is shown in Fig. 1. (1) A square-shaped 
frame of 20 mm  20 mm with a thickness of 10 mm was fabricated with a 3D printer. 
(2) A thin Mylar film was glued to the frame as the bottom part. (3) Scintillator resin 
was poured into the frame. (4) The upper side of the frame was covered with another 
Mylar film as the top part. (5) The scintillator sandwiched with the Mylar films in the 
frame was irradiated with UV light to cure. 

Fig. 1. The fabrication process of scintillator 

3 Experiment 
Test irradiation experiments were carried out with a Pelletron accelerator in the 

Tokyo Institute of Technology. The fabricated scintillators were irradiated with neutrons. 
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medicine, and archaeology. In the neutron activation method, a sample is irradiated with 
neutrons and activated via neutron-induced reactions. The elemental composition is 
determined from the radioactivity of the sample. In measurement of radioactivity, 
gamma-rays are often detected with a Ge detector which provides high enough energy 
resolution to identify gamma-rays from the radioactive sample. If the resultant 
radioactive nuclides emit only -rays, -rays are detected with a -ray detector such as 
gas counter for high energy -rays or liquid scintillator for low energy -rays. In 
particular, low-energy -rays have a very short range in material. This requires the 
sample to be thin enough for -rays to emerge from the sample or to be dissolved into 
solvent of liquid scintillator, which needs bothersome sample preparation including 
chemical processing. Thus, measurement of pure  nuclides, which do not accompany -
rays, is not as easy as that of -ray emitting radionuclides. To make neutron activation 
analysis for pure  nuclides easier, a new technique of activation method is being 
developed in the present research. 
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Neutrons were generated via the 7Li(p,n)7Be reaction induced by a proton beam from the 
Pelletron accelerator. The purpose of the experiment was to investigate if the scintillator 
fabricated in the present work can be used to detect -rays from radioactive samples. 
The experimental setup is shown in Fig. 2 schematically. A gold foil with a thickness of 
10 m and an area of 20 mm 20 mm sandwiched with aluminum plates was irradiated 
with neutrons for 3 hours. The incident proton beam current was around 5.0 A. After 
irradiation, the gold foil was attached to the scintillator and -rays from the activated 
gold foil were counted. 

Fig. 2. Experimental Setup 

4 Result 
The obtained -ray spectrum is shown in Fig. 3. The continuous -ray energy 

distribution is observed well below 900 ch. Measurements were repeated and the time 
evolution of detected -ray counts are plotted in Fig. 4. The results were fitted with an 
exponential curve, deriving the half-life of the decay curve. The derived half-life was 2.72 
days, which agrees with the evaluated half-life of 198Au (2.695 days).  

Fig. 3. Beta-ray spectrum of 198Au 
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Fig. 4. Time evolution of the counts of detected -ray 

5 Conclusion 
A new method to detect -rays in neutron activation measurement was developed. 

The method employed plastic scintillator which used UV-curable resin. A neutron 
irradiation test experiments were carried out. Beta-rays from an activated gold foil were 
successfully detected and derived half-life of the observed decay curve agreed with the 
evaluated value. We conclude that the present plastic scintillator resin can be used for 
-ray counting. Further irradiation experiments using sample-added plastic scintillators 
will be conducted as the next step in future work. 
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We evaluated the performance of EJ-276 plastic scintillator for detecting fast neurons from a 252Cf 
neutron source, in comparison with that of EJ-301. Both the neutron energy spectrum and the energy-
dependent response functions were measured. The experimental response functions were in good 
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which are difficult to shield, and thus form a significant background in neutron measurements.
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light output in EJ-276, and Ngo et al. [2] extended the energy range of that relationship. Although the 
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2. Experiment
Figure 1(a) shows a schematic diagram of the experimental setup. For comparison, we used EJ-301 

organic liquid scintillators in addition to EJ-276. Figures 1(b) and (c) show the respective detectors. Table 
1 summarizes the sizes of these detectors, the photomultiplier tubes (PMTs) attached to them and the 
voltages supplied to the PMTs. The signals from the PMTs were fed to a digitizer (CAEN V1730SB) to 
convert the analog waveforms into digital data. For each event, the TOF of neutrons emitted from the 
252Cf source was measured to derive the energy spectrum. The waveforms were also recorded for n -γ 
discrimination. 

Figure 1 (a) Experimental setup, (b) EJ-276 scintillator and (c) EJ-301 scintillator. 

Table 1 Detector sizes and PMTs attached. 
Diameter [cm] Thickness [cm] PMT Voltage [V] 

EJ-276 12.70 5.08 R1250 1800 
EJ-301 5.08 5.08 R7724 1050 

3. Analysis and Results
3.1. Light output calibration 

The light output distributions of the EJ-276 and EJ-301 detectors were derived by integrating the 
waveform of each event over a specific time gate. This light output was calibrated in electron equivalent 
energy (eVee) using standard 137Cs and 60Co gamma-ray sources. 

The calibration was performed using the same method as Dietze et al. [4]. They studied the 
relationship between light output resolution and the position of Compton edge through simulation. In this 
study, PHITS simulation was used to reproduce the results of gamma-ray measurements. The position of 
Compton edge was determined by simulating the energy deposition to the detector by the gamma ray and 
folding the light output resolution of the detector. Figure 2 shows the measurement results of the 137Cs 
source of EJ-276 and the position of the Compton edge. The calibration lines for both EJ-301 and EJ-276 
are shown in Figure 3. 
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Figure 2 EJ-276 measurement result of 
137Cs and the position of the Compton edge. 

Figure 3 Calibration lines for EJ-276 and 
EJ-301. 

3.2. Evaluation of n-γ discrimination performance 
The n-γ discrimination was performed using that Pulse Shape Discrimination (PSD) method [5]. In 

this method, the ratio of the waveform component with a long decay time is larger in neutron emissions 
than in gamma-ray emissions. To apply the PSD method, the waveform data were integrated over two 
gates with different widths to obtain the total light output 𝑄𝑄total and the slow component of the light
output 𝑄𝑄slow, respectively. Figure 4 illustrates the schematic diagram of the waveforms of a neutron and
a gamma ray and the integral ranges of 𝑄𝑄total and 𝑄𝑄slow. The particle discrimination parameter PSD is
defined as 

PSD = 𝑄𝑄total − 𝑄𝑄slow
𝑄𝑄total

. (1) 

The PSD for neutrons is smaller than that for gamma rays. Figure 5 displays the results of the n-γ 
discrimination, where neutron and gamma-ray events are clearly distinguished. To quantify the n-γ 
discrimination performance, the figure of merit (FoM) is defined by 

FoM =
|μn − μγ|

FWHMn + FWHMγ
,

(2) 

������ μn� ���� μγ� are the average values obtained from Gaussian fitting of the PSD distributions for
neutrons and gamma rays, and FWHMn  ���� FWHMγ  are the full widths at half maximum of the
neutron and gamma-rays peaks in the PSD distributions. The PSD distribution for specific light output 
ranges was derived. The PSD distribution at 500 keVee is shown in Figure 6. The FoMs of EJ-276 and 
EJ-301 are plotted against the light output in Figure 7. Each FoM was obtained for a ±10% window of 
the indicated light output. While the discrimination performance of EJ-301 was found to be superior to 
that of EJ-276 in whole light output ranges, it was demonstrated that EJ-276 has sufficient discrimination 
performance in measuring neutron energy spectra, as will be explained in section 3.4. 

Figure 4 the schematic diagram of the waveforms 
and the integral ranges of 𝑄𝑄total and 𝑄𝑄slow.
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Figure 5 Two-dimensional plot of n-γ discrimination results using the PSD method 
(a) EJ-301, (b) EJ-276. 

Figure 6 PSD distribution of EJ-276 around 
500 keVee light output. 

Figure 7 FoM values for different light 
output regions. 

3.3. Response function 
The response function, which is the light output distribution over a certain energy range of neutrons, 

was derived. The light output of EJ-301 was found to be larger than that of EJ-276, which is consistent 
with previous studies [1,2,6]. 

In addition to the measurements, the response functions were also simulated using SCINFUL [7] 
mode of PHITS. The following light output function (LOF) for recoil protons is used in SCINFUL:  

𝐿𝐿 = 𝑎𝑎1𝐸𝐸 − 𝑎𝑎2{1.0 − �xp(−𝑎𝑎3𝐸𝐸)}, (3)
where 𝐿𝐿 is the light output, 𝐸𝐸 is the energy deposited by the recoil proton, and 𝑎𝑎1, 𝑎𝑎2, and 𝑎𝑎3 are
parameters. The LOFs for EJ-276 were obtained in the previous work by Laplace [1] and Ngo [2]. Figure 
8 shows the LOFs for EJ-276 obtained by Ngo and Laplace, as well as the default LOF for EJ-301 [6] 
used in SCINFUL. Figure 9 presents the simulated response functions of neutrons in the 2.9–3.1 MeV 
range using Ngo’s LOF, Laplace’s LOF, and the mean of the two LOFs, in comparison with the 
experimental response function. The simulations with the Ngo and Laplace LOFs fail to reproduce the 
experimental response function, but the simulation employing the mean of the two LOFs reproduces the 
experimental one well. Figure 10 shows comparisons of other experimental response functions and 
simulations at three different energy ranges. The response functions for EJ-276 were simulated with the 
mean of the two of the LOFs. The simulation and experimental results for both EJ-276 and EJ-301 were 
in good agreement as shown in Figure 10. 

Figure 2 EJ-276 measurement result of 
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Figure 3 Calibration lines for EJ-276 and 
EJ-301. 
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defined as 
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. (1) 

The PSD for neutrons is smaller than that for gamma rays. Figure 5 displays the results of the n-γ 
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discrimination performance, the figure of merit (FoM) is defined by 
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neutron and gamma-rays peaks in the PSD distributions. The PSD distribution for specific light output 
ranges was derived. The PSD distribution at 500 keVee is shown in Figure 6. The FoMs of EJ-276 and 
EJ-301 are plotted against the light output in Figure 7. Each FoM was obtained for a ±10% window of 
the indicated light output. While the discrimination performance of EJ-301 was found to be superior to 
that of EJ-276 in whole light output ranges, it was demonstrated that EJ-276 has sufficient discrimination 
performance in measuring neutron energy spectra, as will be explained in section 3.4. 

Figure 4 the schematic diagram of the waveforms 
and the integral ranges of 𝑄𝑄total and 𝑄𝑄slow.
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Figure 8 LOF for EJ-276 obtained in the 
studies of Laplace [1] and Ngo [2] and the LOF 

for EJ-301 [6]. 

Figure 9 Experimental and simulated 
response functions of EJ-276 for neutrons in the 

2.9–3.1 MeV energy range. 

Figure 10 Experimental and simulated response functions. 

3.4. Neutron Energy spectrum of 252Cf derived by time of flight method 
The TOF method [8] was used to derive the neutron spectrum. The neutron energy 𝐸𝐸n  was

calculated by 

𝐸𝐸n =
𝑚𝑚n𝑐𝑐2

√1 − ( 𝐿𝐿
𝐿𝐿 + 𝑐𝑐𝑡𝑡n−γ)

2
− 𝑚𝑚n𝑐𝑐2,

(4) 

where 𝑚𝑚n is the neutron rest mass, 𝐿𝐿 is the distance between the 252Cf neutron source and the stop
detector, 𝑐𝑐 is the speed of light, and 𝑡𝑡n−γ is the time difference between the detection of gamma ray by
the start detector and the neutron by the stop detector. Figure 11 shows the TOF spectrum plotted against 
𝑡𝑡n−γ. The 𝑡𝑡n−γ spectrum was offset so that 𝑡𝑡n−γ = 0 corresponds to the peak at which both detectors
detected gamma rays. The derived neutron energy spectrum after subtraction of gamma events is 
presented in Figure 12. The detection efficiency was calculated by SCINFUL. In the low energy range, 
the analysis was performed for neutrons with light output greater than 0.1 MeVee, and in the high energy 
range, the analysis was performed for neutrons with light output greater than 1.0 MeVee. 

The measured energy spectrum using EJ-276 was found to be consistent with that using EJ-301, 
demonstrating the effectiveness of EJ-276 for the measurement of neutron energy spectrum. The derived 
energy spectra were also compared with the JIS-recommended neutron energy spectrum for 252Cf neutron 
sources [9]. The JIS-recommended energy spectrum was normalized with the spectrum at 5 MeV. The 
experimental results were in fairly good agreement with the JIS-recommended energy spectrum in the 
range from 1 MeV to 12 MeV. 
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Figure 11 Measured TOF distribution 
for EJ-276. 

Figure 12 Energy spectra of 252Cf. 

4. Conclusion
The performance of EJ-276, which is one of the latest pulse-shape discriminating plastic scintillators, 

was compared with that of EJ-301, which is a conventionally used organic liquid scintillator. Neutron 
time-of-flight was measured to obtain the energy spectrum of neutrons emitted from 252Cf. The n-γ 
discrimination performance of the EJ-276 detector was found to be satisfactory for neutron measurements 
but inferior to that of the EJ-301 detector. The measured response functions were well reproduced by 
SCINFUL simulation using the mean of Ngo’s and Laplace’s LOF. The TOF method was used to derive 
the neutron energy spectrum. The neutron energy spectra measured by both the EJ-276 and EJ-301 
detectors were almost identical to the JIS-recommended energy spectrum in the range from 1 MeV to  
12 MeV.  
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3.4. Neutron Energy spectrum of 252Cf derived by time of flight method 
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where 𝑚𝑚n is the neutron rest mass, 𝐿𝐿 is the distance between the 252Cf neutron source and the stop
detector, 𝑐𝑐 is the speed of light, and 𝑡𝑡n−γ is the time difference between the detection of gamma ray by
the start detector and the neutron by the stop detector. Figure 11 shows the TOF spectrum plotted against 
𝑡𝑡n−γ. The 𝑡𝑡n−γ spectrum was offset so that 𝑡𝑡n−γ = 0 corresponds to the peak at which both detectors
detected gamma rays. The derived neutron energy spectrum after subtraction of gamma events is 
presented in Figure 12. The detection efficiency was calculated by SCINFUL. In the low energy range, 
the analysis was performed for neutrons with light output greater than 0.1 MeVee, and in the high energy 
range, the analysis was performed for neutrons with light output greater than 1.0 MeVee. 

The measured energy spectrum using EJ-276 was found to be consistent with that using EJ-301, 
demonstrating the effectiveness of EJ-276 for the measurement of neutron energy spectrum. The derived 
energy spectra were also compared with the JIS-recommended neutron energy spectrum for 252Cf neutron 
sources [9]. The JIS-recommended energy spectrum was normalized with the spectrum at 5 MeV. The 
experimental results were in fairly good agreement with the JIS-recommended energy spectrum in the 
range from 1 MeV to 12 MeV. 
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Abstract

We have developed a PHITS simulation technique that accounts for variations of a geo-
metrical model efficiently. The equations to estimate the dose distribution after the incor-
poration of the measures against radioactive sources are presented. We have also developed
a numerical method to optimize the decontamination rate of radioactive sources. By solving
the constrained optimization problem, the decontamination rate that achieve a certain dose
condition with the minimum cost is obtained.

1 Introduction

The leakage of radioactive materials from the reactor has resulted in numerous hot spots in the
Fukushima Daiichi Nuclear Power Station (1F) building. To estimate the distribution of the
leaked radioactive sources and plan measures against them, we have developed the radiation dose
evaluation system for indoor environments: 3D-ADRES-Indoor [1, 2]. 3D-ADRES-Indoor uses
Particle and Heavy Ion Transport code System (PHITS) [3] for the radiation dose calculation.
In this article, a PHITS simulation technique and a numerical method to optimize measures
against radioactive sources implemented in 3D-ADRES-Indoor are presented.

2 Technical details

2.1 A PHITS simulation technique for planning of measures against radioac-
tive sources

For a better planning of measures against radioactive sources, it is necessary to repeat simula-
tions with different geometrical models that incorporate various measures. However, it generally
takes long computational times to execute whole new PHITS simulations with different geomet-
rical models. Therefore, we have developed a PHITS simulation technique to construct the
dose rates with specific models using those obtained from the smaller scale simulations that
only account for the difference of models. The point of the technique is the decomposition of
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dose rates using the counter feature and the simulation using the dump source fea-
ture. While this technique requires the decomposed dose rates and the dump data obtained by
a normal simulation with a prior model, the computational times of the simulations with the
models that incorporate various measures to the prior model are significantly reduced compared
to the normal simulations. We consider four kinds of measures against radioactive sources: the
decontamination, removal, relocation of contaminated structures, and shielding.

The purpose of the present technique is to obtain the dose distribution D′, which varied
from D after the incorporation of the measures against radioactive sources. First of all, a
normal PHITS simulations is executed to obtain D and the decomposed dose distributions, and
the dump data. The dump data is made for the particles entered to the structures or regions
where the measures may be applied. Then D′ is calculated using the equations presented below.

The dose distribution after the decontamination is easily calculated without additional sim-
ulations by

D′ = D −
∑
i∈A

uiD
src
i , (1)

here Dsrc
i is the dose distribution caused by the i-th contaminated structure, and ui is the

decontamination rate. A is a set of structures or regions where the measure is applied. It is
known that this kind of operations are often executed using the PHITS sumtally or anatally
feature. The calculations of the dose distributions after the incorporation of the other measures
require the additional simulations using the dump sources. First we consider the most simple
case: the removal of one contaminated structure, for which D′ is calculated by

D′ = D −Dsrc
i −Dsct

i +Ddmp
i , (2)

here Dsct
i is the dose distribution caused by the particles scattered with the i-th structure, and

Ddmp
i is the dose distribution obtained by the dump source simulation using the geometrical

model in which the i-th contaminated structure is removed. If we try to calculate the dose rate
after the removal of two contaminated structure exactly, it is necessary to consider the particles
scattered among two structures,

D′ = D − (Dsrc
i +Dsrc

j )

− (Dsct
i +Dsct

j −Dsct
ij )

+ (Ddmp
i +Ddmp

j −Ddmp
ij ), (3)

here Dsct
ij is the dose distribution caused by the particles scattered with both structures. While

it is not impossible to distinguish such events by the counter feature, the calculational procedure
becomes more complex. Therefore, we approximate the equation as

D′ ≃ D −
∑
i∈A

(Dsrc
i +Dsct

i ) +
∑
i∈A

Ddmp
i , (4)

where the scattering term Dsct
ij and the corresponding Ddmp

ij are neglected. Simirally, the equa-
tion for the shielding is given as

D′ ≃ D −
∑
i∈A

(Dsrc
i +Dpas

i ) +
∑
i∈A

(Ddmp
i ). (5)

In this equation, Dsct
i of the removal is replaced by Dpas

i , which is the dose distribution caused by
the particles passed through the target region where the shielding appears. Finally, the equation
for the relocation is given as

D′ ≃ D −
∑
i∈A

(Dsrc
i +Dsct

i +Dpas
i ) +

∑
i∈A

(Dsrc′
i +Ddmp

i ). (6)

Development of a PHITS simulation technique and a

numerical method to optimize measures against

radioactive sources

Naoya FURUTACHI†1, Toru YOSHIDA1, Hideaki YANAGI1, Yukihiro HASEGAWA1,
and Masahiko MACHIDA2

1Research Organization for Information Science and Technology, 2-4, Shirakata,
Tokai-mura, Ibaraki 319-1106, Japan

2Center for Computational Science and e-Systems, Japan Atomic Energy Agency,
178-4-4 Wakashiba, Kashiwa, Chiba 277-0871, Japan

†Email: furutachi@rist.or.jp

Abstract

We have developed a PHITS simulation technique that accounts for variations of a geo-
metrical model efficiently. The equations to estimate the dose distribution after the incor-
poration of the measures against radioactive sources are presented. We have also developed
a numerical method to optimize the decontamination rate of radioactive sources. By solving
the constrained optimization problem, the decontamination rate that achieve a certain dose
condition with the minimum cost is obtained.

1 Introduction

The leakage of radioactive materials from the reactor has resulted in numerous hot spots in the
Fukushima Daiichi Nuclear Power Station (1F) building. To estimate the distribution of the
leaked radioactive sources and plan measures against them, we have developed the radiation dose
evaluation system for indoor environments: 3D-ADRES-Indoor [1, 2]. 3D-ADRES-Indoor uses
Particle and Heavy Ion Transport code System (PHITS) [3] for the radiation dose calculation.
In this article, a PHITS simulation technique and a numerical method to optimize measures
against radioactive sources implemented in 3D-ADRES-Indoor are presented.

2 Technical details

2.1 A PHITS simulation technique for planning of measures against radioac-
tive sources

For a better planning of measures against radioactive sources, it is necessary to repeat simula-
tions with different geometrical models that incorporate various measures. However, it generally
takes long computational times to execute whole new PHITS simulations with different geomet-
rical models. Therefore, we have developed a PHITS simulation technique to construct the
dose rates with specific models using those obtained from the smaller scale simulations that
only account for the difference of models. The point of the technique is the decomposition of
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Different from the removal and the shielding, the radiation from the relocated contaminated
structure must be taken into account by Dsrc′

i .

2.2 A numerical method to optimize decontamination rate

As for the decontamination, a numerical method to optimize the decontamination rates of the
radioactive sources that achieve a certain dose condition with the minimum cost has been de-
veloped. Similarly with the technique presented in the previous subsection, a normal PHITS
simulation is executed to obtain the decomposed dose rate Dsrc

i at first. Then a constrained op-
timization problem with the evaluation function composed of the cost function and the penalty
function to suppress the dose rate under the target value Dtag is solved. The evaluation function
is given as

L = fcost(u) +
Cc

M

M∑
r=1

[
max

(
log

D′
r

Dtag
, 0

)]2
, (7)

here D′
r is the dose after decontamination that is calculated by Eq. 1, the suffix r is the index

of the spatial mesh, and M is the number of the mesh elements included in the target region
where the dose rate is to be suppressed under Dtag. Cc represents the magnitude of the penalty
and set at properly large value. While it is desirable that fcost(u) represents a realistic financial
cost of the decontamination, it is not obvious how to design such a function. Therefore, we
suppose following simple expression for the cost function in the demonstration presented in the
next section,

fcost(u) =
1

N

N∑
i=1

1

(1− ui)
, (8)

where N is the number of radioactive sources.
To solve this numerical optimization problem, we have employed Particle Swarm Optimiza-

tion (PSO) method [4] instead of a usual gradient decent method to make any kinds of cost
function available. In PSO method, the parameters of the group g at k-th step are updated by

u(k+1)
g = u(k)

g + V (k+1)
g (9)

V (k+1)
g = wV (k)

g + CpCrand(u
pbest
g − u(k)

g ) (10)

+ CqCrand(u
gbest − u(k)

g ),

here upbest
g is the best parameters in the group g that give the minimum value for the evaluation

function and ugbest is the best parameters among all the groups. w, Cp, and Cq are the hyper
parameters of PSO, and Crand is uniform random numbers.

3 Results

Figure 1 illustrates the operation of the present technique. In this example, we aim to obtain
the dose distribution after the removal of the contaminated structure placed at left bottom of
the room, which is indicated by the red dotted circle in the left panel. First we execute a normal
PHITS simulation with the prior model to obtain the dose distributions D, Dsrc

i , Dsct
i , and the

dump data. Then we execute the dump source simulation to obtain Ddmp
i using the geometrical

model in which the contaminated structure is removed. The obtained dose distributions are
operated according to Eq. 2, as shown in the right part of the figure. Practically, the operation
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among the dose distributions is executed using the PHITS anatally feature. The left top panel
of Fig. 1 shows the obtained D′. We can see a natural dose distribution around the region where
the removed structure existed. As explained in 2.1, there is no approximation in Eq. 2 if only
one structure is removed. We confirmed that D′ obtained in the present technique perfectly
agree with that obtained by the normal PHITS simulation.

Table 1 displays the number of histories in the present PHITS simulations. The computa-
tional time of Monte Carlo simulations almost proportional to the number of histories in general.
It is clear that the histories of the dump source simulations required for the present technique
are far smaller than that of the normal simulation. We note that the number of histories for
the dump source simulation is equal to the number of the particles entered to the contaminated
structure during the first simulation. Therefore, the number of histories for the dump source
simulation increases as the removed structure increases. In the case of the shielding or reloca-
tion, the dump data is made for the particle that entered to the target region where the shielding
or the relocated structure appears. In this case, the number of histories increases as the target
region extends.

Figure 1: Operation of the present technique for the removal of the contaminated structure.

Table 1: Numbers of PHITS simulation histories.
number of histories

normal simulation 1000000
removal × 1 6025
removal × 2 12699
removal × 3 14179

Figure 2 shows an example of more complicated operations using 3D-ADRES-Indoor. While
the present technique requires complicated PHITS input descriptions, the PHITS input file for
the present technique is automatically generated by the GUI operation of 3D-ADRES-Indoor.
In this example, the removal, relocation, and shielding are considered at the same time. In the
left top panel, the contaminated structures with 100 [Bq/cm2] radiation are indicated by the
red arrows. As measures against these radioactive sources, one of the contaminated structure is
removed, and the other is relocated at right top region of the room, and the shielding is set to
prevent the radiation from the relocated structure. The target region where the measures appear
is set at right top of the room indicated by the white box prior to the normal simulation. The
right bottom panel shows D′ obtained after the dump source simulation with the geometrical
model shown in the left bottom panel. While D′ is drastically changed from D, the distribution
seems natural. This result demonstrates that the present technique successfully work even if
multiple measures are combined.
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Figure 2: GUI operations in 3D-ADRES-Indoor to obtain the dose distribution after incorpo-
rating the measures. Settings of the measures are shown in the left panels. Dose distributions
before and after the incorporation of the measures are shown in the right top panel and the
right bottom panel, respectively.

Figure 3 shows an example of the application of the present numerical method to optimize
the decontamination rate. In this example, the contamination is widely spread as shown in the
left top panel. The number of sources N in Eq. 1 is ten, and each source has 100 [Bq/cm2]
radiation. At first, a normal PHITS simulation is executed to obtain Dsrc

i and D shown in the
right top panel. Then the constrained optimization problem is solved to obtain the decontam-
ination rates that suppress the dose under Dtag = 0.1 [µ Sv/h] for all spatial meshes included
in the target region that is indicated by the white dotted line in the right panels. The obtained
decontamination rates for ten sources are shown in the left bottom panel. Since Dtag is ap-
proximately one-tenth of D in the target region, it is reasonable that the decontamination rates
converge around ∼ 0.9. We confirmed that the dose in the target region is suppressed under
Dtag by applying the obtained decontamination rate as shown in the right bottom panel.

4 Summary

A PHITS simulation technique to obtain the dose distribution after the incorporation of the
measures against radioactive sources was presented. The technique was demonstrated using
3D-ADRES-Indoor. We found that the technique is very efficient if the change in the geo-
metrical model is small. A numerical method to optimize the decontamination rate was also
presented. The decontamination rates that achieve a certain dose condition can be obtained
without additional simulations by the present method.
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Figure 3: Application of the present numerical method to optimize the decontamination rate.
In the left top panel, the radioactive sources are shown by the red arrows. In the right top
panel, the dose distribution before the decontamination is shown. Dose distribution after the
application of the decontamination rates shown in the left bottom panel is plotted in the right
bottom panel.
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The purpose of this research is to design new radionuclides suitable for brachytherapy sources. 
Currently, a limited number of nuclides such as 60Co, 90Sr, 106Ru, 125I, 137Cs, 192Ir, 198Au are used in 
clinical practice. In this study, we simulate the dose properties of some radionuclides for brachytherapy 
based on the AAPM TG-43 method using PHITS code to suggest other possible treatment methods and 
tools for brachytherapy. 

1. Introduction
Brachytherapy is a radiation therapy technique in which radionuclides sealed in capsules are inserted 

in to the body. After the discovery of 226Ra by the Curies, brachytherapy began in 1903 for the treatment 
of skin cancer. In Japan, brachytherapy using 226Ra radiation sources began in 1934 at Cancer Research 
Hospital. In 1965, the remote after – loading system (RALS) was developed at Hokkaido University [1] 
to solve the problem of radiation exposure for surgeons, and now it is popular technique all over the world 
as a method of radiotherapy. Brachytherapy uses photons, electrons and alpha rays from a radiation source, 
and can be applied to various diseases by controlling the placement method, irradiation time, and dose 
rate. While it is invasive method because the radiation source is placed directly near the tumor, the 
biological effects of high dose rate irradiation are often superior to external beam irradiation [2,3]. 
Currently, only limited nuclides such as 60Co, 90Sr, 106Ru, 125I, 137Cs, 192Ir and 198Au are used in clinical 
settings. Typical treatment areas include the oral cavity, skin, uterus, prostate, and esophagus and so on. 
The requirements for a radiation source for brachytherapy are appropriate radiation energy (dose 
concentration on the target, reduction of exposure to non-targets), ease of handling (shielding, half-life, 
control aspects, etc.), and decay properties. The produced nuclide should not be gaseous [2-4]. 

Nuclides for brachytherapy are usually produced by a neutron capture reaction using reactor neutrons, 
but there are limits to the production and distribution of sources because of the number of nuclear reactors 
and their location. In addition, when using a radiation source in clinical practice, it is necessary to measure 
the source intensity and replace the source because of its half-life. In order to solve these problems, it is 
necessary to reconsider not only the therapeutic effect but also the handling and production method of 
the source. Recently, new designs of the size and shape of brachytherapy capsules, which has ultra-
compact collimators in it or magnetic field to bend the secondary particles, has been developed actively 
all over the world. [5-13]. 

36.
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In recent years, highly accurate nuclear databases such as JENDL series [14] become a bridge 
between fundamental radiation science and the applied to the industrial field. In particular, the RI Beam 
Factory (RIBF) at the RIKEN Nishina Accelerator Center has actively measured nuclear data using 
unstable nuclides for that purpose of transmutation technology or medical isotope production  [15,16]. In 
this study, we focus on the investigation of further possible candidate of brachytherapy sources using 
RIBF nuclear data.  

2. Procedure of computational simulation using PHITS code
2.1. Radiation source properties for brachytherapy 

The classical method of calculate the absorbed dose in brachytherapy was based on the fact that the 
source intensity is the inverse square of the distance. Classical method is well known that the correction 
accuracy of the scattering and attenuation effect are not enough for the high precision dose calculation of 
clinical use. Nowadays, Monte Carlo and model-based calculation parameters such as the geometric 
function 𝐺𝐺L(𝑟𝑟, 𝜃𝜃) and the radial dose function 𝑔𝑔𝐿𝐿(𝑟𝑟), which are related to the scattering and attenuation
effects, are included to the treatment system [2]. In this study, a formula referred in AAPM TG-43U1 
[10,11] is used to estimate the dose as follows.  

𝐷𝐷(𝑟𝑟, 𝜃𝜃) = 𝑆𝑆𝑘𝑘 ⋅ 𝛬𝛬 ⋅ 𝐺𝐺L(𝑟𝑟, 𝜃𝜃)
𝐺𝐺L(𝑟𝑟0, 𝜃𝜃0) ⋅ 𝑔𝑔(𝑟𝑟) ⋅ 𝐹𝐹(𝑟𝑟, 𝜃𝜃) (1) 

Here, 𝑆𝑆𝑘𝑘 (𝜇𝜇𝜇𝜇𝜇𝜇𝑚𝑚2ℎ−1) is the air kerma strength, 𝛬𝛬 (𝑐𝑐𝑐𝑐𝑐𝑐ℎ−1𝑈𝑈−1) is the dose rate constant, 𝐺𝐺L(𝑟𝑟, 𝜃𝜃)
is the geometric function, 𝑔𝑔𝐿𝐿(𝑟𝑟)  is the radial dose function for linear sources, and 𝐹𝐹(𝑟𝑟, 𝜃𝜃)  is the
anisotropic function. We note that 𝑆𝑆𝑘𝑘 ⋅ 𝛬𝛬 means the absorbed dose rate for 𝑃𝑃(𝑟𝑟, 𝜃𝜃) which is shown in
figs.1 (left). 𝐺𝐺𝐿𝐿(𝑟𝑟, 𝜃𝜃)/𝐺𝐺𝐿𝐿(𝑟𝑟0, 𝜃𝜃0) means geometric distance parameter, 𝑔𝑔(𝑟𝑟) corrects for absorption and
scattering effect in the medium and 𝐹𝐹(𝑟𝑟, 𝜃𝜃) corrects for anisotropy in dose distribution around the source. 
P(𝑟𝑟0, 𝜃𝜃0) is used as the reference point for the dose calculation. Each formula is shown as follows,
respectively. 

𝐺𝐺L(𝑟𝑟, 𝜃𝜃) = {
𝛽𝛽

𝐿𝐿 ⋅ 𝑟𝑟 sin 𝜃𝜃 𝑖𝑖𝑖𝑖 𝜃𝜃 ≠ 0
(𝑟𝑟2 − 𝐿𝐿2 4⁄ )−1 𝑖𝑖𝑖𝑖 𝜃𝜃 = 0

(2) 

𝑔𝑔(𝑟𝑟) = 𝐷𝐷(𝑟𝑟, 𝜃𝜃0) ⋅ 𝐺𝐺𝑋𝑋(𝑟𝑟0, 𝜃𝜃0)
𝐷𝐷(𝑟𝑟0, 𝜃𝜃0) ⋅ 𝐺𝐺𝑋𝑋(𝑟𝑟, 𝜃𝜃0) (3)

𝐹𝐹(𝑟𝑟, 𝜃𝜃) = 𝐷𝐷(𝑟𝑟, 𝜃𝜃) ⋅ 𝐺𝐺L(𝑟𝑟, 𝜃𝜃0)
𝐷𝐷(𝑟𝑟, 𝜃𝜃0) ⋅ 𝐺𝐺L(𝑟𝑟, 𝜃𝜃) (4)
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1. Introduction
Brachytherapy is a radiation therapy technique in which radionuclides sealed in capsules are inserted 

in to the body. After the discovery of 226Ra by the Curies, brachytherapy began in 1903 for the treatment 
of skin cancer. In Japan, brachytherapy using 226Ra radiation sources began in 1934 at Cancer Research 
Hospital. In 1965, the remote after – loading system (RALS) was developed at Hokkaido University [1] 
to solve the problem of radiation exposure for surgeons, and now it is popular technique all over the world 
as a method of radiotherapy. Brachytherapy uses photons, electrons and alpha rays from a radiation source, 
and can be applied to various diseases by controlling the placement method, irradiation time, and dose 
rate. While it is invasive method because the radiation source is placed directly near the tumor, the 
biological effects of high dose rate irradiation are often superior to external beam irradiation [2,3]. 
Currently, only limited nuclides such as 60Co, 90Sr, 106Ru, 125I, 137Cs, 192Ir and 198Au are used in clinical 
settings. Typical treatment areas include the oral cavity, skin, uterus, prostate, and esophagus and so on. 
The requirements for a radiation source for brachytherapy are appropriate radiation energy (dose 
concentration on the target, reduction of exposure to non-targets), ease of handling (shielding, half-life, 
control aspects, etc.), and decay properties. The produced nuclide should not be gaseous [2-4]. 

Nuclides for brachytherapy are usually produced by a neutron capture reaction using reactor neutrons, 
but there are limits to the production and distribution of sources because of the number of nuclear reactors 
and their location. In addition, when using a radiation source in clinical practice, it is necessary to measure 
the source intensity and replace the source because of its half-life. In order to solve these problems, it is 
necessary to reconsider not only the therapeutic effect but also the handling and production method of 
the source. Recently, new designs of the size and shape of brachytherapy capsules, which has ultra-
compact collimators in it or magnetic field to bend the secondary particles, has been developed actively 
all over the world. [5-13]. 
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Fig. 1 The left figure shows the coordinate system for the brachytherapy dose calculation in 
polar coordinate. For P(r,𝜽𝜽), r = 1 and 𝜽𝜽 = 𝟗𝟗𝟗𝟗° are used as the reference point. The right figure
shows a cross-sectional view of the flexisource [10,11] used as the PHITS geometry.

2.2. Geometry of PHITS 
The geometric coordinates of the source characteristics used in the PHITS code and the cross -

sectional view of the flexisource are shown in Fig.1 (right). As a test study, the source characteristics 
were calculated using a flexisource capsule container that has been used in recent years. 192Ir, 60Co, 198Au, 
137Cs, 96Tc, 106Ru radiation sources placed inside the capsule container, respectively.  The dose calculation 
was performed by changing the distance from the source in 2 cm increments and the angle in 10 degrees 
increments. Fig.2 (a) and (b) show the result of comparing the PHITS calculation and evaluated AAPM 
result for 𝑔𝑔(𝑟𝑟) and 𝐹𝐹(𝑟𝑟, 𝜃𝜃). Although fundamental trends were reproduced in each quantity, differences 
between PHITS calculation and evaluated result appear because of the precision of the geometric settings.  
Fig.3 (a) and (b) are obtained by changing the radiation source inside the capsule. It can be seen that 
𝐹𝐹(𝑟𝑟, 𝜃𝜃) has different characteristics for each radiation source on the left and right sides around 𝜃𝜃 = 90°. 
This is because when the angle changes, the amount of attenuation changes depending on the energy of 
gamma rays and the distance across the material. 

Fig. 2 The left panel (a) shows the geometric function g(r) of 192Ir and right panel (b) shows the 
anisotropic function 𝑭𝑭(𝒓𝒓, 𝜽𝜽) of 192Ir. In each graph, blue dotted data shows the result of PHITS 
and red dotted data shows the data of flexisource referred in TG-43U1 [10,11].   
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3. Summary
To design new radionuclides suitable for brachytherapy sources, we simulate the dose properties of 

some radionuclides for brachytherapy based on the AAPM TG-43 method using PHITS code. We 
simulate the dose properties of 𝑔𝑔(𝑟𝑟) and 𝐹𝐹(𝑟𝑟, 𝜃𝜃) for 192Ir, 60Co, 198Au, 137Cs, 96Tc, 106Ru radiation 
sources and compared with the AAPM result. Although the details of the 𝑔𝑔(𝑟𝑟) and 𝐹𝐹(𝑟𝑟, 𝜃𝜃) differ due 
to geometric precision, it was confirmed that they generally showed good agreement. In the future, 
further various nuclides and capsule shapes will be attempt to calculate for the brachytherapy 
simulation. 
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In the case of accidents involving inhalation of radioactive materials, there is a need for rapid evaluation
of the amount of transuranium (TRU) nuclides such as Pu ingested in the body by measurement from
outside of the body. In the measurement, L X-rays, which have energies of 10 to 30 keV and are
emitted by internal conversion electrons following α-decay, are used. In order to measure the L X-
ray energy spectrum of TRU, the use of a transition edge sensor (TES)-type microcalorimeter with an
energy resolution of less than 100 eV is being considered. In this case, the attenuation of L X-rays in
body tissues must be taken into account, and information on the position of deposition in the lungs is
important. The deposition positions of α-emitters are estimated by the radiation transport code PHITS
with a tetrahedral mesh phantom model published by ICRP and a TES-type microcalorimeter using a
Sn absorber. The energy spectra deposited to the absorber are calculated. As a result, it was found that
the deposition position in the lung was estimated from the intensity ratio of each L X-ray peak in the
energy spectrum.

1. Introduction
In order to fundamentally reform the evaluation method of transuranium (TRU) nuclides such as Pu

and Am, which has been a bottleneck in the rapid evaluation of human doses, we aim to realize rapid
and reliable dose evaluation. The purpose of this study is to contribute to the enhancement of protective
measures against radiation exposure in nuclear fuel reprocessing plants and against radioactive dust
generated during fuel debris treatment.

When evaluating internal exposure due to TRU by in vitro measurement methods, it is difficult to
measure the α-rays emitted from TRU, which are α-decay nuclides, from outside the body because the
range of theα-rays is less than several tens of micrometers. On the other hand, L X-rays with energies of
10 keV to 20 keV, which are emitted from the daughter nuclides due to the energy transition of the outer
orbital electrons caused by the internal conversion electrons associated with the α-decay of TRU, can be
used. In the case of internal exposure in actual nuclear fuel cycle facilities, the L X-ray peaks emitted from
multiple TRUs are adjacent to each other in the range of 10 to 30 keV, making clear peak discrimination
difficult. Recently, a nondestructive analysis of transuranium elements has been demonstrated through
spectral analysis using a Transition Edge Sensor (TES)-type microcalorimeter, which has high energy
resolution below 100 keV.(1)

In the evaluation of internal doses from TRU by in vitro methods, it is necessary to consider attenuation
in body tissues, and information on the position of deposition in the lungs is important. In LX-ray
spectra measured in vitro with a TES-type microcalorimeter, which enables clear peak discrimination, it
is expected to estimate the position of lung deposition by analyzing the intensity of several major peaks.
Therefore, we investigated the estimation of TRU deposition position by a TES-type microcalorimeter
using Sn absorbers, using Particle and Heavy Ion Transport code System (PHITS)(2) and the human
body structure based on the tetrahedral mesh phantom model published by the ICRP(3).

2. Simulation
2.1 Simulation code

The simulation code is PHITS ver. 3.27(2), a three-dimensional Monte Carlo particle transport code
was used for the simulation of L X-ray induced reactions in the complex geometry. The Electron-Gamma
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Shower version 5 (EGS5)(4) model was adopted for electron-photon coupling transport above 100 keV.
The EGS5 code deals with the transport of electrons/positrons or photons in any element, compound, or
mixture.

2.2 L X-ray Source
Three L X-rays emitted from 237Np a daughter nuclide of 241Am, one of the TRU, were set as the source

of L X-rays for the simulation. The energy, natural width, and emission probability of the LX-rays are
the values in Table 1, and the energy distribution is represented by the following Lorenz distribution with
energy E, energy position E0 , and natural width Γ .(5)(6)

L(E ) = (Γ/2π)/((E − E0 )
2
+(Γ/2)

2
) (1)

Table1. Energy, Natural width, and Emission probability of L X-ray emitted from 237Np. (5)(6)

L X-ray peak Energy E0 [keV] Natural width Γ [eV] Emission probability [%/decay]

Lα1 13.946 11.8 14.9
Lβ1 17.751 13.4 8.37
Lγ 20.784 15.9 1.92

The energy spectrum of L X-ray emitted from the source is shown in Fig. 1.

Figure 1. L X-ray energy spectrum.

2.3 Geometry of simulation
Fig. 2 shows the geometry of simulation. To use a more realistic human anatomy, we used the

adult male model of Adult Mesh-Type Reference Computational Phantom published by the ICRP. This
phantom model was released as a continuous tetrahedral mesh phantom model for use in Monte Carlo
simulations to calculate dose conversion coefficients, etc., necessary for radiation protection. In the
simulation calculation, the L X-ray source described earlier was set as a point source in the lungs, and
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a TES-type microcalorimeter, a cubic Sn absorber with a cube with 0.5 mm per side(7), was placed in
front of the lungs of the human body. The energy imparted to the absorber was calculated by varying
the position of the source within the lung and irradiating from the source with a narrow beam covering
the absorber.

Figure 2. Simulation geometry.

3. Result
3.1 Movement of the source in the lung depth (y) direction

The z-coordinate of the source in Fig. 2 was fixed at z = 45.5 [cm] and changed to the y-coordinate of
the source to irradiate the absorber. Fluence of X-rays is shown in Fig. 3, and as an example, the energy
distribution given to the absorber when the y-coordinate of the source is y=0 [cm] is shown in the Fig.
4. To reduce calculation time, the source particles were irradiated only in the direction of the TES.

Figure 3. Appearance of fluence of X-rays.
(Source particles are irradiated only in the di-
rection of the TES to reduce calculation time.)

Figure 4. Energy spectrum assigned to Sn ab-
sorber when the source coordinate is y=0 [cm].
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2.3 Geometry of simulation
Fig. 2 shows the geometry of simulation. To use a more realistic human anatomy, we used the

adult male model of Adult Mesh-Type Reference Computational Phantom published by the ICRP. This
phantom model was released as a continuous tetrahedral mesh phantom model for use in Monte Carlo
simulations to calculate dose conversion coefficients, etc., necessary for radiation protection. In the
simulation calculation, the L X-ray source described earlier was set as a point source in the lungs, and
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The relative intensities for each of the three peaks of energy imparted to the absorber are shown in
Fig. 5, and the ratios of the relative intensities are shown in Fig. 6. It was found that all ratios can be
used for position estimation within a deposition depth of 10 cm (In Fig. 3, the y-coordinate of the source
is y=4[cm]).

Figure 5. Relative intensities of the three L X-
rays.

Figure 6. Ratio of the relative intensities.

3.2 Movement of the source in the lung height (z) direction
The y-coordinate of the source in Fig. 2 was fixed at y = -1.0 [cm] and the z-coordinate of the source

was changed to irradiate the absorber. Fluence of X-rays is shown in Fig. 7. To reduce calculation time,
the source particles were irradiated only in the direction of the TES.

The relative intensities for each of the three peaks of energy imparted to the absorber are shown in
Fig. 8, and the ratios of the relative intensities are shown in Fig. 9. It was found that the ratio of the
relative intensities changed significantly as the irradiation beam passed through the bone. The point
where the change is particularly large is when the irradiation beam passes through dense tissue such as
cortical bone.

3.3 Comparison of γ-ray from 241Am and L X-rays from 237Np
The γ-ray (energy 59.54 keV, emission probability 35.9%/decay) emitted from 241Am, the parent

nuclide of 237Np, was also added as a source. As in section 3.1,The z-coordinate of the source in Fig. 2
was fixed at z=50[cm], and the y-coordinate of the source was changed to irradiate the absorber. The
relative intensities of the three peaks of energy imparted to the absorber are shown in Fig. 10, and the
ratios of the relative intensities are shown in Fig. 11. It was found that the use of γ-rays enabled the
estimation of even deeper deposition positions.

4. Conclusion
PHITS and continuous tetrahedral mesh phantom models were used to estimate the deposition position

of TRU nuclides when measured with a TES-type microcalorimeter using Sn absorber. As a result, it was
found that the depth of deposition can be estimated by taking the ratio of relative intensities between L
X-ray. Even the low energy Lα1 can be used to estimate the deposition depth if it is within 10 cm in the
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Figure 7. Appearance of fluence of X-rays.
(Source particles are irradiated only in the direction of the TES to reduce calculation time.)

Figure 8. Relative intensities of the three L X-
rays.

Figure 9. Ratio of the relative intensities.

body. In addition, it was found that the presence of bone between the source and the absorber can be
useful information for estimating the deposition position, because the relative intensity is extremely low
when bone is present. Furthermore, it was found that adding γ-ray to the evaluation method enables
the estimation of the position of deeper deposition.
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