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The SIMMERC-III computer code, developed at the Japan Atomic Energy Agency (JAEA, the former
Power Reactor and Nuclear Fuel Development Corporation), is a two-dimensional, multi-velocity-field,
multi-component fluid-dynamics code, coupled with a space- and time-dependent neutron kinetics model.
The code is being used widely for simulating complex phenomena during core-disruptive accidents (CDAs)
in liquid-metal fast reactors (LMFRs). In parallel to the code development, a comprehensive assessment
program was performed in two phases: Phase 1 for verifying individual fluid-dynamics models; and Phase 2
for validating its applicability to integral phenomena important to evaluating LMFR CDAs. The SIMMER-
IIT assessment program was participated by European research and development organizations, and the
achievement of Phase 1 was compiled and synthesized in 1996.

This report has been edited by revising and reproducing the original 1996 informal report, which
compiled the achievement of Phase 1 assessment. A total of 34 test problems were studied in the areas:
fluid convection, interfacial area and momentum exchange, heat transfer, melting and freezing, and
vaporization and condensation. The problems identified have been reflected to the Phase 2 assessment and
later model development and improvement. Although the revisions were made in the light of knowledge
base obtained later, the original individual contributions by the participants, both positive and negative, are
retained except for editorial changes.

Keywords: Multi-component Flow, Multi-phase Flow, Fluid Dynamics, Heat and Mass Transfer,
SIMMER-III, V&V, Severe Accidents, CDA, LMFR Safety

This work has been performed in JAEA (the former Power Reactor and Nuclear Fuel Development
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Atomique, France.



JAEA-Research 2019-009
=B AR R B HUEAT = — FSIMMER-IO 55 1R FE

H AR JIWFZCBR 7806 mdde « BrRUE R se B 26 RYemF9ear
A A 7 VTR v 2 —

(W) Tk &, RHE HE
(20194E11 H 14 H =2 #8)

HAJR 7 O se Bt (IHB )P - BRI F2EM]) A3BH%E L 72SIMMER-IIIIX, 27K T -
ZIREY « SRR A 250 - BERIKE O EBREE T L ERES LT-HE - R TH Y, 1’
IRA: 8 B AR O D AR EE S OfITIC A RSN TW5, a— ROBI% &7 LT, aiEm 7
a— FREET 1 7 T L%, B KT HERIE T v Dverification) K OVGE2H1 (b O FAE S
W A EME O B2 B GOV T Dvalidation) D2EXFEIZ 43 1) T L C & 7=, SIMMER-III
WEE7 v 77 DZIIRRN OBFFEBI R BB N SN L. B OB EIT 1996 1THRAMIICE D £ 0
b,

AT TTO1996FEDIEARD T ELHE - Wil T2 2 L2k v, FIHMIEOHFZERE %
HRELEZLOTH S, FHIMMEE T 1 7T AT, WA, Bk ONES &AW, BYs
L OWRREL - B L. 7K3E - BENE OB TE4D T A FRTEOREMT SIS L 0 5 L CHEE S
Nz, BT 0 7T A THLNE RSB OWTIXE DB OET VRS « kB ROV~
07T MR LTz, ARG EITHTICE LN RICE S W THET LTV AN, B4
X B IeOfNTRE R &R, SRR ANEE S T, ToFEREH L TWD,

AWFZEIE H AR 7SI se B et (IHBh 0P - BEREIBRS F¥EM) BN — L 2 v — ittt > ¥
— (FAY) ROURF T (7T RAR) EOWTIVFERLIZHLDTH D,
KREEWFZERT © T311-1393  ZRI UR B R BRAR K VEMT 5% FH 74002

ii



JAEA-Research 2019-009

Contents

L INEEOAUCTION ..o bbbttt b e bttt e s bt bt bt et e b e ebeebeebe et e nbesbeebeensenaenee 1
1.1 Notes to the Present PUDLICAtION.........cccuiiiiiiieiieiieieeie ettt eve et eveeeaeeeae s eeaeesaessaeseneas 1
1.2 Historical Perspective and PUIPOSES.......cc.cecuieiiriieiieiieie ettt sttt ettt ettt eenseeseensean 1
1.3 Additional REMATKS. .......coeeiiiiiiiiiieiieeesc ettt st nbe e sbe bbb s 3

2. Scope and Outline of SIMMER-III MOGEIS .......cocueiuiririiriieiieieie sttt 5
2.1 Code Framework and GEOMELIY .........cccueiiiiiiiieiieiieriieieee ettt sttt e s s eeaes 5
2.2 SIMMER-TIT COMPONENLS. .....iiiutiiiiieeiie ettt ettt ettt ettt ettt e st e e st esbeeetteebeesabtesbeeenbeeeesabeesbeesane 5
2.3 FIuid-Dynamics MOGEL ........c.oouieiiiiiieiieieee ettt st ettt s be b e e sseeneeneenean 6
2.3.1 Fundamental differential @quations .............ccecueerierieiieniieniieieeieee ettt 6
2.3.2 Overall SOIUtION PrOCEAUIE .......ccueeiieiieiieieeiiieitet ettt ettt et beeaesetesae s e e sseesaee s saesseesseenns 7
2.3.3 Fluid convection alOTIthIm ..........ccveiuieiiieiiieiieciieiceiteie ettt s ae e s e saeesaeeeseeesaeenas 8
2.3.4 Interfacial area MOdEl..........ccccoveiiriiriiniiicieccc ettt et 8
2.3.5 Momentum eXchange fUNCHIONS .......cceerieriieriieiiierie et eie et sete st et et e steesteebeenteeneeensesnnesnnseens 10
2.3.6 Heat-transfer COBTIICIONLS .......ei.ieieriirtieiieietete sttt ettt nee e 11
2.3.7 Heat and mass transfer MOdel ..........oceoiiiiiiiiiieeee et 12
2.3.8 Inter-cell heat transter ........coiiirieriirinireees ettt ettt s eaeens 13
2.3.9 EqQuations-0f-State MOAEL..........ccceriiiiiiieiieriieie ettt ettt steesteebeeteeaeenseesaesebeensaenseans 14

2.4 Fuel Pin and Structure MOEL.........c.oouiiieieieiieieeie sttt st ete e enee e 15
2.4.1 Fuel pin configuration and heat-transfer model ............cccoceeviiiiiiiiiiinieeeeeees 15
2.4.2 Can wall configuration and heat-transfer model ..............cccoeviiriiiiinienie e 16

2.5 Neutronics MOAEL......c.coiiiiiiiiiieieieee ettt sttt et st ne b s ens 16
2.6 Status of SIMMER-IITI DeVEIOPMENT .....cccueeiiieiieiieieeieeie ettt ettt ettt eaae e enneens 17
3. Approach to Code ASSeSSMENt PrOGrami..........ccveviiiiieriiiieeieeie ettt et ee e eae e s 28
3.1 Overview of SIMMER-IIT Assessment Program ............cccoecveeierieiienieniieieeie e 28
3.2 Phase 1 ASSESSMENT PTOGIAM .....c.eouiiiieiieiieie ettt ettt ettt et esaee st aesneeeneeenee 29
3.3 Phase 2 ASSESSMENT PTOGTAM .....c..cccuiiiiieiieieeie ettt ettt ettt e teeteenteenaesaaesnaesneaeenaesnseenns 30
3.4 Features of SIMMERC-III from Assessment VIEWPOINt..........ccuereereereeniienieenieeieeieeieeeeevesseseeenns 32
4. Achievement of Phase 1 Code ASSESSIMENL.......cc.eeruieriiiriirriieierie ettt ettt ettt eeteseeeenneens 36
4.1 Synthesis 0f Phase 1 RESUILS ......cccuiiiiiiiiiicieceeeeee ettt ettt et eeeveses e enaeenseeseens 36
4.1.1 Fluid-dynamics alZOTItRIM ........cceiiiiiiiiiiiciicie ettt sttt ste et eaeebeesbeenbeenaesenseenseans 36
4.1.2 Flow regimes, momentum exchange and IFA modeling............ccoccevveerienienienieneeneeieeeeee 40
4.1.3 Heat and mass trANSTET ........coeeieriiririiieteeescecctete sttt ettt ettt s 45
4.1.4 Overall features 0f the COAC......ccouiiiiiiiiiicicceeee ettt et e ve e e beebeeaeens 49
415 SUIMIMATY ©eutiiniieieeieee ettt sttt ettt et et e satesatesbeesbeesbee s bt e be e teenteenseemteemteentesntaeentesatesanesanenns 50

4.2 Problem Areas and Desirable IMProvVemMENts..........c.ccevverieeriierieeiesiesie st sieesteesieeseeesteesaeenseeeesnneeens 50
4.3 Implication for Phase 2 Assessment and Reactor Application............cceeevereeneenieenieenieesieeieeieenenes 52

S COMCIUSION. ....teetieiieie et ettt et et et e et e ettt et e esbeeabeesseesseessessseessasssassaesssesseenseenseenseensseenseenseenseenseensenssenssas 56

iii



JAEA-Research 2019-009

ACKNOWIBAZIMENLS ..ottt ettt ettt ettt et e et e s atesntesaeesatessstesaeesaeesseenseenseenne 58
RETETEIICES ...ttt bttt h bbb bbbt e st et et e bt ebteae e bt e bt et e nbeebesbeeneenbe b 59
Appendix: Summary Reports of Phase 1 SIMMER-III Code ASSESSMENt ........ccceverererreeniierieenieeieeieeneenns 61
Problem 1.1: Ideal gas ShOCK tUDE.........cocuiiiiiiiiiiieeeee et e 63
Problem 1.2: TWo-phase ShOCK tUDE ........cccuiiiiiiiieiieieeie ettt et eaeeaeens 74
Problem 1.3: Oscillating ManOMELET ............ccverierrierieieeieeieeteetesteseesteesteesseesseesseeseesseeseesseessseesseesseens 88
Problem 1.4: One-dimensional SEdiMeNtation ............cceecuerierierierieriieniienieeieet ettt 104
Problem 1.5: Two-dimensional SEdimentation..............cccuerieruieriieiiienieeieeie ettt esiee e ensee e 119
Problem 1.6: One-dimensional SOATUM DOTING.........ccveriieriieiiieiieiieieciecte e se e 129
Problem 1.7: Liquid sloshing wWith partiCles.............ooueriirieriinieieeeieeeeeeeee e e 138
Problem 1.8: Water NammET ........cocccoiriiriiiiiiiinicreetceseeceeet ettt sttt et s ere b v enees 157
Problem 1.9: Impact of lQUIA SIUZS .....eeovieiieiieiieie ettt ettt be e eenbe s ebeenbeenseas 163
Problem 1.10: Steam expulsion by SUDCOOIEd WaLeT ............ccverieriririieieie et s 176
Problem 1.11: Stability of one-dimensional bubble cOlumMN ..........cccecueviiiiiiiiiieieecece e 184
Problem 2.1: Zero-th dimensional POOL fIOW .........ccuevierieriieiiieiieieeieete ettt 189
Problem 2.2: One-dimensional isothermal bubble column ............cccccoviiiiiiiiiiiecieeeee e 200
Problem 2.3: Two-dimensional isothermal bubble column..........c.cccecueriiiiiniinieniieeeeee 206
Problem 2.4: Pressure drop in fully developed fIow .........cccoevuieiiiiiiiiniiieeeeceeeeee e 211
Problem 2.5: Momentum exchange in pipe flOW ........ccooiiiereiierinieieeece e 223
Problem 2.6: Developing annular flOW ...........cooieiiiiiiriiiieieeeeeee et e 234
Problem 3.1: Can-wall heat transter..........ccoiviiiiiiiiiiiincc ettt 248
Problem 3.2: Structure axial heat transfer..........cooeiiiiiiiiiiieeee e 255
Problem 3.3: Film boiling iN SOQIUIM.........eviiiiiriieiieiieiieieeieee ettt sttt et e e enne s 257
Problem 4.1: Fuel freezing: GEYSER €XPErimMENts ........c.cccevieriieriieiieiieieeiesiesiiesieesieesieeseenseenseenseens 262
Problem 4.2: Fuel freezing: SMPR eXPEeriments...........ccveruieiuieiiieiiieieeieeienteseeseeesieesseesseeseesseenseenssens 267
Problem 4.3: Freezing of hot melts in tubes: THEFIS .........cccooiiiiiiieeeeeeeee e 272
Problem 5.1: Condensation of steam on droplet ...........cceerieriieiiieiiieiieieeeeeeseet et 279
Problem 5.2: Droplet @VAPOTAtION ........ccverieriieriieriieiierieeteeteeteeresteseeeeseesteesseesseesseenseensesnsessssesssesseens 287
Problem 5.3: Vapor bubble COLLAPSE ......ocueeuieieiiriieiieeie sttt e enees 296
Problem 5.4: Rapid fuel vapOoriZation............ccueiieriieriieiieiieieeie ettt ettt 304
Problem 5.5: BOIIING 1N @ PIPE..ccurieriieiieiieiieieeieeiteeteetesttesttesteesteesteesseeseeseesseessesssesssesssessnsesssesseesseens 316
Problem 5.6: Vapor condensation 0N StIUCLUIE ..........c.eeevieeveecueeuieiieteeteseeseeeseeesseesseesseesseesseesseessesssens 324
Problem 5.7: Boiling pool with wall heat transfer .............cceoieiiiiriiiiieeeeee e 328
Problem 5.8: Two-phase blowdown: Bartak's PIPe.......cceereeruieriieiiieiieiieiesieseesiesieeseee st esveenaeese s 343
Problem 5.9: Two-phase blowdown: EAWards' pipe (1) ....ceecvieeiieeiieiieeieeieseeeeeseesie et eve e eene e 349
Problem 5.10: Two-phase blowdown: EAwards' pipe (2) ....cocvevveriirierieeierieseereerieeieeeeie e 353
Problem 5.11: Thermite injection into sodium: THINA ........cccooiioiiiiiiiiieeeeeeee e 376



JAEA-Research 2019-009

R = - OO OO 1
L1 AT D BT I oottt eeaen 1
L2 FBAE LUV E T ettt ettt ettt 1
L3 B R ettt ettt 3

2. SIMMER-III 21— KD A 2= L BT UHEEE e 5
2.1 T ROBALIR & IEMATEIR et 5
2.2 SIMMER-TIT D FEAT oottt e e e et e see e e s e s e s s s e ees et s s s s eeseeeseeeean 5
2.3 TR TTEETE T IL ettt ettt 6

2.3 B TR I et 6
2.3.2 BIRIIMRIE oottt 7
2.3.3 TRARTHTE T T T U TR I ettt 8
2.3.4 BEIEITETE T /1 oottt ettt ettt 8
2.3.5 TEENEATHABIELT T /L oo 10
2.3.60 BMETERRETTE T/L oottt 11
23,7 B OVE B BT T T /L ettt ettt 12
2.3.8 BIUIBIET T T I oottt ettt 13
2.3.9 BRIETTERIUTE T /L ettt 14
2.4 REFE L BLOMEIERT TE T 7L ettt et 15
24.1 BREFE S DOFCE L OBMETET T /L oot 15
242 EEEDELE M OBMETET T /L oo 16
2.5 BERFFETE T IL et 16
2.6 SIMMER-IIT D BHFEIRIIL oot et 17

3. T RHREET T T INDITEE oot 28
3.1 BREEFFIETODHEZE oo et 28
32 B L HIIRGE T T8 27T I oot 29
3.3 FB 2 HIIBGE T T8 77 LN ettt 30
34 22— RRREEIZBI 2 SIMMER-IT DB oo 32

4, BV HIRREE T T 77T INDFEEL oot 36
A1 B 1 R AR DR R AT oo 36
A1 TRIETTZET TV U RN ettt 36
4.1.2 FREHRER, EEN RN OBEITE T T /L oo 40
A.1.3 B OV EIEAT oottt ettt 45
A4.1.4 T ROBRIRITEIVE oottt et 49
A1.5 TEHT ettt eeeeen 50
42 MRER OB TE DUCILTIIE oottt et 50
43 F2HMRFET 0 7 T DR OFEREIRHT DRI e 52

LT = OSSO RR P 56

B T et ettt et ettt e ettt 58

BEFE IR oottt ettt ettt ettt 59

£14% + SIMMER-IIL 25 1 B EERTE DI oottt 61

RERE 1.1 BRAR G DRI oottt 63
R 12 BT T oottt 74
MHRE 1.3 0 U FTEPNDTEIRIREN oo 88
RHRE 1.4 1 1 IRTETEIRTLBE oo 104
REHRE 1.5 0 2 URTTIIRISTEIE oottt et s e seenas 119
FERE 1.6 0 1 IRTTTT R U T T oottt ettt ettt eaeeens 129
RARE 1.7 : Ri T2 BRIV D) AL 7 S/ et 138



ﬁ:ﬁ% 1.8 :
Ftﬁ% 1.9 :

RRE 1.10 :
R 1.11 :

ﬁ:ﬁ% 2.1:
fEE 2.2 :
i 2.3
i 2.4
ﬁ:ﬁ% 25
fH 2.6 :
eE 3.1 :
ﬁﬁ% 3.2:
an% 33:
Rl 4.1
e 4.2 :
ME 4.3 :
il 5.1
M 5.2 :
M 5.3 :
R 5.4 :
Fltﬁ% 5.5:
M 5.6 :
ﬁﬁ% 5.7 :
an%g 58 :
MIE 5.9 :
IR 5.10
RiIEE 5.11

s 2 RO RatE
D FEE LT O IR

: BREHEE © GEYSER FEB

L IKFRR DWEH ~ D

: FHT m—& 7 Edwards /XA T(2)
: MU U LR ASOFMADER : THINA 5

JAEA-Research 2019-009

KE (T —HF—nr~v—)
TRIR A Z 7 DfETZe
Y77 — KT & B KFRERDOPEH
1 otKJatE DL ENE
0 RIT 7 — Lk
1 ot iR KTk

BNIRIZ I T 2 EE) RAZ
Jg i LB
BEEASOEMRE
REIEA W7 W BEAT
Rl NURVRNGY v

BREHE L © SMPR FEBR
E R EMA O N E AL« THEFIS 325

R RS8R D = L 26— R AT

RGBS~ D 2K SUEEAT
BE~DOBREL BT —
M7 r—X%v . Bartak /N A
M7 m—% v Edwards /31 (1)

vi



JAEA-Research 2019-009

Authors of the Original Internal Document in 1996

Sa. Kondo (compiler), Y. Tobita, K. Morita, K. Kamiyama

(Power Reactor and Nuclear Fuel Development Corporation®!, Japan)

D. J. Brear (compiler), E. A. Fischer

(International Fellows, Power Reactor and Nuclear Fuel Development Corporation®!, Japan)

W. Maschek, C. -D. Munz, M. Flad, S. Kleinheins, G. Arnecke,
E. Hesselschwerdt, M. Goz, H. Jacobs, B. Stehle,

(Forschungszentrum Karlsruhe™?, Germany)

T. Jeanne

(Institut de Protection et de Streté Nucléaire *, France)

P. Coste, D. Wilhelm, F. Boulanger, S. Vandroux-Koenig

(Commissariat a ’Energie Atomique *, France)

Organizations as of 2019

*1 Japan Atomic Energy Agency (JAEA), Japan

*2 Karlsruhe Institute of Technology (KIT), Germany

*3 Institut de Radioprotection et de Stireté Nucléaire (IRSN), France

*4 Commissariat 2 I’Energie Atomique et aux énergies alternatives (CEA), France

vii



H(x)

ke
kr

qc

On
Owmr
Ovc

Onr
S

t

T

v

VM
Greek symbols

a

Qo

ap

ap

e

JAEA-Research 2019-009

Nomenclature

Binary-contact area per unit volume

Fitting constant in EOS equations
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Turbulent thermal conductivity

Inter-field momentum exchange function
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Maximum void fraction for bubbly flow in a cell
Maximum void fraction for dispersed flow in a cell
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Macroscopic density

Specific volume
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AT Temperature difference between components

A mass-transfer rate per unit volume

I Total mass-transfer rate per unit volume from component m
Iqqr Mass-transfer rate from g to g’

Tyr Melting or freezing rate for mass interchange

Iy Vaporization or condensation rate for mass interchang

Subscripts and superscripts

B Bubbly flow regime

Crt Critical point

D Dispersed flow regime

G Gas/vapor mixture

1 Interfacial quantity

GL Terms existing at interfaces between vapor and an averaged liquid velocity

M Energy component

m Density component

q q' Velocity fields

qq' Terms existing at interfaces between velocity field ¢ and ¢’

qS Terms existing at interfaces between velocity field ¢ and structure
Structure

S Structure-field energy component

s Structure-field density component
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1. Introduction
1.1 Notes to the Present Publication

The SIMMERC-III liquid-metal fast reactor (LMFR) safety analysis computer code was developed at
the Power Reactor and Nuclear Fuel Development Corporation (PNC) in the 1990s.)  After the completion
of Version 1 of SIMMERC-III, a code having all the fluid-dynamics models originally intended at the start of
the Project, the code assessment (validation and verification, or V& V) program was initiated, in collaboration
with the European research organizations, in two phases: Phase 1 mostly for verification and Phase 2 for
validation. In the early Agreement on this joint study, publication of technical achievement was restricted
rather strictly. For this reason the Phase 1 study completed in 1996 was compiled only as an informal
document of PNC, even though Phase 1 is basic study oriented and essentially involves no proprietry

imformation.

The above restriction was later relaxed and the Phase 2 study completed in 2000 was documented as
an open report?). The Phase 1 document, after two decdes since its original compilation in 1996, is believed
to retain its original archival value even today, and therefore it is strongly recommended that the Phase 1
document be re-produced and published as an open report. Moreover, combined Phase 1 and Phase 2
reports could complete the first comprehensive study for SIMMER-III V&V efforts. The purpose of the
present report is to compile the achievement of the Phase 1 assessment program, by re-producing the most

parts of the original document.

Not all the results and conclusions of Phase 1 are valid at present any longer, since only early code
versions were used in the study. Many of the problem areas identified in Phase 1 had alreacy been reflected
to later model imrovement or addition. Some of the test problems were re-visted in Phase 2 to further
validate new versions of the code and evaluate its applicability to reactor cases. Section 1.3 gives additional

remaks on these points. Section 1.2 comes from the intruduction to the original Phase 1 document.

1.2 Historical Perspective and Purposes

The consequences of postulated core disruptive accidents (CDAs) have been and still is one of major
concerns in the safety LMFRs. Although the extensive safety design effort for accident prevention has
made the occurrence of such an event extremely unlikely, the importance of CDAs is still emphasized from
the viewpoint of safety design and evaluation to appropriately mitigate and accommodate the consequences
and thereby to minimize the risk to the public. A recent comprehensive assessment of an unprotected loss-
of-flow accident, a representative CDA, shows that a recriticality and resultant energetics potential during
the so-called transition phase is one of the most important risk contributors®4. Complexities of evaluating
the transition phase, together with limited direct experimental data in comparison with the initiating phase of

CDAs, tend to introduce relatively large uncertainties in the safety analysis.

In this area, the SIMMER-II code was developed at the Los Alamos National Laboratory (LANL)
starting in the 1970s as the first tool of its kind,” and has been used in many experimental and reactor
analyses.®”  The code has played a pioneering role, especially in studying the transition phase

phenomenology, and was extensively tested, used and improved worldwide. =~ However, extensive
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application also revealed several serious limitations in virtually all the major areas of fluid dynamics,
particularly in: heat, mass and momentum constitutive relationships; the multiphase-flow numerical solution
methods; the multicomponent equation-of-state (EOS) formalism; and the fuel-pin and structure models.
These deficiencies and shortcomings have limited the code applicability and reliability, and the code can no

longer be considered as a state-of-the-art tool for reactor safety analysis.

The next historical step was the development of a small prototype fluid dynamics code, AFDM
(Advanced Fluid Dynamics Model) 7. It used advanced solution methods and models, but its scope is for
model testing, rather than reactor application. Therefore there was still the need for developing an advanced
reactor code. Based on the past experiences, the development of such a next-generation code, SIMMER-
III, was initiated at around 1990 at PNC, initially in collaboration with LANL. Although the code still
retains an LANL originated naming of “SIMMER?”, it is not an extention of or improvement from the former
SIMMER-II. SIMMER-III has been designed and coded from zero. The SIMMER-III effort at PNC was
later participated by AEA Technology, United Kingdom, Forschungszentrum Karlsruhe (FZK), Germany,

and Commissariat a I'Energie Atomique (CEA), France.

The purpose of SIMMER-III is to alleviate some of the above limitations and thereby to provide a
next-generation tool for more reliable analysis of the transition phase. SIMMER-III is a two-dimensional,
three-velocity-field, multiphase, multicomponent, Eulerian, fluid-dynamics code coupled with a space- and
energy-dependent neutron dynamics model. The scope of the code development effort is determined
primarily from the needs of the accident-analysis point of view and is optimized so as to utilize either existing
or achievable technologies. The achievement and experience gained in the AFDM development are used
to maximum extent. The advanced features of the code resolve many of the problems associated with
SIMMER-II, as summarized in Table 1-1. SIMMER-III is intended to be a generalized code that is useful
for analyzing relatively short-time-scale multiphase flow problems with or without neutronics. Although
the original objective of SIMMERC-III is primarily to resolve some of the key LMFR CDA issues, its flexible
framework enables us to apply the code to various areas of interest which are consistent with the SIMMER-
IIT modeling framework. It is believed, therefore, that the future application of the code will possibly
include: accident analyses of any types of future or advanced fast reactors, steam-explosion problems in

current- and future-generation light water reactors, and general types of multiphase flow problems.

The development of the SIMMERC-III code has successfully reached the milestone that integrated code
application has been initiated.”” Major physical models have been completed and they have been integrated
into a fluid-dynamics code system, that is Version 1. A number of functional and verification tests
performed during its development have been very promising, demonstrating that the advanced features of the
code can reasonably simulate some of the phenomena not treated by the previous codes. Since SIMMER-
IIT is expected to become a standard tool for LMFR safety analysis with likely application to licensing
calculations, the models must be extensively validated as far as appropriate. For this reason, the partners of
the SIMMERC-III program agreed to conduct a systematic and comprehensive validation of the code. This
effort, termed more generally as "the assessment program"”, consists of two phases: Phase 1 for fundamental
or separate-effect code assessment of individual models; and Phase 2 for integral code assessment for key

physical phenomena relevant to LMFR safety.
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The Phase 1 assessment program has several objectives. First the code must be validated on an
individual model basis. Second even though SIMMER-III can model complex interacting phenomena, the
code still has to simulate simple problems such as single-phase flows and water two-phase flows. From
these aspects, SIMMER-III can be compared with existing state-of-the-art fluid-dynamics codes used for
multi-phase flow simulation. Third model by model validation in Phase 1 assessment is ideal for checking
and debugging complex programming of SIMMER-III. Fourth simple test problems are easier to set up,

and hence the users can easily become familiar with the code.

A total of 34 test problems were defined for the Phase 1 assessment, which has been jointly conducted
by PNC, FZK and CEA. Roughly half of the test calculations were performed in Europe, based on their
technical expertise and own experimental data. This gives the program a character of "independent
assessment". This report is intended to be a synthesis document of the Phase 1 code assessment, describing
all the results of the test problems defined. Each problem is documented as “summeary report” in the same

format to facilitate readers' understanding.

1.3 Additional Remarks

The models of SIMMER-III are concisely described in Chapter 2, so that the results of assessment can
be understood in relation to the models. In Chapter 3, the overall approach to the SIMMERC-III Phase 1 and
Phase 2 assessment programs is described. The Phase 1 test problems are described as the summary reports
in Appendix to this report. The summary reports contain the results of the Phase 1 assessment, where the
contributions from participants is included with minimal editorial modification. Positive and negative
views by each contributor are included as they were originally written. Chapter 4 is an attempt to evaluate
the achievement of Phase 1 assessment, and synthesizes the views on the present SIMMER-III performance
and desired future model improvement. Even though many of the test problems are for basic validation of
fluid dynamics, the implications from the Phase 1 assessment for the Phase 2 assessment and reactor

application are also discussed in Chapter 4.

The Phase 1 assessment study was performed from 1993 to 1996, and Version 1 of SIMMER-III
(Veresions 1.A to 1.J) was used. The error corrections and model improvement recommended from Phase
1 were made to develop Version 2 of SIMMER-III®, which was used in Phase 2 assessment. It was
confirmed that many of the problem areas were resolved in Version 2. The challenges still remaining are
described in the Phase 2 report?. The code has further evolved to Version 3. Yet the shortcomings
arrising from the basic framework of the code cannot be resolved. Concerning one of the most important
examples of such shortcomings, dimensionality, was actually improved by development of three-dimensinal
SIMMER-1V code, Version 1 in 2000!9 and Version 2 in 2003!D. In SIMMER-IV, the fluid convection
equatations are solved in three dimensions and the four lateral mesh cell boundaries are defined. The
physical models of local heat and mass transfers and momentum coupling are identical in the two codes.
This means the results of code assessent studies with SIMMERC-III are applicable to SIMMER-IV as well.
Furthermore the limitations coming from the numbers of components were improved by increasing the

number of velocity field and adding new components in the latest code verisons.
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Table 1-1.

Accident analysis aspects of advanced SIMMERC-III features

Key Accident Phenomena
(Current Problem Areas)

Advanced SIMMERC-III Features
(Improvement from SIMMER-II)

Pool boil-up exaggerated due to instantaneous
interfacial areas

Interfacial area convection with time-
dependent source terms

Liquid interface smeared due to numerical
diffusion

Higher-order differencing for better resolution

No fuel/ steel separation nor fuel penetration
into coolant

Three-field model allows liquid relative
motion

Liquid/vapor coupling overestimated in low
void fraction pool

Modeling a bubbly flow with smooth
transition between flow regimes

Instantaneous fission gas release upon pellet
breakup

Accommodate fission gas in liquid/
particulate fuel and model its release

Can wall melt-out treated unphysically

Separated left/ right walls with 2-node
representation

Instability upon single/two phase transition

Consistent treatment of single-phase cells
with new analytic EOS

Pressure drop along a pin bundle
underestimated

Modeling proper channel flow regimes with
smooth change

No fuel/ steel vapor condensation on coolant

Modeling all the important mass-transfer
processes

Instabilities of vaporization/condensation and
EOS at high temperature

A new model with improved solution
procedure and consistent/accurate EOS

Poor conservation of mass and energy

Improved by semi-implicit method and
consistent single-phase treatment

Maintainability, structure, user friendliness,
vectorization, etc.

Improved and optimized in totally new
programming
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2. Scope and Outline of SIMMER-III Models
2.1 Code Framework and Geometry

The conceptual overall framework of SIMMERC-III is shown in Fig. 2-1.  The entire code consists of
three elements: the fluid-dynamics model, the structure (fuel pin) model, and the neutronics model. The
fluid-dynamics portion, which constitutes about two thirds of the code, is interfaced with the structure model
through heat and mass transfer at structure surfaces. The neutronics portion provides nuclear heat sources
based on the mass and energy distributions calculated by the other code elements. Without the neutronics,
nuclear heat source can still be provided by power-versus-time table, based on input specification and specific

power density distribution.

To increase the computational efficiency, an optimized hierarchy of three-level time-step control is
implemented; that is, the fluid-dynamics, reactivity (and fuel pin heat transfer), and flux-shape time steps in
the order from the smallest. This time-step control scheme is shown in Fig. 2-2, and the overall

computational flow in Fig. 2-3.

The basic geometric structure of SIMMERC-III is a two-dimensional R-Z system as shown in Fig. 2-4,
although optionally an X-Z or one-dimensional system can also be used for various fluid-dynamics
calculations. The neutronics mesh is a sub-region of the fluid-dynamics computational mesh. In each
mesh cell, the structure-field volumes are defined for the fuel pin and can wall components, which are
stationary and provides walls containing fluid flow. Unlike SIMMER-II, the can walls with refrozen crust
fuel attached on them are distinguished between left and right cell boundaries for improved simulation of a
core melt-out behavior. In addition, the structure surface nodes are separated from the interior nodes to

improve thermal response from contact with the fluid.

The remaining volume (1 — ag) is occupied by fluid having three velocity fields. When the cell
vapor volume fraction falls below a certain non-zero value «,, the mesh cell is regarded as single phase.
This treatment is necessary, even in SIMMER-III, for the numerical reason that a vapor state is explicitly
treated even in a single-phase liquid cell. The treatment of single-phase cells consistent with two-phase
cells eliminates such problems observed in SIMMER-II as vapor mass non-conservation and unphysical
pressure behavior upon phase transition. The value of @, can be made reasonably small (for example, 104),

compared with the former codes, such that any errors associated with this approximation are negligible.
2.2 SIMMER-III Components

The complete lists of the structure-, liquid- and vapor-field components are shown in Tables 2-1
through 2-3. In these tables, the lower-case subscripts denote density components while the upper-case
subscripts denote energy components commonly used throughout SIMMER-III. The fuel components are
divided into fertile and fissile in their mass (density components) to represent different enrichment zones in
the core. However, the two materials are assumed to be mixed intimately, and hence the single temperature
is assigned (energy components). Namely, the macroscopic (smeared) densities of a fuel component has

the following equivalence:
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Ps1 = Ps11+Ps2 (1

Since the component specific volumes (not microscopic densities) are used in the SIMMER-III EOS model,

macroscopic densities are converted to volume fractions by:
Os; = Ps1Vsy (2)

The pin fuel interior component is not included in Table 2-1, because it is treated only in the fuel-pin
model. The pin interior is modeled by one-point temperature node in a standard simple model, whereas an
optional detailed model calculates the radial temperature distribution. The fuel pin related components are
listed in Table 2-4. The intra-granular and inter-granular fission gas in the pin fuel, separately modeled in
SIMMER-II, are not distinguished in SIMMER-III, because such detailed treatment is judged to be beyond
the scope of this code. Improvement exists, however, in the modeling of fission gas in the liquid-field fuel
components (see Table 2-2) and this eliminates a problem of instantaneous release and unphysical

pressurization observed in SIMMERC-II.

The default assignment of fluid components to the three velocity fields is also shown in Tables 2-2
and 2-3. The present selection is made such that the relative motion of fuel with either steel or coolant can

be simulated. This assignment can be changed through user-specified input.

Finally the vapor species are assumed to be completely mixed and a single energy is assigned to the

vapor field.
2.3 Fluid-Dynamics Model
2.3.1 Fundamental differential equations

In SIMMERC-III, conservation equations are written for independent variables in a unit volume. and
the mass and energy are represented by macroscopic density and specific internal energy, respectively. The
conservation equations involving fluid mass, momentum and internal energy are:

0pm

W +V- (pqu) = —Fm (3)

0pgv _ B
_;t 14 Z V- (Ppmvqvq) + agdp — pgg + Kgsvq — Z Koq (Vg —vg) —VM,
meq q’

4)
= Z Iqqr [H(qu')"q + H(rq'q)vq']
q’
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dpye _ Jda
glt LA z V- (pmemvq) +p [a_tM +7- (anq)]

meM

5
- é Zq:Kq’q(vq —vg1) - (Vg = Vqrq) + KqsVq - (Vg —vgs) + VM, (5)
) (vq - ”GL)‘ = Qn + Qu ) + Qy(h,a,AT)

In the above equations, the density components are subscripted by m, the energy components by M, the
velocity components by ¢, and p,, = oy /vy (other symbols are described in Nomenclature of this report).
Similar to the former codes, component mass and energy are represented by macroscopic density and specific
internal energy in SIMMERC-III, such that the equations are written for a unit volume. The mass and energy
equations for the fuel-pin and can-wall components, which are stationary, have similar expressions but do
not involve the convection terms. The momentum treatment in Eq. (4) for the vapor field includes a virtual
mass term to provide a significant stability improvement. The AFDM manual discusses this effect and other
conceptual assumptions of these basic equations!?. In addition to the above equations, a model for
convecting interfacial areas is attempted in SIMMER-III to better follow phenomenological histories, as
described in Section 2.3.4.

2.3.2 Overall solution procedure

The overall fluid-dynamics solution algorithm is based on a time-factorization approach developed
for AFDM, in which intra-cell interfacial area source terms, heat and mass transfer, and momentum exchange
functions are determined separately from inter-cell fluid convection. There are four steps in this algorithm
as shown in Table 2-5 and Fig. 2-5.

Step 1 of the fluid-dynamics algorithm solves Egs. (3) - (5) for intra-cell transfers whilst ignoring the
convection terms. The computational flow through Step 1 has the following parts:
1. Perform energy and mass transfer operations associated with fuel-pin or can-wall breakup whenever
the break-up criterion is satisfied.

2. Determine structure configuration and calculate structure heat-transfer coefficients.

W

Update convectible interfacial areas with source terms and determine binary contact areas between
energy components.

Calculate momentum-exchange functions.

Calculate fluid heat-transfer coefficients.

Calculate fission-gas release from liquid and particulate fuel.

Update internal energies due to nuclear heating.

© N 0Nk

Perform heat and mass transfer operations due to non-equilibrium melting/freezing and
vaporization/condensation.

9.  Calculate can-wall heat transfer.

10. Calculate inter-cell heat transfer.

11. Update velocities and interfacial areas based on mass transfers.
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This extremely complex procedure of Step 1 operations is a central reason why the intra-cell transfer

is decoupled with the inter-cell convection.
2.3.3 Fluid convection algorithm

Steps 2, 3 and 4 solve fluid convection by integrating Eqgs. (3) - (5) whilst ignoring the source terms
on the right hand sides. First Step 2 explicitly estimates the end-of-time-step variables to initialize for the
pressure iteration. While the first-order donor-cell differencing scheme is optionally used, a higher-order
spatial differencing is the standard scheme to reduce numerical diffusion. The latter was based on the
AFDM formulation.

Step 3 performs the so-called pressure iteration that obtains consistent end-of-time-step velocities and
pressure using a multivariate Newton-Raphson method. During the pressure iteration, selected sensitive
variables are allowed to change from the Step 2 estimates to make their residuals to zero. These variables
are: the total density of liquid 1, the density of steel, the density of sodium (and control particles), the total
density of vapor mixture, the vapor temperature, and the difference between EOS pressure and cell pressure.
In addition, an advantage over the previous AFDM approach is the elimination of an inefficient internal EOS
iteration to obtain mechanical equilibrium among compressible fluid components.  This is done by defining
the EOS pressure as a function of the cell pressure, and the latter is related to the amount of liquid

compression.

The matrix solution methods currently used for the pressure iteration are: a direct inversion method
and an ILUBCG (Incomplete LU-decomposition Bi-Conjugate Gradient) method. The latter is more
advantageous for larger problems, typically with more than 1500 mesh cells. A simple tri-diagonal matrix

solver is used for one-dimensional problems.

Finally Step 4 performs consistent mass, momentum and energy convection based on the semi-implicit

algorithm. The interfacial areas are also convected consistently in this step.

Although this modularized, four-step method is advantageous and flexible enough to allow future
improvement or exchange of different intra-cell models, problems can arise from decoupling intra-cell mass
transfer from the inter-cell fluid convection. Practically this is known to introduce time-step-size sensitivity
problems, when the fluid convection is strongly driven by the intra-cell source terms. A completely
integrated fully-implicit approach is obviously impractical in a complex multiphase, multicomponent
framework of SIMMER-III. However, an additional time step control has been implemented by monitoring
the pressure change between the intra- and inter-cell transfers, and it was shown that this problem is partially,

but reasonably, mitigated.
2.3.4 Interfacial area model

The interfacial area modeling successfully attempted in AFDM!® was extended to the SIMMER-III
multicomponent system, with slightly simpler but more comprehensive representation of flow topologies.
To obtain the mass, momentum, and energy transfer terms, the binary contact areas must be determined for

42 possible contact interfaces among seven fluid energy components and three structure surfaces (a fuel pin,
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left can wall and right can wall). These binary contact areas are determined based on the convectible

interfacial areas and a flow regime which describes the topology of the multiphase flow.

Flow regimes are modeled for both pool flow, in which the effect of the structure is negligible, and
channel flow, which is confined by structure. The present flow-regime representation is rather simple; for
instance, only bubbly, dispersed and in-between transition regimes are modeled for the pool flow (see Fig.
2-6) 9. The upper limit of the bubbly regime and the lower limit of the dispersed regime are defined by
user-specified void fractions, ay and «p, respectively, with the typical values being 0.3 and 0.7. In the
SIMMER-III flow-regime modeling, it is generally assumed that a cell consists of two local regions: a bubbly
and a dispersed regions'?. This is schematically illustrated in Fig. 2-7. In Fig. 2-6, the transition regime
is defined as a combination of the two regions, which always have the void fractions ap and ap. This
means that the transition regime, more commonly called a churn-turbulent flow regime, is defined non-
mechanistically as an interpolated flow regime. However, this treatment is very advantageous because the
flow characteristics can be determined continuously over the entire void fraction range, without abrupt

change upon flow-regime transition.

The modeling approach taken for the channel flow regimes is essentially the same, but special flow
characteristics resulting from the effects of channel walls also have to be considered. The channel flow-
regime map is shown in Fig. 2-8 for the nine flow regimes modeled as the functions of the vapor volume
fraction and the liquid entrainment fraction. The latter is related to the inter-phasic velocity difference,
taking into account the flooding criterion for a liquid film on structure. Since we cannot distinguish a liquid
film on a fuel-pin surface from one on a can wall, there remain some uncertainties. No geometric picture is
given for the interpolated flow regime, where the quantities are estimated purely by mathematical

interpolation.

This multiple flow-regime treatment in SIMMER-III significantly improves the code applicability to
reactor and experiment analyses over the previous SIMMERC-II, in which only a dispersed droplet flow is
modeled. It is also intended to provide a consistent framework of the flow regime map, over the entire

range of void fraction, with smooth and stable transitions between flow regimes.

The interfacial area convection model improves the flexibility of SIMMER-III by tracing transport
and history of interfaces, and thereby better represents physical phenomena. Ishii'» proposed a convection

equation for the interfacial areas per unit volume in a general form:

0A
SEV - (Ayw) = Z S ©

where A,, is the interfacial area of component M per unit volume and Sy, denotes the source terms of the
interfacial area. This formulation is difficult to be implemented into a Eulerian code such as SIMMER-III
because the real velocity of an interface cannot be determined easily. Therefore, we made a compromise
that a convective interfacial area is defined as a surface area of an energy component and is convected with
the same velocity. A total of nine interfacial areas associated to moving energy components are presently
defined. These are: the surface areas of real liquids (fuel, steel and sodium) in the bubbly region; the surface

areas of real liquids in the dispersed region; the surface areas of fuel and steel particles; and the surface area
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of bubbles in the bubbly region. A special treatment is modeled to avoid abrupt changes in such situations
that the area convection occurs into a cell having a different void fraction. This is done by additional local

convection (diffusion) terms between the bubbly and dispersed regions'®:

aAM‘B
ot +V- (AM,B’V) = Z Supk — Amp-p (7)
3
at‘ + V- (Aypv) = z Supk — Amp-B (8)
K

where Ay p and Ay p are the convective interfacial areas of component M in the bubbly and dispersed
regions, respectively. The second term on the right side denotes the diffusion between the two regions.
The changes of interfacial areas due to hydrodynamic breakup, flashing, turbulence-driven breakup,
coalescence, and production of droplets or bubbles are treated as "source terms" in the interfacial area

convection equation.

The binary contact areas are then calculated using the convective interfacial areas, structure surface
areas, component volume fractions, physical properties, etc. The present model basically calculates the
contact areas based on the volume fractions of the fluids and a "summation rule" that the sum of binary
contact areas over a component should be equal to the convective interfacial area (surface area) of the
component. For the fluid-fluid contacts between moving discontinuous components, a theory developed
for SIMMER-II is used.

2.3.5 Momentum exchange functions

Since both theoretical and experimental knowledge is limited for a multicomponent three-velocity
flow, the developed formulations are based on engineering correlations of steady-state two-velocity flow.

Fluid-structure, fluid-fluid drag and liquid-vapor virtual mass effects are formulated.

The momentum exchange function between velocity fields ¢ and g', Kgq,, in the momentum equation
is a function of the drag coefficient and interfacial areas. Between the continuous and the discontinuous
fields, the momentum exchange function consists of laminar and turbulent terms. The laminar term is
described by Stoke's law, and the turbulent term is proportional to the inter-phase velocity difference with
the drag coefficient based on Ishii's drag similarity hypothesis'®.  Since standard two-phase pressure drop
correlations are not applicable in the three-field situations, the momentum exchange functions between
continuous fluids and the structure are calculated separately by Reynolds number correlations. Here the
effective hydraulic diameters are defined by the respective binary contact areas and the fluid volume fractions.
The validity of this treatment was confirmed by comparing the two-phase pressure drop in a bubbly flow in
a pipe with the traditional treatment using Lockhart-Martinelli multiplier. For the momentum exchange
function between two discontinuous velocity fields or between a discontinuous field and the structure, only

a turbulent term is considered and a constant drag coefficient is employed.

The momentum exchange functions are defined separately for the bubbly and dispersed regions. To

smooth the transition between liquid and vapor continuous flows, these two values are averaged

,10,
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logarithmically, since the momentum exchange function may differ by several orders of magnitude between

the two regions.!?

Solid mobile particles in a flow require a special consideration, since since the presence of particles,
depending on their volume fraction, should significantly increase the hydrodynamics resistance of the flow.
Therefore the concept of effective particle viscosity is introduced to particle components as a function of
particle volume (packing) fraction and it is used in defining the total viscosity of each liquid velocity field.

This model is crucial when the fuel blockage formation due to particle jamming is simulated.
2.3.6 Heat-transfer coefficients

Heat-transfer coefficients (HTCs) are required to perform the heat and mass transfer calculations.
The heat and mass transfer paths between the fluid energy components are illustrated in Fig. 2-9. HTCs are
defined for 42 binary contacts between the energy components and contribute to 30
vaporization/condensation (V/C) paths and 20 melting/freezing (M/F) paths. The coefficients control heat
transfer between the bulk and interface temperatures for each liquid energy component and for the gas/vapor

mixture.

The HTCs are based on quasi-steady state heat transfer correlations. The correlations take account
of the Prandtl number range of the interacting fluids, which is particularly important when calculating heat

transfer in liquid metals.

Solid particles are treated as rigid spheres, and heat transfer is controlled by conduction. Liquid
droplets and gas bubbles were also treated as rigid spheres but the effects of internal circulation and
oscillation of fluid particles are also treated. In the latter case conduction is augmented by convection in
the fluid particles. In the dispersed flow regime the heat transfer between moving droplets can be calculated

as a function of the contact times.

Forced convection heat transfer from continuous phase liquids or gas to solid particles is calculated
using correlations obtained from forced flow over spheres. Fluid spheres are treated as rigid spheres at low
Reynolds number, but at higher Reynolds numbers alternative correlations are used to take account of internal
circulation in the fluid particles. When the velocity difference between the continuous and dispersed phases
is low the forced convection heat transfer can be augmented by natural convection heat transfer. Heat
transfer between continuous phase liquid or gas and structure is calculated using correlations obtained for

forced convection single-phase flow in pipes.

A model to calculate HTCs in the event of film boiling around a hot droplet or particle in a continuous
phase coolant liquid is also available in SIMMER-III. The model can significantly reduce heat fluxes due

to the insulating effect of the vapor blanket.

The HTCs are defined for the bubbly, annular and dispersed flow regimes. HTCs in intermediate
flow regimes are computed by interpolation between well-defined flow regimes. The interpolation is
performed using logarithmic averaging to smooth the transition between flow regimes. In addition the

HTCs of two liquid components are interpolated between the continuous and discontinuous phase HTCs

,11,
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when neither liquid forms a dominant continuous phase. This avoids sudden changes in heat transfer caused

by small alterations in volume fractions of the components.
2.3.7 Heat and mass transfer model

After the interfacial areas and heat-transfer coefficients are determined, the conservation equations
without convection are solved for intra-cell heat and mass transfer in two steps.  The first step calculates the
phase transition processes occurring at interfaces, described by a non-equilibrium heat-transfer-limited model.
This is a non-equilibrium process because the bulk temperature does not generally satisfy the phase-transition
condition when the mass transfer occurs at the interface. The second step of mass and energy transfer is
through an equilibrium process occurring when the bulk temperature satisfies the phase-transition condition.
At 42 possible interfaces defined in SIMMER-III, all the important non-equilibrium mass-transfer processes
are modeled, including 30 V/C paths and 20 M/F paths. Note that in the V/C transfers condensation
processes of fuel or steel vapor on other colder liquids are included to avoid the SIMMER-II/AFDM problem
of nonphysical presence of supercooled vapor. The M/F transfers include the crust formation on a can wall
that furnishes thermal resistance, and steel ablation and particle formation that contribute to fluid quenching
and bulk freezing. In addition, 8 equilibrium M/F transfers are performed to eliminate supercooled liquids
or metastable solids as a result of heat transfer and nuclear heating. The mass-transfer processes actually
modeled are selected in consideration of their importance in and effects on the behavior of materials in the

transition-phase.

The basic concept of the non-equilibrium mass transfer model is described using Fig. 2-10, in which
a binary contact interface of the energy components A and B is shown. This is a heat-transfer-limited
process where the phase transition rate is determined from energy balance at the interface. The heat transfer

rates from the interface are:

dag = Aaphap (T/{,B - TA) )

- aA,BhB,A (T,L{,B - TB) (10)

where TI{_B is the instantaneous contact interface temperature due to heat conduction without phase

transition. The net energy transfer rate from the interface is defined as:
s = qap +dsa (1)
If the net heat flow g} 5 is zero, sensible heat is exchanged without phase transition.

If qfw is positive, namely the energy loss at the interface, either a liquid component freezes or a

vapor component condenses. Then the mass transfer rate for this case is determined from:

I
Ll =- qA'B_I if the component B is formed by phase transition, or (12)
’ I’A - lB
q!
IOl =- A’B_I if the component C is formed by phase transition. (13)
’ la — ¢

,12,
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If qﬁl_ g 1snegative, on the other hand, namely the energy gain at the interface, either a solid component melts

or a liquid component vaporizes. Then the mass transfer rate for this case is determined from:

I

I, = ,IqA‘B, if the component A is formed by phase transition, or (14)
’ lA - I’B
q!
iy = i 22 ifanew component D is formed by phase transition. (15)
© lp—ip

In the above four equations, the heat of phase transition (the effective latent heat) is defined as the difference
between the enthalpy at the interface and the bulk enthalpy of a component undergoing a phase-transition

process.

In the non-equilibrium V/C model, the mass-transfer rates are determined from net energy gain or loss
at an interface divided by the effective latent heat. The interfacial energy loss means that condensation must
occur to conserve energy, while the interfacial energy gain means that the energy is going into vaporization.
The energy- and mass-conservation equations coupled with EOSs are then solved iteratively using the mass-
transfer rates obtained. In the solution procedure, based on a multivariate Newton-Raphson method, five
sensitive variables (three condensable vapor densities, coolant energy and vapor temperature) are updated
implicitly, whereas the remaining less sensitive variables are updated explicitly following the convergence
of the iteration. In a single-phase cell, vapor is assumed to always exist in a non-zero small volume,
ay(1 — ag), so its density and energy are calculated consistently with two-phase cells to avoid numerical
difficulties. Currently, the single-phase V/C calculations are performed using the same procedure as two-
phase cells except for the energy transfer between liquids. At a liquid/liquid interface, such as fuel/sodium
contact in a two-phase cell, vaporization can occur, and in this case the interface temperature is defined as
the saturation temperature of a vaporizing material. In a single-phase cell, however, the interface
temperature of the liquid/liquid contact is defined so that no vaporization is caused by the energy transfer
between the liquids. Instead phase transition occurs only when the liquid temperature increases sufficiently

to cause vaporization at a liquid/vapor interface.

The M/F calculation is also based on the two modes: non-equilibrium and equilibrium processes.
The former is similar to the V/C processes; however all the variables are updated explicitly except for the
coolant energy, which is identified as sensitive. ~After calculating the heat and mass transfer resulting from
non-equilibrium processes and structure heat transfer, the equilibrium M/F rates are determined by comparing

the updated component energy with its liquidus energy for freezing or its solidus energy for melting.

The intra-cell heat and mass transfer calculations result in updated component volume fractions and

masses. The convective interfacial areas and velocities are then adjusted consistently.
2.3.8 Inter-cell heat transfer

SIMMER-III, like its preceding codes SIMMER-II and AFDM, originally calculated only intra-cell
heat transfer, and could not transfer energy between cells except for the energy transfer by convection.

However, a treatment of inter-cell heat transfer was essential to analyze small-scale pool boiling behavior

,13,
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correctly and hence a new model to calculate the inter-cell heat conduction was developed and implemented
in SIMMERC-III.

The generalized energy conservation equation including the inter-cell heat conduction term is written

as:

dpmen
Jt

+ V- (puemvy) =Q+V-q, (16)

where Q is the energy source other than the inter-cell heat conduction, which is shown as the second term of
RHS. In SIMMER-III/SIMMER-IV the energy transfer due to fluid convection is separately treated in Steps
2 to 4. Therefore, the evaluation of the conductive heat transfer is to be performed in Step 1 using the
temperature at the beginning of time step. The heat flux which appears in Eq. (16) is calculated by Fourier's

law and includes the turbulent thermal conductivity:

qc = —filke + kr) VTy (17)

where the turbulent thermal conductivity kr depends on the position, direction, and the nature of the
turbulent flow. The turbulent heat flux is evaluated by a combination of Prandtl's mixing length theory and

experimental correlations.
2.3.9 Equations-of-state model

An EOS model is required to close and complete the fluid-dynamic conservation equations.
Moreover it is crucial from the viewpoints of numerical accuracy and stability, and computing efficiency.
Neither SIMMER-II nor AFDM were satisfactory from these aspects. Based on past experiences, therefore,
an improved analytic EOS model using the flexible thermodynamic functions has been developed for
SIMMER-III!?. The model treats the basic reactor-core materials: mixed-oxide fuel, steel, sodium, control
(B4C) and fission gas. These materials are assumed to be immiscible, such that a unique EOS for each

material can be defined.

A modified Redlich-Kwong (MRK) equation is used for the vapor phase'®. The MRK EOS has the

form:
RyTy a(Tg)
Dom = - 18
T Vom — acim UGm(UGm + aGS.M) (1o
where

TG aGa,m
a(Tg) = agym (Tc M> Jfor Tg < Terem
Tt,

Tg

a(Tg) = agom [1 + agam (T - 1>] Jfor T = Terem

Crt,M

and Qg1 y, Agom, Qg3m and dgyp are the EOS parameters.

The above equation is similar to the van der Waals equation, but it can be made reasonably accurate

especially at high temperatures. It was found, however, that this EOS poorly reproduces the evaluated
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data'? of the internal energy and the heat capacity of sodium vapor. Therefore the MRK EOS was extended
to a reacting system, which describes the dimerization process of sodium vapor molecules, and thereby

satisfactory agreement was obtained.

In AFDM, an inner EOS iteration was implemented to obtain mechanical equilibrium to compress
each liquid to a state that is consistent with an identical pressure, and thereby to define the vapor volume
fraction. This treatment turned out to be less computing cost effective and made the pressure iteration, a
main element of fluid convection algorithm, very slow. In SIMMER-III, an improved method is introduced
to eliminate the inner EOS iteration by defining the EOS as a function of the cell pressure, and thereby the
mechanical equilibrium among liquid components with the cell pressure is automatically guaranteed when

the pressure iteration is converged.

The EOS functions are fitted using the most up-to-date and reliable data sources available!'?-29, The
present SIMMER-III/SIMMER-IV EOS model has adequate accuracy at high temperature and high pressure
and consistently satisfies basic thermodynamic relationships over the wide temperature range from the solid

to supercritical state.
2.4 Fuel Pin and Structure Model
2.4.1 Fuel pin configuration and heat-transfer model

The fuel-pin and can wall model not only represents the stationary structure in the core, but also traces
time-dependent disintegration. The standard fuel-pin model is rather simple with a pellet interior modeled
by a single temperature node and with breakup modeled only by a thermal (melt fraction) criterion.
However the separated treatment of a pellet surface node provides better thermal coupling with the fluid.
Because of the relatively large thermal inertia of the pellet interior, the fuel-pin heat-transfer calculation can
be performed with time steps larger than the fluid-dynamics steps. This simplified model is considered to

be sufficient for simulating the fuel-pin behavior in a voided channel typical in a loss-of-flow accident.

Radial and axial fuel-pin geometries are represented as shown in Figs. 2-11 and 2-12. The axial
blanket and fission-gas plenum regions can be placed both above and below the core region. The heat-
conduction equation in a cylindrical geometry is solved implicitly for specific internal energies of up to three
fuel-pin components (interior, surface and cladding). Pellet-cladding gap conductance is modeled by an
input constant in this simple model. The pin surface node (either pin fuel surface or cladding) exchanges
mass and energy with the fluid. In the fission-gas plenum region, the gas temperature is represented by one
point and the heat transfer is solved explicitly because of its slow thermal response. For a control

subassembly, the pin fuel is replaced by the control material (B4C), which is modeled by one node.

The breakup of the pin fuel and cladding is determined from input threshold melt fractions, typically
0.5 for pin fuel and the solidus energy for the cladding. The mass and energy transfer upon breakup is
instantaneous and this operation is included in fluid-dynamics Step 1. Similar to SIMMERC-II, a special
model can be selected by user input to simulate the mobilization of unsupported pin fuel. Namely, the pin

fuel is assumed to break up when both the cladding and can walls in a cell are lost, or when the cladding is
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lost and the pin fuel structure below is lost. The control is assumed to break up into particles when the
cladding is lost. The control particles are only modeled in fluid in SIMMER-IIIL.

As explained in Section 2.2, the fission-gas components in the liquid-field fuel (liquid and particles)
are modeled in SIMMER-III. Upon breakup of the pin fuel, the fission gas mass is transferred to the liquid
field and no direct path to the vapor field is allowed. Then later release from the liquid and particulate fuel
is modeled based on user-specified release time constants.  This significantly improves the modeling of the

important effect of fission gas on fuel motion during the transition phase.
2.4.2 Can wall configuration and heat-transfer model

The can wall model treats separated left and right can walls assumed to be located at the mesh cell
boundaries. The presence of the can wall at a cell boundary eliminates radial fluid convection. Fuel crust
can grow on a can wall when the heat and mass transfer model predicts this. Inter-cell heat transfer is also
calculated when one of the two can walls at a cell interface is missing. When the can wall becomes thin,

then the two nodes are merged into a single interior node.

The above requires a complex procedure to define the can-wall structure configuration. The detailed
structure of a mesh cell with all the can-wall components is shown in Fig. 2-13.  Let us consider a mesh cell
boundary. If this is the left boundary of the first radial cell or the right boundary of the last radial cell, or a
boundary where two can-wall interior nodes are present, then the two cells adjacent at this boundary are
thermally decoupled. Each can wall is treated separately in each cell. On the other hand, if one of the can
walls at this boundary is missing, then the two cells are coupled thermally through the remaining can wall.
Four cases exist in this situation depending on whether the can wall is thick (two nodes) or thin (a single

interior node), and whether the crust fuel is present or not.

The can-wall heat transfer is modeled considering the above combinations of geometric configuration
and heat transfer paths. The calculation is performed implicitly with fluid time steps based on heat
conduction in a slab geometry between up to five structure-component layers. The can walls undergo heat

and mass transfer with the fluid through non-equilibrium and equilibrium M/F processes.
2.5 Neutronics Model

No neutronics model was available in Version 1 of SIMMER-III. A simple heat source model was

available, in which power distribution and a power-versus-tie talble are specified by user input.

The neutronics model being developed for SIMMER-III is based on two optional models. One is
similar to the neutronics model in SIMMER-II which models the space dependence of neutron flux by a
multi-group S transport theory with a coarse-mesh rebalancing scheme based on TWOTRAN code.
Another new model is based on a TWODANT code which takes advantage of a diffusion-synthesis
acceleration method and improves both the robustness and calculational efficiency. The transient neutron
kinetics is treated by an improved quasi-static method. Coupling with the fluid-dynamics portion is
carefully designed, because the neutronic state of an LMFR core during a CDA is determined primarily from
time-dependent mass and energy distribution of the core materials. It is because of this time dependence

that the calculations of shielded (effective) macroscopic cross sections are also performed in the code. To
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connect with the initiating phase calculations, a capability of transient-state neutronics initialization is
available, similar to SIMMER-II.

Additional features included in SIMMERC-III, not available in SIMMER-II, are: an optional use of
PCG matrix solvers for the rebalance equation; a simple decay heating model, which provides a consistent
treatment with the SAS-series initiating-phase analysis code?! ; the model improvement for applying the
code to a thermal or epi-thermal reactor. The latter includes: the treatment of neutron up-scattering, the
treatment of cell heterogeneity in calculating the macroscopic cross sections, and the special acceleration for

thermal neutron energy groups.
2.6 Status of SIMMER-III Development

The Phase 1 assessment program has concentrated to verification and validation of the fluid-dynamixs
model. During the course of the assessment in 1994 through 1996, the code versions have evolved from
Version 1.A to 1.K with a numcer of major and minot model changes and error corrections. The Phase 1

assessment program proved to be very useful not only for model validataion but slso for debugging its coding.

Version 2 of SIMMERC-III is to be completed in 1996  The neutronics model has been coupled with
the fluid-dynamics and structure models, and the steady-state and transient capabilities have been tested
successfully.  All the recent improvement in fluid-dynamics and structure models are included. One of the
most important features available in Version 2, which was not included in the original scope of SIMMER-
I11, is the viscous term in the momentum equation. The viscous term is believed to be important in small-

scale problems where inter-cell momentum coupling is important.
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Table 2-1. SIMMER-III fluid-dynamics structure-field components.

Density components (MCSR) Energy components (MCSRE)
sl Fertile Pin Fuel Surface Node S1 Pin Fuel Surface Node
52 Fissile Pin Fuel Surface Node
s3 Left Fertile Fuel Crust S2 Left Fuel Crust
s4 Left Fissile Fuel Crust
s5 Right Fertile Fuel Crust S3 Right Fuel Crust
56 Right Fissile Fuel Crust
s7 Cladding S4 Cladding
s8 Left Can Wall Surface Node S5 Left Can Wall Surface Node
59 Left Can Wall Interior Node S6 Left Can Wall Interior Node
s10 Right Can Wall Surface Node S7 Right Can Wall Surface Node
sl Right Can Wall Interior Node S8 Right Can Wall Interior Node
s12 Control S9 Control

Table 2-2. SIMMERC-III fluid-dynamics liquid-field components.

Density components (MCLR) Energy components (MCLRE) Velocity fields
/1 Liquid Fertile Fuel Ll Liquid Fuel ql
2 Liquid Fissile Fuel ql
3 Liquid Steel L2 Liquid Steel q2
iz Liquid Sodium L3 Liquid Sodium q2
5 Fertile Fuel Particles L4 Fuel Particles gl
16 Fissile Fuel Particles ql
17 Steel Particles L5 Steel Particles ql
/8 Control Particles L6 Control Particles q2
9 Fission Gas in Liquid Fuel ql
/10 Fission Gas in Fuel Particles gl

Table 2-3. SIMMER-III fluid-dynamics vapor-field components.

(All vapor components have the same temperature and assigned to the velocity field ¢3)

Density components (MCGR) Material components (MCGM1)
gl Fertile Fuel Vapor Gl Fuel Vapor
g2 Fissile Fuel Vapor
23 Steel Vapor G2 Steel Vapor
g4 Sodium Vapor G3 Sodium Vapor
g5 Fission Gas G4 Fission Gas
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Table 2-4. SIMMER-III fuel-pin components.

Simple model (standard)

Detailed model (optional)

Pin Fuel Interior Node (k) Pin Fuel Radial Nodes
Pin Fuel Surface Node (= S1) (NT)  Pin Fuel Surface Node (= S1)
c Cladding (= $4) (NT+1) Cladding
Fission Gas in Pin Fuel (k) Fission Gas in Pin Fuel
Fuel-Pin Cavity

cl Fertile Cavity Fuel
c2 Fissile Cavity Fuel
c3 Dissolved Fission Gas in Cavity
c4 Free Fission Gas in Cavity

Table 2-5. Update procedure in four-step algorithm

Step 1:  Calculate intra-cell transfers from the end of the previous time step.

(p(l)l v(l): e(l)) < (pn: vn, eTL)

Step 2:  Estimate end-of-time-step values (p(z)’ v®@, e(z)) without intra-cell source terms.
p'(Z) — '5(1)

(W) =
T +7-(pWv®) =0

F@p@ _ 5Dy
At

+V- (ﬁ(l)v(l)v(l)) +Vp" =0

@@ _ 5D
At

+7- (pMe@p®) 4 pr7 . p® =0

Step 3:  Solve for (5, v®,e®) by pressure iteration.
p(3) — '5(1)

A(pDp®) =
T (pDv®) =0

F®pB) — ;OFD
At

+7- (pOvDp®) + 7p® =0

@B _ 5D
At

Step 4:  Calculate final end-of-time-step values (p"+1, v+l ent1),
FIOM ORI

At

+ 7 (pOpDr®) + 7p® =0

F®e® _ 5D
At

(pn+1’ Tt en+1) - (p—(B)’ ™), e(4))

,19,



JAEA-Research 2019-009

Fluid Dynamics
*Multiphase multicomponent flow
*Fluid heat-transfer coefficients

. *Flow regimes/interfacial areas
Fluid mass and +Momentum exchange functions Mass transfer (structure

temperature «Heat and mass transfers breakup, melting/freezing)
*Equations of state

Nuclear heating Heat transfer
y i Ny
I 4

Nuclear heating Structure

+Simple fuel-pin heat transfer
*Can wall heat transfer

Neutronics

*Improved quasi-static method

v

*Neutron transport/flux shape Structure mass *Fuel pin and can wall breakup
*Cross-section shielding and temperature *Structure configuration
*Simple decay heating <

\ *Optional detailed pin model

J

Fig. 2-1. SIMMERK-III overall code structure
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- Get momentum exchange coefficients.

:

STEP 2 : ESTIMATE END-OF-TIME-STEP QUANTITIES

- Solve the equations for the mass, energy, and
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‘
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for consistent convection.
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Fig. 2-5. Schematic diagram of the four-step method

Fig. 2-6. SIMMERC-III pool flow regime map
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Fig. 2-7. Schematic concept of separating bubbly and dispersed regions

Fig. 2-8. SIMMERK-III channel flow regime map
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Fig. 2-10. Interface treatment in non-equilibrium transfer
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Fig. 2-11. Radial fuel-pin cross section in SIMMER-III (Simple model)

Fig. 2-12. Axial fuel-pin representation in SIMMER-III (Simple model)
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3. Approach to Code Assessment Program
3.1 Overview of SIMMER-III Assessment Program

The ultimate goal of the SIMMER-III project is to provide a reliable and standard tool for LMFR
safety analysis. To make the code sufficiently reliable to be applied to reactor cases, it must be capable of
simulating the relevant phenomena which may occur during the course of an accident. At the same time,
and more importantly, it is highly desirable that the physical models of the code be validated against available

experimental data and known physics that are relevant to reactor accident phenomenology.

In the past an extensive effort was made worldwide to validate SIMMERC-II, since its first application
to an energy partition problem in the post-disassembly expansion phase of a CDA showed significant
potential mitigation of mechanical energy release’”. The United States NRC proposed an international
validation program named as a "qualification testing program" 23, but this was not actually conducted.
Then the application of SIMMERC-II to the transition phase necessitated that the code be validated against
experiments relevant to the transition phase?®). Many of these applications demonstrated that the code could
simulate, to some extent, accident sequences reasonably. Nevertheless the status and level of SIMMER-II
validation were limited, mainly because of limitations in the code framework, such as the two-velocityfield
fluid dynamics, single flow regime and simplified equations of state. Also the validation study was not
systematic and was restricted to those areas where a limited knowledge base was available. As a result,

SIMMER-II has been applied to reactor cases more or less prudently and conservatively.

The AFDM program was intended to rectify some of the known code limitations of SIMMER-II.
Because of the complexity of AFDM modeling and its application problems, it was planned to confirm the
plausibility of calculated results. This program was not actually conducted because of the limited resources
available and because, among the partners of AFDM, PNC and LANL decided to go ahead with the
development of a next reactor code, SIMMER-III, in preference to further validating AFDM.

A validation program for SIMMER-III has been discussed since the initiation of the code development
program. Furthermore so-called "developmental assessment" has been conducted as new models were
proposed and developed. A good example is the interfacial area model development, where a simple test
code was first developed and extensively tested for single-cell (zero-th dimension) problems before the
models were actually programmed in SIMMER-III. The fluid convection algorithm and boundary
conditions were also tested thoroughly in an early adiabatic version of the code without models for heat and
mass transfer. By this time, the German FZK and French CEA organizations had become partners in
SIMMER-III development and assessment. So when SIMMER-III Version 1 was made available it was

decided to conduct a more systematic validation program within a framework of international cooperation.

Two different terminology are commonly used in computer code development: "verification" ensures
that the code is programmed and performing calculations according to its specification; whilst "validation"
confirms that the code predictions are physically valid by comparison against experimental data or other

validated codes. In the SIMMER-III project, the terminology of "assessment" is used consistently to give
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the program a more general meaning, similar to that used in NRC-sponsored light water reactor safety codes
such as TRAC?Y.

The SIMMERC-III code assessment program has several objectives.  First the models of the code must
be as applicable to accident sequence simulation as they are designed to be. Second the coding must be
checked and debugged such that the quality of the program is assured. The quality assurance of large and
complex codes like SIMMER can only be done through extensive testing for various problems under a variety
of initial and boundary conditions. These test calculations, and the resultant model refinement, are effective
for making the code robust and reliable, both numerically and physically. Third SIMMER-III must be
practically useful: the computing cost of application calculations must be acceptable. Fourth the validity of
the code must be confirmed for the key accident phenomena which the code is intended to simulate. Key
LMFR accident phenomena includes fuel relocation behavior, boiling fuel/steel behavior, fuel-coolant
interactions (FCIs) and disrupted core neutronics. In addition, even though SIMMERC-III is to be applied to
analyses of complex and integrated problems in the CDAs, the code at the same time must be applied to
simple problems such as water two-phase flows. The last point is especially important since potential peer
reviewers will not be satisfied by the applications to complex problems only. Rather it is highly desired
that the code should be comparable, at least, with other existing state-of-the-art computer codes, for example

those used in light water reactor safety analysis or water two-phase flow calculations.

Based on the above considerations and the general objectives of the code assessment, it was decided
to conduct the SIMMERC-III assessment program in two steps, Phase 1 and Phase 2. The Phase 1 assessment
is intended to validate individual fluid-dynamics models of the code, whilst Phase 2 is for comprehensive
validation for integral and inter-related accident phenomena, such as transient fuel motion during the
transition phase and high-pressure CDA bubble expansion in the post-disassembly expansion phase. Direct
application of the code to complex accident phenomena involves many inter-related processes to be solved
simultaneously and is not always productive. It can result in crude parametric adjustments without assuring
the general validity of major individual models. Thus the present stepwise approach is considered to be
advantageous, since in Phase 1 the coding is largely debugged and verified, and each major model is validated
separately. At the end of Phase 1, it is intended that the code is sufficiently robust and numerically stable
for the application to integral phenomena in Phase 2. The Phase 1 and 2 assessment programs are discussed

in more detail in the following sections.
3.2 Phase 1 Assessment Program

In Phase 1 of the assessment program, SIMMER-III has been applied to various separate effect
problems in order to debug and verify its coding and validate individual models. Only the fluid-dynamics
portion of the code was tested (the fuel-pin and neutronics models are out of the scope of Phase 1, but should
be addressed in Phase 2). These calculations include many small-scale test problems, which as a whole
cover the major models of the code. The test problems defined in Phase 1 include: simple test calculations
to demonstrate the code can simulate known physics plausibly; single- and multi-phase flow benchmark
problems to confirm the code is comparable with other state-of-the-art codes; and analyses of simple

experiments with unambiguous data available. Some of the experimental analyses are fairly complex and
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hence will be further studied in the subsequent Phase 2 assessment. Many of the Phase 1 problems were
taken from the DOE/EPRI benchmark cases proposed in the late 1980529,

The Phase 1 assessment may well be regarded as a basic research. However this research is not the
ultimate goal of the program, but should instead be regarded as an important step in the overall code
assessment program, as discussed in the previous section. Phase 1 is intended to demonstrate that
SIMMER-III is not only a useful tool for LMFR safety analysis but also that the code should be regarded as
sufficiently advanced in the area of multi-phase flow computational technology, which will make the code
more widely accepted among various technical communities outside the LMFR safety. Calculations of
simple problems in Phase 1 are also beneficial with respect to user familiarization since they are easy to set
up and run, and have short computing times. The user experience gained in Phase 1 wll be effectively used

in future Phase 2 or reactor calculations. -

The Phase 1 assessment of SIMMER-III covers a variety of fluid-dynamics test problems with the
objective that the individual models are validated separately as far as possible. The test problems therefore
are categorized as follow:

1 . Fluid convection algorithm,

2. Interfacial area and momentum exchange models,

3. Heat transfer,

4. Melting and freezing, and

5. Vaporization and condensation.

A complete list of the 34 test problems defined and analyzed is given in Table 3-1. The relationship
with the code models are also shown. During the course of Phase 1 assessment, conducted from 1993 to
1996, the SIMMERC-III code itself has been improved significantly, in part reflecting errors identified and
additional needs raised by code application. This is a practice undertaken especially at PNC where the code
development and improvement is performed in parallel. Therefore the assessment study at PNC has, more
or .less, a character of developmental assessment. On the other hand, the active participation of the
European organizations, FZK and CEA, have provided an independent character to the overall Phase 1 study.
Their (unedited) critical views are included in this report, which can therefore be considered as an objective

documentation of the study.
3.3 Phase 2 Assessment Program

Although the main objective of this report is to give the results and a synthesized view on the Phase 1
assessment program, an overview of the forthcoming Phase 2 assessment is also useful. Phase 2, as defined
in Section 3.1, is intended to validate the code for integral accident phenomena, and hence is relevant to the
future application of SIMMER-III to reactor calculations. The Phase 2 assessment will document the
appropriateness (or conservatism) of SIMMERC-III calculations of reactor cases. This aspect is especially

important when the code is to be applied to licensing or risk assessment.

The scope of Phase 2 assessment must be carefully defined to cover key phenomena involved in

accident sequences relevant to a CDA analysis. The transition phase of CDAs is an extended core disruption
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stage following the initiation phase, which starts from an intact core at steady-state operation and evolves
into initial core disruption. As the core melts, a large-scale motion of core materials, namely molten fuel
and steel if the core is voided of sodium, will take place with a reactivity swing potentially leading to a
recriticality event. Since the boiling point of steel is close to the melting point of fuel, a molten core will
behave as a boiling pool, in which the heat generated neutronically in fuel is transferred to steel to heat up
and vaporize it. The dynamic behavior of the boiling pool caused by steel vaporization plays a crucial role
in determining the reactivity effect of material motion. Fuel removal from the core, on the other hand, can
effectively mitigate the recriticality potential. The behavior of fuel relocation and freezing in an escape
path is therefore a key phenomenon to be investigated. The potential contact between relocating fuel and
sodium coolant raises a concern about the influence of fuel-coolant interactions (FCIs). Additionally at the
beginning the transition phase, parts of the core fuel pins and most of subassembly can walls are still intact
but they successively undergo disruption. Thus fuel disruption and post-failure fuel motion, as well as can

wall melt-out, can have an important influence on the overall core behavior.

When an energetic recriticality event is postulated to occur, high-temperature core materials resulting
from a neutronic power burst expand into a sodium pool in the reactor upper plenum through the above-core
structures. This accelerates the sodium pool and results in a mechanical energy release. This energy
conversion process is also an important area of SIMMERC-III application, and hence the key phenomena
involved in the post-disassembly expansion phase must be validated, including high-speed multi-phase flow
dynamics in a narrow channel and expansion of a multi-phase bubble into a coolant pool. In a longer-term
scenario of a CDA, including post-accident downward melt progression, FCIs become a concern, because
they may generate mechanical loading on a reactor boundary structure and the resultant melt quenching

behavior is important with respect to post-accident heat removal.

The above discussion briefly sketches a typical CDA accident scenario, and is intended to introduce
key accident phenomena on which the Phase 2 assessment program should focus. In summary the areas of
current interest in Phase 2 are:

1. Boiling pool dynamics (single and multi-component, steady and transient),

2. Fuel relocation and freezing (various channels with or without structure melting),

3. Material expansion (through a channel and into a pool),

4. FCIs (in a channel and a pool),

5. Structure disintegration (can walls and fuel pins), and

6. Disrupted core neutronics.

It is agreed among the SIMMERC-III partners that the Phase 2 assessment program should be conducted
in a similar way to Phase 1 under PNC-FZK/CEA collaboration. The program includes integral calculations
of rather complex experiments, which have been conducted at various research laboratories. It is generally
agreed that the partner having the best access to experimental information and data is responsible for the
relevant assessment.  Since different laboratories performed similar experiments in the past, such as material
freezing, some of the effort may be closedly related each other. With collaboration the confidence level of

the validated code should be much improved, hopefully reaching technical consensus among the partners.
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With the completion of Phase 1 assessment, SIMMERC-III is available for reactor application, and
actually such an effort has been already initiated. ~Since Phase 2 is directly relevant to LMFR safety analysis,

interaction and feedback between the two areas of application will be beneficial.

3.4 Features of SIMMER-III from Assessment Viewpoint

In this section, some characteristics of SIMMER-III which influence code assessment are highlighted,
in particular the modeling scope, numerical robustness and structure of the code. From the beginning of the
code development program, SIMMER-III was designed such that the models could be validated as efficiently
and practically as possible. The code design features and philosophy are discussed below in comparison
with SIMMER-II.

The first salient feature of SIMMER-III is a modularized code design. The physical models for local
(intra-cell) phenomena of heat and mass transfer processes are completely separated from fluid convection
calculations. This has a significant merit in Phase 1 assessment and the resultant model improvement.
This also facilitates future possible replacement with a further advanced model. Currently only a simple
fuel-pin model is included in the code, but it is coded separately from the fluid-dynamics portion, allowing
future elaboration or straightforward replacement. The functions for EOSs and thermophysical properties
(TPPs) are independently programmed such that revisions can be easily made. All the modeling options
and parameters are specified by user input flags, such that a user can test different model options without re-

compilation from the source file.

The second feature is improved numerical accuracy. SIMMER-II was often criticized for its rather
poor conservation of mass and energy. SIMMERC-III improves significantly upon SIMMER-II due to the
following three modeling approaches. First a consistent fluid convection algorithm based on a semi-implicit
method minimizes the mass and energy nonconservation associated with fluid convection. Second the
explicit treatment of the vapor state in a single-phase liquid cell eliminates the vapor mass losses in the former
code. Third careful treatment of missing components has eliminated remaining sources of mass non-
conservation. In a multi-component framework of SIMMERC-III, not all the components are present in a
cell. Macroscopic densities of missing components are given a small value (10-3%) for numerical reasons,
but their volume fractions are set to zero and they are not explicitly treated. From a number of calculations
performed thus far, the conservation of mass is considered to be highly satisfactory, although there still
remains some energy non-conservation of the order of 10~ or slightly more. This is caused mainly by
convergence precision in heat and mass transfer calculations and this level of residual error in internal

energies is thought to be acceptable.

Four additional points should be noted with respect to improved numerical accuracy. First the
SIMMER-III approach allows a very small value (10) to be assigned to a so-called minimum vapor volume
fraction (@) which significantly reduces errors associated with this treatment. Second the accuracy and
thermodynamic consistencies of EOSs and TPPs have been significantly improved over the entire
temperature ranges of interest. Third mechanical equilibrium between cell pressure and fluid compression

is suitably treated, and is effective for simulating a single-phase liquid cell. Fourth a higher-order spatial
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differencing scheme reduces numerical diffusion associated with fluid convection in an Eulerian staggered

mesh.

The third feature of SIMMER-III is improved numerical stability. Many numerical instability and
non-convergence problems encountered in SIMMERC-II seriously limited the applicability and credibility of
the code. The basic fluid convection algorithm employed in SIMMER-III is based on a semi-implicit
method that has been widely used in current generation two-phase flow codes. The numerically stable,
four-step algorithm, which separates intra-cell heat and mass transfer from inter-cell fluid convection, was
successfully used in AFDM before being implemented in SIMMER-III. Furthermore the SIMMER-III
algorithm for pressure iteration has been improved from AFDM based on experiences with this code. The
convergence characteristics were also improved by implementing a special acceleration technique, and
convergence of a complex iteration scheme in a vaporization and condensation model reflects the many
lessons learned and experiences accumulated from SIMMER-II and AFDM. In addition many special-case
treatments necessary for missing or small-mass components have been successfully implemented. Another
feature of the code to improve numerical convergence is a time-step re-calculation capability: when non-
convergence is detected in any step of the fluid-dynamics calculation, the same cycle is re-calculated with an
automatically reduced time step size. These features, together with consistent EOSs and TPPs, have

significantly improved the numerical stability of the code.

Another advantageous feature of SIMMER-III is its generalized framework and modeling flexibility.
A rather arbitrary geometry with flexible boundary conditions can be set up within a two-dimensional R-Z
or X-Z framework. Any material can be used provided that EOS and TPP functions are available. For
isothermal problems, a simplified analytic EOS (SAEOS) model is also available. For combinations of
various materials, the concept of EOS regions provides a means for users to specify any number of materials
in different regions. Liquid components can be assigned to different velocity fields and multiple flow regime
modeling allows a variety of multi-phase flow problems to be simulated over the entire range of void fraction
for both the pool and channel flow geometries. SIMMER-III models the most important paths for mass
transfer and can simulate those mass-transfer processes which cannot be treated in SIMMER-II, such as fuel
vapor condensation on liquid sodium. Finally a structure wall is represented by two temperature nodes, which
better simulates heat losses to the structure, especially in a small-scale experiment. Many of these features
have been used in the code assessment calculations to model various experimental geometries and non-LMFR

materials.

From the computer technology point of view, the portability of the code has been significantly
improved. SIMMERC-III has been developed on an IBM-compatible mainframe computer and standard Unix
workstations. This has eliminated unnecessary effort of code conversion between different machines and
improved overall productivity. The main disadvantage of SIMMERC-III from a computational aspect is its
computing costs. Even though the code is programmed to be as efficient as possible, SIMMER-III requires
roughly an order of magnitude more computer time than SIMMER-II. Advanced and detailed modeling and

threevelocity-field treatment inevitably increases the computing workload.
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4. Achievement of Phase 1 Code Assessment

This chapter draws together the results and conclusions described in the individual summary reports
documented in Appendix. The synthesis of the Phase 1 assessment is attempted in Section 4.1, which
summarizes the validation status of SIMMER-III models. The Phase 1 assessment has highlighted areas
where modeling can be improved, and some of the code features were not sufficiently tested by the Phase 1
assessment. Therefore, problem areas and needs for further code assessment are reiterated in Section 4.2.

The impact of Phase 1 on the Phase 2 assessment program is addressed in Section 4.3.
4.1 Synthesis of Phase 1 Results

The synthesis is organized to describe the validation status of each distinctive code model as far as
possible, since this is the basic aim of the Phase 1 assessment. However many topics, such as phenomena
in a boiling pool, are integral and cannot be discussed comfortably in the context of individual models. The
section attempts to draw conclusions based on all of the Problems, and therefore inevitably conflicts with
some of the conclusions expressed in the individual summary reports. The Problems are referred to by the

Problem numbers listed in Table 3-1.
4.1.1 Fluid-dynamics algorithm
(1) Stability of the fluid-dynamics convection algorithm

All the Problems in Category 1 contribute to the assessment of the fluid-dynamics convection
algorithm. SIMMER-III calculated fluid convection in all the Problems satisfactorily, though some
calculations exhibited numerical pressure spikes (discussed below). Nevertheless, even when pressure

spikes did occur the overall results of the calculation were usually satisfactory.

Although not part of this assessment study, Ruel of EC Joint Research Center, Ispra has investigated
the properties of the fluid-dynamics equations used in AFDM. Essentially the same equations set with the
same spatial differencing scheme is used in SIMMER-III. He found, based on an extensive deduction of
finite-differenced equations, that an AFDM (and SIMMER-III) higher-order differencing scheme contains
second-order errors. In other words, fluid convection in a diagonal direction is not suitably represented.

This is not a major problem unless a diagonally-dominant flow is to be simulated.

The test problems in Category 1 indicated that the fluid-dynamics convection algorithm is basically
valid, accurate, numerically stable and robust. There are no serious problems in simulating isothermal

multi-phase flows.
(2) Decoupling of intra-cell transfer from convection

There is a concern about the fluid dynamics four-step algorithm that the decoupling of intra-cell
transfer from inter-cell transfer (convection) introduces a sensitivity to timestep size. Namely heat and mass
transfer is calculated based on a beginning-of-cycle cell state without taking into account the change in the
cell state due to convection. Such a decoupling effect can be especially important when the mass transfer

due to vaporization or condensation competes with fluid convection. In the case of vaporization, intra-cell
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vaporization can result in pressure buildup which is not relieved by fluid convection until the next cycle.

This concern has been addressed by Problem 1.6.

Problem 1.6 illustrates the timestep sensitivity due to intra-cell decoupling and suggests that the most
effective way to mitigate the error is to restrict the maximum timestep size. For cases involving rapid

vaporization it is recommended that timestep sizes be restricted to 10 or 10 s.

Methods for mitigating the intra-cell decoupling problem are available optionally in SIMMER-III and
are being tested. However, there will remain a fundamental limitation on timestep size due to the

assumption of linearization in temporal discretization of the fluid dynamics equations.
(3) Numerical diffusion

Spatial discretization of the fluid dynamics equations in Eulerian codes like SIMMER-III inevitably
gives rise to numerical diffusion. It is essential to have a differencing scheme which mitigates numerical
diffusion such that the motion of fluids can be followed sufficiently accurately. SIMMER-III contains both
a first-order donor-cell differencing scheme and a higher-order differencing scheme. The effectiveness of
these schemes in mitigating numerical diffusion was explicitly investigated in Problems 1.1, 1.3,1.4, 1.5, 1.7
and 1.9.

The conventional donor-cell differencing scheme, whilst giving satisfactory results in many cases,
also exhibited unacceptably large numerical diffusion in some applications. In comparison the higher-order
differencing scheme proved to be very effective in mitigating numerical diffusion, and was considered

essential for the correct simulation of the features seen in some tests (e.g. the liquid sloshing in Problem 1.7).

The large numerical diffusion associated with donor-cell differencing was actually found to be
advantageous in reducing numerical instability in Problem 1.4. However, this is because no friction (no

physical damping) was present in this Problem. Most SIMMERC-III applications involve friction.

Higher-order differencing is the preferred option in SIMMER-IIL. It is considered that residual

numerical diffusion, using the higher-order scheme, is acceptable.
(4) Liquid surface and interpenetration of liquids

A multi-phase code like SIMMER-III, which is based on volume- and time-averaged equations, does
not explicitly track the gas-liquid surface. This means that a moving liquid surface is smeared to some

extent, and the physics of the surface cannot be fully modeled.

The smearing of the gas-liquid interface due to numerical diffusion is discussed above; it is considered
to be acceptably small if the higher-order differencing scheme is used. Problems 1.3, 1.7 and 1.9 indicate
that the gas-liquid interface can be modeled sufficiently accurately, whilst the interpenetration of two liquids
was reasonably simulated in Problems 1.4 and 1.5. SIMMERC-III calculations of liquid sloshing of Problem
1.7 are particularly impressive demonstrations that the code can capture the essential features of a complex
liquid motion.  On the other hand, in the summary report for Problem 1.9 it is noted that the hydrodynamic
instabilities observed on the surface of falling slugs of liquid cannot be properly represented by SIMMER-

IIT because the free surface of the slug is not explicitly modeled.

,37,



JAEA-Research 2019-009

The Phase 1 calculations indicate that SIMMER-III adequately tracks the location of the gas-liquid
surface when higher-order differencing is used. However, the Taylor or Kelvin-Helmholtz instabilities
which can arise on the free surfaces of liquids are not fully modeled. This may be a limitation if the code

is applied, for example, to an expanding vapor bubble in the post-disassembly phase of a CDA.
(5) Waterpacking

"Waterpacking" is a well-known phenomenon associated with the representation of the liquid-gas
interface in an Eulerian code like SIMMER-III. When liquid flows upward into a mesh cell, the liquid
velocity at the top edge of the cell first decreases and then reverses direction under the influence of gravity.
The negative velocity is forced positive again just before the cell fills with liquid, and this is affected by a
(spurious) pressure spike. The waterpacking problem is common to all multi-phase codes using a Eulerian
staggered mesh. The phenomenon was explicitly investigated in Problem 1.10, and was also probably the

cause of the pressure spikes noted in the summary report of Problem 1.3.

Problem 1.10 confirmed that the waterpacking phenomenon can occur in SIMMERC-III calculations,
and that the magnitudes of the pressure spikes are sensitive to the momentum coupling between liquid and
vapor. The waterpacking was mitigated to some extent by condensation in Problem 1.10, but the degree of
mitigation depends on the condensation rate. The influence of the pressure spikes on the overall fluid
motion was not significant. Similarly, in the oscillating manometer of Problem 1.3 the calculated pressure

spikes had negligible effect on the overall behavior of the liquid.

In the summary report for Problem 1.10 it is remarked that the numerical techniques available to scale
down pressure spikes calculated due to waterpacking. No attempt has been made to implement the
techniques into SIMMERC-III because it is not envisaged that waterpacking will be a major problem in key
application areas of the code, and the above applications indicate that waterpacking has a negligible effect

on the overall behavior of the liquid motion.
(6) Compression of single-phase cells

Problems 1.8 and 1.9 examined SIMMER-III predictions for liquid slugs impacting a rigid wall.
Both Problems indicate that momentum transfer from, and compression of, single-phase liquid cells are
accurately treated by the code. The propagation of a decompression wave in liquid was also successfully
modeled in Problems 5.9 and 5.10 (Edwards' pipe).

These applications indicate that the SIMMER-III treatment of single-phase cells is valid, and that
liquid properties such as compressibility are calculated correctly by the EOS functions. However, an
appropriate simulation of single-phase cells requires a reduction in the time step size such that sonic

propagation can be represented.
(7) Overpacking in single-phase cells

Overpacking occurs in a single-phase mesh cell when thermal expansion of liquid, structure or
particles, combined with convection of liquid into the cell, rapidly reduces the void volume and gives rise to

single-phase pressure spikes. Such single-phase pressure spikes seem to have been present in Problem 4.3
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(melt penetration in a tube) at least, although the pressure spikes do not seem to have affected the overall

results of that calculation.

The main problem with overpacking is its effect on run time for a computation. Overpacking is
currently dealt with in the fluid dynamics algorithm by reducing the timestep size to avoid an excessive
change in pressure. However, in some test problems this results in excessively small timestep sizes. A
simple practical remedy for this is to instantaneously transfer overfilled liquid components to surrounding
mesh cells using a kind of donor-acceptor method. This remedy is available in Version 2.A and initial
applications suggest it is effective in cases where pressurization due to Step 1 intra-cell transfer is important.

(The modification does not alter the compression of single-phase cells resulting from fluid convection.)
(8) Inter-cell momentum coupling and turbulence modeling

Problem 1.7 identified the lack of momentum exchange between adjacent mesh cells in SIMMER-III
as a plausible reason for differences between the calculation and observations of a liquid sloshing.
Simulations of two-dimensional bubble columns and boiling pools (discussed below) should also benefit
from the introduction of radial inter-cell momentum coupling in the code. Furthermore, the introduction of
a diffusion term in a momentum equation is known to improve numerical characteristics of the basic

equations set from a numerical fluid-dynamics point of view.

Inter-cell radial momentum coupling is undoubtedly required to simulate two-dimensional two-phase
flow in small-scale geometries with small mesh sizes. However, in the reactor application of SIMMER-III
the mesh size used is fairly coarse, typically of the order of 5-10 cm, and the effect of structure walls on
radial momentum coupling is less important, so such modeling detail is not as essential. Nevertheless, it is
considered prudent to provide SIMMER-III with inter-cell momentum coupling because the code is also
applied to small-scale reactor cases, such as simulating a fuel subassembly in two dimensions, and the code
validation is to be performed against small-scale experiments. The radial momentum coupling is modeled
through a viscous (or diffusion) term in the momentum equation. Modeling of the momentum diffusion
term is being implemented and tested in SIMMER-III.

In Problem 2.3 it is recommended that a turbulence model should also be introduced into SIMMER-
II. A turbulence model is undoubtedly desirable, but its implementation would require a major modeling
effort. It is therefore considered prudent to first assess the effectiveness of the momentum diffusion term

being implemented into SIMMER-III before concluding whether a turbulence model is actually needed.
(9) Assignation of velocity fields

Problem 1.7 examined the interaction of a liquid and particles during a sloshing behavior. The ratio
of the particle-to-liquid density was similar to the density ratio for fuel particles in liquid fuel, and so the
particles were assigned to the same velocity field as the liquid.  The redistribution of the liquid and particles
are reported to be well-calculated, indicating that the assumption of assigning fuel particles to the liquid fuel

velocity field is reasonable.
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(10) Three-dimensional effects

The application of SIMMERC-III to the two-dimensional bubble column (discussed below) and liquid
sloshing (Problem 1.7) have suggested that three-dimensional effects may be present in these experiments.

Three-dimensional modeling is out of the scope of SIMMER-III.
4.1.2 Flow regimes, momentum exchange and IFA modeling
(1) Zero-dimensional pool flow (Problem 2.1)

SIMMER-III explicitly represents the bubbly and dispersed pool flow regimes, whilst the intermediate
regime is modeled by a transition flow where a mesh cell is treated as a combination of a bubbly region and
a dispersed region. Problem 2.1 compiles experimental data on pool flow regimes, and indicates criteria for
the transitions between bubbly, churn-turbulent and dispersed flows. The churn-turbulent regime is
identified with the transition flow regime in SIMMER-III modeling. Experimental data shows a
dependence of the bubbly-churn transition on pool height (or bubble duration in the pool), but a 30 % void
fraction criterion represents the data reasonably. A 70 % void fraction criterion for the dispersed flow

regime is also compatible with the experimental data. These criteria are default values in SIMMER-III.

The zero-th order calculations of pool flow also addressed the IFA modeling and momentum exchange
in the different pool flow regimes. The momentum exchange functions in SIMMER-III are based on the
Ishii-Zuber formulation for bubbly and dispersed flow, and a zero-th order calculation has shown that the
interpolation scheme used by SIMMER-III for the transition (churn-turbulent) regime is also consistent with
the Ishii-Zuber formulation. The interpolation ensures that the code simulates a smooth transition across
bubbly, churn-turbulent and dispersed flows. The data compiled in Problem 2.1 shows that SIMMER-III
can simulate gas fluxes well in bubbly flow. Gas fluxes in the churn-turbulent flow regime are also
reasonably well modeled by SIMMERC-III, particularly when the scatter in experimental data for this flow

regime is taken into account.

SIMMER-III not only treats flow regime transition as a function of void fraction, the transition from
one continuous liquid to a second continuous liquid as a function of volume fraction is also explicitly modeled.
Problem 2.1 indicated that the code can treat reasonably the change from bubbly to transition flow for
different continuous liquids (water and mercury). The transition was measured to take place at a volume
fraction of 40 %. However, the momentum exchange in the multi-component transition flow regime has

not yet been validated.

In summary, the framework of multi-phase pool flow topology is sound. The multiple flow regime
modeling in SIMMERC-III is a significant advance on SIMMER-II, improving especially on SIMMER-II's
poor simulation of the bubbly flow regime. Furthermore, the capability to treat the transition from one

continuous liquid to another continuous liquid is a feature not available in most other codes.

Problem 2.1 verifies the momentum exchange functions in SIMMER-III, and shows that a smooth
transition between flow regimes is modeled. It is the first step in understanding the one- and two-

dimensional analyses of bubble column behavior discussed below. However, the behavior of a real pool is
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influenced by internal circulation and the spatial distribution of void fraction, especially in the churn-

turbulent regime, which cannot be fully taken into account by zero-th order calculations.
(2) The 1-D bubble column

Problem 2.2 addressed IFA modeling and momentum exchange in the one-dimensional bubble column.
For the bubbly flow regime SIMMER-III simulates superficial gas velocities and interfacial areas well.
However, the study found that the gas velocities tend to be underestimated at average void fractions greater
than about 30 %, and that the IFA calculated by SIMMERC-III increases significantly in the chum-turbulent
flow regime. The increase in IFA has al.so been observed in a preliminary analysis of the Scarabee BF2
boiling pool for the Phase 2 assessment. The mechanism is thought to be the relatively high gas-liquid slip
velocity predicted by SIMMERC-III at high void fractions, which promotes Weber break-up of bubbles. In
churn-turbulent flow, bubbles are entrained in the wake of other bubbles and the effective slip velocity to be
used in the break-up model should be the vapor drift velocity rather than the calculated slip velocity. The
preliminary analysis of BF2 has also indicated the need to model the drag between vapor continuous and
liquid continuous regions of transition flow, to enhance the momentum coupling between vapor and liquid.

Model improvements to represent these effects in SIMMER-III are being examined.

A linear stability analysis of the SIMMER-III two-phase flow equations in a one-dimensional bubble
column is reported in Problem 1.11.  The study showed that the equations set of SIMMER-III is well-posed
when inter-phasic momentum coupling is suitably modeled. This means that the physical oscillations
(chugging) predicted by the code in a one-dimensional system are consistent with a numerically stable

solution.

In summary, although the SIMMER-III modeling of IFA and momentum exchange is shown to be
valid for the bubbly flow regime, some improvements to the modeling of the IFA and inter-phase drag in the
churn-turbulent regime are considered to be desirable, and are being examined. As noted in the summary
report for Problem 2.2, other discrepancies with data are probably due to the influence of internal circulation
and the radial spatial distribution of void fraction, which cannot be treated satisfactorily by a one-dimensional

calculation.
(3) The 2-D bubble column (Problem 2.3)

A two-dimensional calculation of an isothermal bubble column can in principle address the behavior
of a multi-phase pool more realistically, since effects such as internal circulation and the spatial distribution
of void fraction can be modeled. Such a calculation was performed in Problem 2.3. The application was
not encouraging: the calculated flow circulation and void distribution did not reflect experimental
observations at all. The first point to make is that the modeling deficiencies identified above for the one-
dimensional bubble column, and some other Problems, were also present in the two-dimensional calculation
i.e. lack of a momentum diffusion term and deficiencies in modeling bubble break-up and gas-liquid drag in
the chum-turbulent flow regime. However, in addition, a two-dimensional R-Z system might not be the
best geometry to analyze a bubble column due to the center-line problem (see below). A complementary
calculation in X-Z geometry would also be beneficial. A further comment is that the IFA model in
SIMMER-III underwent important improvements for the release of SIMMER-III Version 1.J, and these
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improvements were not available when this Problem was analyzed. It is worthwhile recalculating this

Problem to assess the effect of these improvements.

The second point is that there are undoubtedly further difficulties to be encountered when modeling
bubble columns. One is the effect of the centrifugal force in a real (three-dimensional) pool, which cannot
be modeled by a two-dimensional fluid dynamics algorithm; this is the so-called "centerline" problem, in
which the liquid component tends to collect along the centerline in a two-dimensional R-Z system. In a
two-dimensional bubble column this could promote the non-physical radial void distribution currently
calculated by SIMMER-IIl. Another influence is turbulence: some authors consider it necessary to use a
turbulence model to simulate a bubble column. Nevertheless, it seems sensible to first investigate the
influence of the code modifications described above before concluding whether such additional major model

developments are warranted.
(4) Channel flow regime modeling

The channel flow regime map in SIMMERC-III is a major advance on previous codes. SIMMER-III
recognizes bubbly, slug, annular, annular-dispersed and dispersed flows, which greatly enhances its
application area. The simulation of channel flow regimes in steady-state flow is studied in Problems 2.4
and 2.6. The code exhibits no numerical difficulties in annular-droplet flow. However, Problem 2.4
encountered unphysical pressure oscillations in the transition from annular to chum-annular flow. In
Problem 2.6 similar oscillations seem to have been encountered in fully developed annular flow. The reason
for these oscillations is not clear, though a linear stability analysis of the SIMMER-III two-phase flow
equations for a one-dimensional bubble column (Problem 1.11) indicates that the chugging motion predicted
for the chum-turbulent regime can be a physical, not merely numerical, phenomenon. In Problem 2.6 a
steady-state condition was achieved by applying a multiplication factor to the liquid-vapor momentum

exchange function.

Problems 2.4 and 2.6 highlight code limitations in simulating an annular-droplet flow. In this flow
regime, high-velocity vapor flow tends to entrain liquid droplets from the liquid film. The dispersed
droplets in reality have much higher velocities than the liquid film. However, SIMMER-III models both
droplets and film using the same velocity field, so the code can only simulate this flow regime in an averaged
way. This results in too strong coupling between the vapor and liquid, and too high film flowrates. The
summary reports for Problems 2.4 and 2.6 both concluded that momentum exchange between gas and liquid
in annular dispersed flow needs to be improved. In Problem 2.6 this was partly resolved by the application

of an empirical multiplication factor to the liquid-vapor momentum exchange functions.

Problem 5.9 examined the flow regime transition between bubbly and dispersed flow under highly
transient conditions in a pipe. In rapidly expanding systems the transition from bubbly to slug or chum
flows can be inhibited until quite large void fractions, of over 70%, are achieved. The default transition
criterion in SIMMER-III, which is based on zero-th dimensional calculations for pool flow, is 30%.
Nevertheless, even the default flow regime map in SIMMERC-III could simulate the blowdown behavior in

the Problem fairly well.
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In summary, the Phase 1 assessment has identified areas for improvement in channel flow regime
modeling.  Firstly, unphysical oscillations are encountered on the transition to churn-annular flow.
Secondly the annular dispersed flow regime treats the liquid film on structure and the entrained droplets in
the same velocity field, which results in a poor approximation of the liquid behavior. Thirdly foam flow,
which occurs in some transient situations, is not explicitly modeled. Nevertheless, the simulation of channel

flow regimes in SIMMER-III is a significant improvement on previous codes.
(5) Momentum exchange functions

The momentum exchange functions are based on quasi-steady state engineering correlations for well-
defined topologies. They are modeled separately for each velocity field and for each flow regime. An
assessment of momentum exchange in pool flow is obtained from the zero-th order calculations of pool flow
and the bubble column discussed above. The momentum exchange functions in the bubbly and dispersed
flow regimes are considered to be satisfactory, and the interpolation procedure is believed to provide a
sufficiently smooth and valid means of treating the transition flow regime. However, the need to model the
drag between vapor-continuous and liquid-continuous regions of transition flow was also identified. A

model improvement to do this is being tested.

It is noted in one summary report (Problem 5.7) that instabilities can arise in calculations of a boiling
pool. and that the instabilities may be due to an imperfect description of the large differences in momentum
exchange functions in going from liquid-continuous to vapor continuous at the pool surface. This has been
concluded from the application of other multiphase codes, as well as SIMMER-III, to the boiling pool.
However, SIMMERC-III calculations have also been performed in which such instabilities were triggered from
the center of a two-phase pool, suggesting that the oscillations are not a numerical artifact but might be a
physical phenomenon. The linear stability analysis of the SIMMER-III two-phase flow equations for a one-
dimensional bubble column (Problem 1.11) supports this interpretation. The role of the gas-liquid surface

in causing numerical instabilities remains unresolved.

Problem 2.5 was a zero-th order calculation of momentum exchange function between liquid and
structure in pipe flow, as was done in Problem 2.1 for pool flow. The pressure drop in pipe flow was
underestimated by the original code model due to the lack of a proper treatment of turbulent enhancement in
the liquid phase by the relative motion of vapor. An improvement to the liquid-structure momentum
exchange function to take account of this effect enabled SIMMER-III to reproduce the pressure drop

characteristics in pipe flow well. This improvement is available in Version 2.A.

Problems 2.4 and 2.6 show that the momentum exchange between gas and liquid in annular dispersed
flow needs to be improved to compensate for the large difference between droplet and film velocities.
Problems 2.4 and 2.6 also found that SIMMERC-III underestimates the vapor-liquid film momentum coupling
in pure annular flow. This is probably because the formation of ripples on the surface of liquid films
enhances the momentum coupling, and this effect is not currently modeled by the code. These modeling

deficiencies have not yet been addressed.

The momentum exchange functions also influence melt penetration lengths in pipes and tubes. In the

case of conduction-limited freezing (Problem 4.3) the reduction of cross-sectional area due to crust growth
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reduces the driving pressure for liquid penetration. In Problem 4.3, the calculated pressure loss is
considered to be satisfactory, though it was noted that discrepancies in pressure loss would arise for a sudden
constriction with an areal change of more than 50 %. In bulk freezing the formation of solid particles
enhances the viscosity of the liquid/solid mixture, and it is the viscous slurry which brings penetration to a
halt. This effect was studied to some extent in Problems 4.1 and 4.2, but heat transfer from liquid to wall
was the dominant factor determining penetration lengths in these experiments. In Problem 4.3, the flow is
reported to be stopped by an unphysically low particle volume fraction. This should be resolved by recent
modifications to the SIMMER-III particle jamming model which have been implemented into SIMMER-III
Version 2.A.

The momentum exchange between sloshing liquid and initially stationary particles (Problem 1.7)
seems to have been successfully reproduced by SIMMER-III. Problem 1.7 also identified the absence of
friction at the bottom of a sloshing pool as a possible difference between calculation and observation, but
there are currently no plans to model this. Some momentum exchange modeling has not been examined by
the Phase 1 test calculations, for example in complex interpolated flow regimes and flows with high void
fractions. The effect of momentum exchange in fuel freezing and plugging will be studied further in the

Phase 2 assessment.
(6) Interfacial areas modeling

The flow topologies are modeled by a generalized interfacial area (IFA) convection concept, which
was first implemented in AFDM. SIMMER-III is more complex, treating a total of nine convectible IFAs.
This provides a means to better simulate transient multi-phase flows because the multi-phase flow history
can be modeled rather than determining properties from instantaneous local flow conditions alone. The IFA
convection model includes source terms due to liquid flashing, turbulence breakup, hydrodynamic breakup
(or fragmentation), bubble nucleation and droplet/bubble coalescence. FEach source term is generally
characterized by an equilibrium value (for steady-state) and a time constant (for transients). These have to

be estimated from experimental data.

Most of the Phase 1 assessment Problems have examined steady state IFAs. IFAs in pool flow are
discussed more fully above, with respect to the bubble column. The conclusions are that steady-state IFAs
in bubbly flow are considered to be satisfactory, but bubble break-up in transition flow is believed to be
excessive. A means to improve the break-up model has been proposed (using the vapor drift velocity rather

than the calculated slip velocity) and is being examined.

The two-phase blowdown problems (Problems 5.8, 5.9 and 5.10) investigated IFA source terms in
highly transient conditions. SIMMER-III calculations of Edwards' pipe problem (Problems 5.9 and 5.10)
gave good agreement with experimental results without modification, but it is considered that the result is
very sensitive to input parameters. In the summary report for Problem 5.10 it is shown that SIMMER-III
also calculates good agreement using a more physically-based bubble nucleation model. However, it is
considered that this nucleation model has insufficient general applicability to warrant its implementation in

SIMMER-III (see also the discussion below on water properties).
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The discrepancies in the SIMMER-III calculation of Bartak's pipe (Problem 5.8) might be due to
deficiencies in the IFA modeling, and the analysis could benefit from the lessons learned from Problem 5.10.
However, it should also be noted that the transient IFA model in SIMMERIII has seen some important
developments throughout Version 1, particularly with Version 1.J, and Problems 5.8 and 5.9 were conducted

without the benefit of these improvements.

In general, the overall framework of IFA modeling in SIMMER-III seems sound, though the
assessment has specifically identified the need to refine the model for bubble break-up in the pool transition
flow regime. The two-phase blowdown problems partly validate the IFA source term modeling, although
further validation of IFA source terms is clearly desirable. Fragmentation in FClIs is a phenomenon which
is sensitive to the steady-state and transient IFA modeling, and it is planned to study this topic further in the

Phase 2 assessment.
4.1.3 Heat and mass transfer
(1) Structure heat transfer

Heat transfer in structure is by conduction. SIMMERC-III calculates radial heat transfer in structure
using two can wall nodes (a surface and an interior node) which is an improvement on previous codes. The
thickness of the surface node is determined by a user-input thermal time constant. Problem 3.1 examined
the temperature response of the structure for the boundary conditions of constant heat flux and constant
temperature. The model was verified for the constant heat flux condition, but it can only reproduce the
temperature response for a constant temperature boundary condition on the timescale dictated by the thermal
time constant. It is currently recommended that the time constant should be selected to reflect the timescale

of the phenomenon being modeled.

Axial heat transfer in structure is modeled for cladding and left/right can walls. This model was
compared with an analytical solution for transient heat transfer in Problem 3.2 and showed excellent

agreement.
(2) Fluids heat transfer coefficients

Fluids heat transfer coefficients are modeled by quasi-steady state Nusselt number heat transfer
correlations for selected fluid configuration and flow topologies. SIMMER-III calculations of mass transfer
during melting/freezing and vaporization/condensation also rely on the heat transfer coefficients. Transient
heat transfer coefficients are not modeled. This is known to be inaccurate on short timescales for rigid
particles and droplets, and was highlighted by condensation on a subcooled droplet in Problem 5.1.
However, it is not considered feasible to implement transient correlations into SIMMERC-III, and besides it
was shown in Problem 5.1 that the steady-state formulation can be used parametrically to investigate the

effect of enhancing the condensation rate.

Problem 5.3 shows that SIMMERC-III can approximately simulate the rate of collapse of subcooled
vapor bubbles. The summary report for the Problem also concluded that the collapse could be better
simulated if heat transfer correlations took account of the internal circulation and mixing in the bubble.  This

capability has subsequently been implemented in SIMMER-III Version 2.

,45,



JAEA-Research 2019-009

The liquid-structure heat transfer coefficients contributed successfully to the conduction freezing
calculated in Problem 4.3. However, calculations of bulk freezing of fuel (Problems 4.1 and 4.2) indicate
the need to model an additional contact thermal resistance between liquid and structure. It is anticipated
that the implementation of the interface resistance will require modifications to the liquid, as well as structure,

heat transfer coefficients.

The analysis of the boiling pool (Problem 5.7) did not result in specific recommendations concerning
liquid-wall heat transfer modeling. However, a preliminary analysis of the SCARABEE BF2 boiling pool
for the Phase 2 assessment indicates that it is desirable to improve the calculation of the local length scale
and velocity used in the heat transfer correlations. Improvements in modeling the liquid-wall heat transfer

in a boiling pool are being investigated.

The SIMMERC-III film-boiling model is intended for liquid-liquid heat-transfer, but was successfully
applied for a solid sphere in liquid sodium (Problem 3.3). The application helps to calibrate the model, but
also highlighted the fact that there is no physical representation of the boiling curve in SIMMER-III. It is
intended to use the film boiling model to model FCIs in the Phase 2 assessment. No thermal radiation heat
transfer is currently modeled in SIMMER-III, and no Phase 1 calculations have suggested the need for such
modeling. However, the temperatures which can be reached by LMFR materials in a CDA easily exceed
the temperatures achieved in most of the Phase 1 assessment Problems. The implementation of thermal
radiation heat transfer in SIMMERC-III is being examined.

The Phase 1 test calculations have not properly tested the effect of flow regime interpolation on the

heat transfer coefficients, which could be done for channel (pipe) flow.
(3) Melting and freezing

Melting and freezing of liquid fuel on structure is a key phenomenon in LMFR safety analysis since
the dynamics of fuel freezing plays an important role in determining fuel removal from the core. Problems
4.1 to 4.3 help to assess the current SIMMER-III modeling, whilst fuel freezing will be further studied in the
Phase 2 assessment program. SIMMER-III can simulate conduction-limited freezing, with fuel crust
formation on a structure wall. In this case the crust effectively insulates the liquid fuel from the wall, and the
liquid fuel cannot be cooled below its liquidus temperature. A fuel crust forms if the heat flux to the
structure exceeds the heat flux from the liquid fuel at the liquid-structure interface. If a fuel crust does not
form (and the steel structure melts) the bulk enthalpy of molten fuel flow can be lowered below its liquid us
energy, and the code allows liquid fuel to solidify into solid particles. The particles enhance the viscosity
of the liquid/particle mixture, which can bring penetration to a halt. SIMMER-III can therefore in principle

treat both the conduction and bulk freezing mechanisms.

In Problem 4.3, which involved the penetration of an Al2O3 melt in a vertical tube, the mode of
freezing was conduction-limited freezing with crust formation. With slight modifications to input variables
SIMMER-III reproduced the conduction-limited freezing mode and was able to predict the penetration length
to within 10%. The SIMMERC-III calculation was also consistent with a previous SIMMER-II calculation.
The application indicates that the SIMMER-III melting/freezing model is adequate for simulating melt

penetration with conduction-limited freezing.
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Problems 4.1 and 4.2 analyzed the penetration of tubes by pure UO2 and a UO2/Mo mixture
respectively. In contrast with Problem 4.3, the freezing mechanism was predominantly bulk freezing,
though crust formation occurred in at least some tests. The experimental results contradict the SIMMER-
Il freezing model in that bulk freezing occurred without melting of the steel wall. The SIMMER-III
prediction for crust formation/wall melting was found to be undesirably sensitive to the (user-input) value of
the structure time constant. Furthermore, even when SIMMER-III calculations were performed with only
slight steel melting the penetration lengths predicted by the code were much too short, indicating excessive
heat transfer from the liquid to the wall. The insertion of a thermal resistance between the molten fuel flow
and the wall significantly improves the predicted fuel penetration lengths. This treatment is included as a
non-standard option in SIMMERC-III Version 2.A.

The bulk freezing model incorporating a contact thermal resistance currently gives the best estimate
of fuel penetration lengths in tubes. However, uncertainties still remain as to how the thermal resistance
should be implemented in SIMMER-III such that the code can predict bulk freezing, conduction freezing and
wall melting correctly for given local temperature and flow conditions. Furthermore, fuel freezing
environments during LMFR CDAs may be quite complex, involving: wall melting simultaneously upon fuel
freezing, entrainment of ablated wall material and its heat transfer enhancement, the effect of solidified fuel
particles on penetration of pin bundles, etc. It is therefore necessary to continue studying fuel freezing as

part of the Phase 2 assessment.
(4) Vaporization and condensation

The SIMMER-III vaporization and condensation algorithm has been tested by several separate-effect
calculations (Problems 5.1 through 5.3). Problem 5.2 verifies that energy transfers are consistent for two
different condensation processes. The discrepancies between code calculation and experimental results,
where they arise, are ascribed to the heat transfer coefficients (discussed above). It is considered that the

basic calculation of vaporization or condensation of a single component has been verified.

Problem 5.4 examined rapid vaporization of liquid fuel in both a vacuum and in the presence of a non-
condensable gas. The computed fuel temperature response for vaporization in a vacuum is in agreement
with theoretical results. In the presence of a non-condensable gas the exact pressure development could not
be reproduced by SIMMER-III because the code does not have a sufficiently detailed bubble dynamics model.

Nevertheless, it is considered that SIMMERC-III reproduces the vaporization process with sufficient accuracy.

The effect of non-condensable gas on vapor condensation on a wall was studied in Problem 5.6.
SIMMER-III could simulate the rate of condensation in a vacuum sufficiently accurately, but the
condensation rate in the presence of an inert gas is overestimated. In rapid condensation the non-
condensable gas accumulates at the condensation surface and retards the flux of vapor molecules to the
surface. In these circumstances condensation is governed (limited) by the diffusion of vapor molecules
through a layer of non-condensable gas. A simple diffusion-limited model has been proposed to simulate

this effect, and it is intended to implement this model in a future version of SIMMER-III.

Problems 5.8 through 5.10 examined vaporization of water following rapid depressurization. In the

summary report for Problem 5.10 it is considered that the rapid vaporization induces a non-equilibrium, local
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cooling of liquid surrounding vapor bubbles, which is not modeled by SIMMER-III. Nevertheless, a
SIMMER-III calculation which did not explicitly account for this effect gave quite reasonable results.
Problems 5.9 and 5.10 indicate that SIMMER-III can reasonably simulate rapid vaporization.
Discrepancies in the calculation of Bartak's pipe (Problem 5.8) may be caused by similar phenomena, or else

from deficiencies in the IFA modeling (discussed above).

Problem 1.6 showed that SIMMERC-III can plausibly calculate the rapid vaporization of superheated

sodium without numerical difficulties.

SIMMER-III is in principle able to simulate vaporization and condensation in a multicomponent
environment. This includes vaporization at a liquid-liquid interface and condensation of a vapor species on
a different liquid component. The former type of mass transfer path is important for modeling FCIs and a
fuel/steel boiling pool, whilst the latter path occurs in a post-disassembly expansion where a fuel/steel vapor
bubble condenses in a sodium pool. These capabilities have not been tested in Phase 1 calculations and

should be studied in the Phase 2 assessment.
(5) The vaporization/condensation iteration

The vaporization and condensation model require a complex iteration procedure to implicitly update
sensitive variables. Many special-case treatments are necessary, mainly for handling missing components
or components with very small heat capacity. The model is also tightly coupled to the EOSs, since a small
change in the vapor thermodynamic state strongly influences the rate of phase transition. Furthermore, a
smooth and physically consistent transition from single- to two-phase flow must be modeled. In general,
the Phase 1 calculations (such as Problems 1.6, 5.9 and 5.10) have shown that the iteration is sufficiently

stable and robust, for example in modeling boiling onset from a single-phase condition.
(6) The boiling pool (Problem 5.7)

A fuel/steel boiling pool is a key phenomenon in LMFR safety studies, and will be studied further in
the Phase 2 assessment program. In the Phase 1 assessment water boiling pools have been examined
(Problem 5.7).  Since the calculation of a boiling pool relies to some extent on the representation of a bubble
column, reference will also be made to the above discussion of two-dimensional calculations of the bubble
column. The physical phenomena which occur in a boiling pool are sketched in the summary report for
Problem 5.7.

The application of SIMMERC-III to water boiling pools (Problem 5.7) was not encouraging: in general,
the flow patterns observed in the boiling pools were not reproduced by the code calculation, the pool hold-
up was underestimated and the pool surface was unusually calm. These discrepancies in flow behavior are
considered in the summary report for Problem 5.7 to be the cause of the incorrect heat flux distribution

calculated along the wall.

The points made about the two-dimensional bubble column calculation need to be reiterated here.
Deficiencies identified above regarding modeling of momentum exchange and IFAs in the churn-turbulent
flow regime also apply to this Problem. Important code developments have been implemented in SIMMER-

IIT since this calculation was performed, specifically the IFA modeling has been refined and the momentum
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diffusion term has been implemented. Furthermore, a preliminary analysis of the SCARABEE BF2 boiling
pool for the Phase 2 assessment showed that it was essential to model inter-cell heat transfer in order to
realistically model a boiling pool. Otherwise an excessively large radial temperature profile is calculated
in the pool. An inter-cell heat transfer model has been implemented in SIMMER-III for Version 2.A, and
is expected to influence the calculation of a water boiling pool. In addition, the discrepancies in flow
behavior may be partly caused by the incorrect heat flux distribution along the wall. A recalculation using

the observed heat loss to the wall is required to confirm whether or not this is the case.

In addition to the above comments, the calculation in Problem 5.7 was performed using "symmetric
box", which may not be appropriate to the transient flow pattern in the pool. A complementary calculation
in the usual X-Z geometry would be beneficial. In summary, it is worthwhile recalculating this Problem to

investigate the effect of model improvements.
(7) Properties of water

Many of the Phase 1 assessment problems involve water, and of course water is the coolant for light
water reactors (LWRs). Water is usually modeled in SIMMERC-III by substituting it for liquid sodium as
the coolant.  Although SIMMERC-III is intended to be sufficiently flexible to model a wide variety of liquids,
and in fact the Phase 1 assessment as a whole confirms this capability, the code is primarily designed to
analyze the behavior of LMFR core materials in a CDA. This means there are some code limitations in

modeling water.

Water has a very low thermal conductivity in comparison to sodium, so its bulk temperature tends to
respond relatively slowly and it can support higher temperature gradients. In the summary report for
Problem 5.10, which involved the rapid depressurization of subcooled water, it was concluded that the system
pressure was governed by the liquid temperature local to the vapor bubbles, rather than the liquid bulk
temperature. This transient effect is not modeled within the current SIMMER-III framework, and it is
expected to be less applicable to sodium than for water. However, applications of the code to water in

transient conditions need to consider the consequences of effects like this.

Another characteristic of SIMMERC-III is that some mass transfer paths which are important in LWR
accident studies, such as coolant boiling on solid particles and walls, are not treated by the code. These
mass transfer paths are not important for LMFR CDA analyses, but their absence can limit the application
area of the code, such as in the analysis of steam explosions. Nevertheless, it is not planned to expand the

mass transfer paths currently modeled.
4.1.4 Overall features of the code
(1) Portability of the code

SIMMER-III has been successfully installed and applied to a wide variety of problems at four different
research centers, using at least as many types of computer. Although the Phase 1 Problems were not
explicitly checked for machine-dependency of the results, experience with other test problems indicates that

machine-dependency is negligible. The code is considered to be portable and robust.
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(2) Code run times

Problem 4.3, melt penetration in a tube, is reported to have taken a large CPU time. This can be
attributed partly to small timesteps associated with the overpacking problem (discussed above). However,
it also seems that the run time can be reduced by adjusting user-input variables associated with the pressure
iteration.  Calculation of a steady-state bubble column or boiling pool also requires relatively small
timesteps in order to simulate local vapor transport. The vaporization/condensation iteration is known to
consume significant amounts of CPU time, as are calls to EOS subroutines. In-line expansion of these

subroutine calls can noticeably improve run times. -

Some effort was devoted during the development of Version 1 to optimizing run times, and several
modifications have resulted in more efficient computation. Nevertheless, the advanced and detailed

modeling in SIMMER-III inevitably increases the computing workload in comparison with previous codes.
4.1.5 Summary

SIMMER-III has a sound scientific basis for simulating a variety of multi-phase flows. The four-
step fluid dynamics algorithm has been demonstrated to be numerically accurate, sufficiently stable and
robust. Advanced features such as interfacial area convection and generalized heat and mass transfer
models have provided a sufficiently flexible framework to simulate transient multi-phase phenomena.
Accurate and consistent EOSs help eliminate uncertainties and numerical problems. In short, SIMMER-III

has proved to be a reliable and genuine state-of-the-art multi-phase fluid-dynamics code.

This is not to say that there are no problems. The Phase 1 assessment has been extremely valuable
in highlighting problem areas, and in fact the above synthesis refers to many modeling deficiencies and errors
that were addressed a d solved whilst the Phase 1 assessment was being conducted. Remaining problem
areas which have been identified through Phase 1 calculations are summarized in the following section.

These areas help guide future model development.
4.2 Problem Areas and Desirable Improvements

Problem areas identified in the Phase 1 assessment have already been discussed to some extent in
Section4.1. For some of the problems, code improvement is already in progress and they should be resolved
in a future version of SIMMER-III. In addition, there are limitations of the code which were not tackled in
the Phase 1 assessment calculations but are known from the modeling framework or other applications.

Below, the problem areas are collated and the status of improvements is summarized.

(1) Dimensionality: A fundamental limitation to the application of SIMMER-III is its two-dimensional
framework. Some of the experimental setups used in the code assessment are difficult to simulate in
an axi-symmetric cylindrical geometry. In addition, reactor application may have to simulate three-
dimensional mitigation mechanisms, such as off-centered whole core sloshing and fuel removal through
control-rod guide tubes. Extension of the SIMMER-III algorithm to three dimensions is rather

straightforward, and indeed a preliminary study has been initiated.
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Basic equations set and algorithm: One concern with the fluid dynamics equations is an instability
occurring with higher-order differencing when no dissipative mechanism is present. However, in
practice numerical damping due to drag forces is usually present, so this is not considered to be an
important problem. More practical concerns are the influences of intra-cell transfer decoupling and
overpacking on timestep size. Methods to compensate for these effects have been implemented and

are being tested.

Liquid free surfaces: There are no practical proposals to better model hydrodynamic instabilities on the
free surfaces of liquids in SIMMERC-III, and the Phase 1 applications have given no compelling reasons
todoso. However, this conclusion may be revised by future application to, for example, an expanding

vapor bubble in the post-disassembly phase of a CDA.

Momentum diffusion term: It is recommended that viscous diffusion terms be modeled in the
momentum equations in order to hydrodynamically couple radial cells. The inclusion of a diffusion
term (second-order derivative) is known to be effective for making the equations set unconditionally
stable. This code modification is being implemented and a preliminary version is available in
SIMMER-III Version 2.A.

Turbulence modeling: It has long been desired that a turbulence model be implemented in SIMMER-
III. However, there is no practical turbulence model available for such complex multi-phase codes as
SIMMER-III. It seems prudent to first test the effect of the viscous diffusion terms (item (4)) before
concluding whether a turbulence model is really required. If a turbulence model is attempted a
simplified approach should be considered. Proposals, based on experience from other codes, are

welcome.

Channel flow regimes: It is desirable to better represent the annular-droplet flow regime, which is
currently not treating the behavior of dispersed droplets and liquid films satisfactorily, and to avoid the
unphysical oscillations experienced in one-dimensional calculations of churn-annular flow. However,

these problems have not yet been addressed.

Interfacial area source terms: It is recommended to maintain the current framework of interfacial area
convection with source terms. Improvements to the calculation of bubble break-up in pool transition
flow are being examined. Validation of source terms models should be further conducted during the

Phase 2 assessment.

Momentum exchange functions in pool flow: The modeling of drag between the liquid-continuous and
vapor-continuous regions of transition flow is being improved. It is recommended to further test the

momentum exchange functions in intermediate and high void fraction range.

Momentum exchange functions in channel flow: It is desirable to improve the momentum exchange
between liquid and vapor in annular and annular-dispersed flow regimes, but no model development is
currently planned. The effect of momentum exchange on fuel freezing and plugging behavior needs

to be studied further in the Phase 2 assessment.
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(10) Heat transfer coefficients: The contact resistance between liquid fuel and structure needs to be
implemented appropriately in SIMMER-III.  Alternative methods for calculating heat transfer to the
wall of a boiling pool are being investigated. Further assessment of the influence of vaporization at
liquid-liquid interfaces on heat transfer coefficients is desirable, particularly with respect to fuel/steel

boiling pools. It is not recommended to model transient heat transfer coefficients.

(11) Thermal radiation heat transfer: Though not identified by the Phase 1 assessment, it is believed to be
desirable to have this modeling capability. Existing models in multi-phase codes are being reviewed

and it is believed a suitable model can be implemented in SIMMERC-III in the future.

(12) Fuel freezing: The SIMMERC-III melting and freezing model requires modification to suitably treat the
thermal contact resistance and non-equilibrium conditions at the liquid-structure interface. The model
needs to predict bulk freezing, conduction-limited freezing and wall melting correctly for the given local
temperature and flow conditions. Validation of such a model will require further application to
separate effects experiments of material freezing and wall melting. In addition, the complex freezing

mechanisms to be studied in Phase 2 or in reactor application may also drive future model elaboration.

(13) Vaporization and condensation: It is desirable to model diffusion-limited vapor condensation in the
presence of non-condensable gas. A suitably simple model has been proposed, and it is intended to
implement it in a future version of SIMMER-III.  Further model improvement may be driven by future

application to more complex multicomponent phase transition problems.
4.3 Implication for Phase 2 Assessment and Reactor Application

SIMMER-III is now ready for Phase 2 assessment and reactor application. The two application areas
of Phase 1, melting/freezing and vaporization/condensation, both involve integral problems relevant to
LMFR safety, and so there are many common features. Below, the experience from the Phase 1 assessment
is discussed with reference to each of the key CDA phenomena identified in Section 3.3. Suggestions are
made as to how the Phase 2 assessment should be tailored to meet the concerns identified in the Phase 1

assessment.
(1) Boiling pools

SIMMER-III will play an important role in investigating the stability of the fuel/steel boiling pool
against internal and external disturbances. Key models are the IFA modeling, which determines the time-
dependent surface area evolution, momentum exchange functions in bubbly and chum-turbulent flow, and
non-equilibrium vaporization and condensation. It is considered straightforward to apply SIMMERC-III to
a fuel/steel boiling pool problem with internal heat generation. However, the Phase 1 assessment of various
bubble column and single-component boiling pool problems indicated the need for improvements to the
modeling, particularly with respect to the IFAs and momentum exchange. As reported in Sections 4.1 and
4.2 many of these improvements have already been incorporated into the code: errors in the IFA modeling
have already been corrected, improvements to modeling the IFAs and inter-phase drag in the transition flow
regime have been identified and are being tested, and treatments of the momentum diffusion term and inter-
cell heat transfer are both available in SIMMER-III Version 2.A.
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A preliminary simulation of the SCARABEE BF2 experiment has been very encouraging and has
been the source of many model improvements. There is already a need to recalculate Phase 1 assessment
problems associated with the bubble column and the single-component boiling pool to assess the effect of
the above model changes. Furthermore, the Phase 2 assessment will undoubtedly result in additional
improvements to SIMMER-III modeling. To assess these model developments, it is important to have
strong feedback and interaction between the Phase 2 applications and relevant Phase 1 calculations,

particularly of the bubble column and water boiling pools.
(2) Fuel relocation and freezing

Phase 2 assessment problems should be closely relevant to reactor accident analysis and hence must
suitably address, in addition to basic fuel freezing mechanisms, potential fuel escape paths and their specific
geometric configurations. Three potential fuel escape (fuel relocation) paths are discussed briefly. For an
intra-subassembly pin bundle, fuel freezing and penetration is affected by rapid cladding ablation, fuel

particle formation, remaining pellet breakup, etc.

The effect of viscosity enhancement and potential jamming due to presence of solid particles are
expected to be important. An inter-subassembly gap channel in the axial and radial blanket regions is a
simple slab geometry and is characterized by relatively low structure temperature, so wall melting is expected.
Fuel relocation into a control-rod guide tube is influenced by the timing of structure wall melting (or failure)

and the effect of FCIs with liquid sodium remaining in the channel.

The main SIMMER-III models which are involved in calculating fuel relocation are the
melting/freezing model, and the fluids and structure heat transfer coefficients. The modeling of particle
jamming and viscosity enhancement of a liquid-solid mixture by particles is also expected to be influential.
The Phase 1 assessment concentrated on fuel freezing in tubes, which is the most basic geometry yielding
the least ambiguous data. The applications have proved to be extremely useful for assessing individual key
models. The SIMMER-III conduction-limited freezing model has been shown to be valid, providing the
conditions for conduction-limited freezing are satisfied. The penetration lengths in the bulk freezing tests
analyzed in Phase 1 are more sensitive to the rate of heat loss from the liquid rather than particle jamming,
and so help to resolve uncertainties in the liquid-structure heat transfer rates. This has resulted in
recommendations for model improvements, specifically with regard to treating interfacial contact resistance
between liquid and structure. However, some fundamental uncertainties remain, particularly as to how the
contact resistance and non-equilibrium conditions at the liquid-structure interface should be modeled in
SIMMER-III such that bulk freezing, conduction-limited freezing and wall melting are correctly calculated
for given local temperature and flow conditions. These uncertainties can only be resolved by further Phase

1-type assessment.

It is desirable to assess the fuel relocation and freezing calculated by SIMMER-III in more prototypic
geometries than were analyzed in the Phase 1 assessment. At the same time, it is desirable to resolve some
of the fundamental issues raised by the Phase 1 assessment before embarking on a large-scale assessment
program in prototypic geometries. It seems sensible to continue to carry out Phase 1-type analyses of test

problems in parallel with the Phase 2 applications to more prototypic conditions.
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(3) Post-disassembly expansion

The post-disassembly expansion phase of CDAs involves the following event sequences: high-speed,
multi-phase flows through narrow channels (or pin bundles) interacting with structure walls (with or without
wall melting); and multi-phase bubble expansion into a cold coolant pool. Key phenomena include the
effect of non-condensable gas on rapid vapor condensation and the effect of hydrodynamic instabilities on

the free liquid (or bubble) surface.

SIMMER-III was not applied to an expansion phase problem in the Phase 1 assessment.
Nevertheless, the Phase 1 assessment has validated the SIMMER-III multi-phase convection algorithm.
Phase 1 also highlighted the need to treat diffusion-limited vapor condensation in the presence of non-
condensable gas, and it is intended to implement a simple model in a future version of SIMMER-IIL.  Also,
the way liquid surfaces are treated in a Eulerian code like SIMMER-III means that the physics of instabilities
on the bubble surface cannot be fully modeled.

SIMMER-III can be directly used to simulate the post-disassembly expansion phase of an LMFR CDA.
However, it is also worthwhile studying separate-effects phenomena relevant to the expansion phase, for

example using data for nitrogen expansion into a water pool.
(4) Fuel-Coolant Interactions (FCIs)

FCIs could occur at various stages of a CDA progression. Classically there are four stages to the
FCI: (a) pre-mixing: formation of a coarse melt/coolant mixture, (b) triggering, (c) propagation of a pressure
pulse accompanied by fragmentation of the melt droplets, and (d) expansion of the melt/coolant mixture.
The pre-mixing stage generally requires that the film boiling condition is satisfied, which is believed to be
less likely in an LMFR than in an LWR because of the high conductivity of sodium coolant compared to

water. Nevertheless, FCIs remain a concern in LMFR safety analysis.

Virtually all of the SIMMERC-III fluids dynamics models are involved in modeling FCIs. However,
the triggering event can involve local microphysical phenomena, and modeling of microphysical processes
is beyond the scope of SIMMER-III. Furthermore, some nonequilibrium mass transfer paths which are
present in steam explosions, such as coolant boiling on solid particles, cannot be fully treated by SIMMER-

III.  Nevertheless, apart from these caveats the code can be used to perform an integral simulation of an FCI.

The Phase 1 assessment demonstrated that SIMMER-III could successfully simulate some aspects of
an FCI in a sodium system (e.g. analysis of THINA - Problem 5.11; validation of the film boiling model -
Problem 3.3). In addition, a comparison of SIMMER-III IFA modeling with other FCI codes has led to
improvements in the IFA source terms. Furthermore SIMMER-III has recently been applied to steam
explosion experiments, including the FARO ST experiment for the pre-mixing phase and the KROTOS-28
experiment for the propagation phase. The Phase 2 assessment should include and expand on these

applications.
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(5) Structural disintegration

In the transition phase of a CDA, disintegration of remaining fuel pins and can walls is important for
assessing core melt-out behavior and stability of a fuel/steel boiling pool. Fission gas released from
disrupted fuel could have a significant effect on fuel motion. Structural disintegration was not treated in
the Phase 1 assessment. Moreover, a detailed plan for assessing these mechanisms has not been formulated

yet.
(6) Summary

The main purpose of the Phase 2 assessment program is to significantly improve the confidence level
of SIMMER-III for future reactor application. However, both the Phase 2 assessment and reactor
application will undoubtedly suggest new areas for code improvement. Feedback from future reactor
application of SIMMERC-III will undoubtedly do likewise, and will be used to guide and prioritize future code

development and assessment.

The Phase 1 assessment is a solid foundation upon which the application of the code to integral
phenomena in Phase 2 and reactor conditions can be assessed. Nevertheless, recalculation of relevant Phase
1 test problems should continue to be performed as model improvements are implemented in SIMMERC-III.
Future code assessment is expected to further narrow down the remaining limitations and applicability ranges
of the code. The information and experience gained will be essential for guiding future CDA analysis, and

for identifying rational uncertainty ranges for input model parameters.

Future code application may also suggest new areas of future safety research. New experimental
programs, both in- and out-of-pile, may well be proposed on the basis of SIMMERC-III calculations. Thus,

future assessment may also be utilized to guide and prioritize long-term programs for LMFR safety research.
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5. Conclusion

The completion of SIMMER-III Version 1, a two-dimensional, three-velocity-field, multiphase,
multicomponent, Eulerian, fluid-dynamics system code, enabled the integrated code to be applied to fluid
dynamics problems for the first time. SIMMER-III has been designed with many advantageous code
features from the viewpoint of validation. These include: its modularized and flexible code design and
programming, numerical accuracy and stability. With the release of Version 1 the development and
assessment of the code has been internationally participated by Forschungszentrum Karlsruhe, Germany and
Commissariat a 'Energie Atomique, France. To advance the code as the next-generation standard tool for
LMFR safety analysis, it was agreed that a joint assessment program should be conducted amongst the

partners in a comprehensive and systematic way.

The SIMMERC-III assessment program consists of two stages: Phase 1 for fundamental and separate-
effect code assessment of individual models; and Phase 2 for code application to integral experiments
describing key physical phenomena directly relevant to LMFR safety. This report documents the results of
the Phase 1 assessment. A total of 34 test problems have been modeled, including: simple test calculations
to verify the code; single- and two-phase flow benchmark problems to confirm the code is competitive to
other state-of-the-art multi-phase codes; and analyses of small-scale experiments where unambiguous data is
available. Such an assessment effort is essential for making the code reliable, and to promote its widespread
acceptance. The results and achievements of the Phase 1 assessment, and the impact of Phase 1 on future
model development and the Phase 2 assessment, are synthesized in this report. The major conclusions are

summarized below.

(1) The fluid-dynamics convection algorithm is basically valid for a variety of one- and two-dimensional
isothermal problems. The solution method is numerically stable and accurate. Numerical diffusion

is sufficiently mitigated by the higher-order differencing scheme.

(2) There is a fundamental timestep-size limitation because the intra-cell heat and mass transfer is decoupled
from fluid convection in the four-step fluid dynamics algorithm. However, this limitation is acceptable

for most code application areas.

(3) Some of the test problems identified a need to model radial inter-cell momentum coupling, which is
lacking in the current SIMMERC-III and in its predecessors SIMMER-II and AFDM. This concern
should be resolved by the momentum diffusion terms which are being implemented in Version 2 of
SIMMER-III. A turbulence model is also desirable but, since the implementation of a turbulence
model would require a major modeling effort, it is considered prudent to first examine the influence of

the momentum diffusion term.

(4) The multiple flow regimes in SIMMER-III enable a variety of multi-phase flows in both a pool and a
channel geometries to be modeled, which is a significant improvement on previous codes. The only
major disappointment is the annular-dispersed channel flow regime, where the treatment of a liquid film

and entrained droplets in the same velocity field is proving to be a poor approximation.
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(5) The test problems have identified areas for improvement in the momentum exchange functions. A
treatment of the momentum coupling between the liquid-continuous and vapor-continuous regions in
pool transition flow is being tested. The treatment of liquid vapor momentum coupling in annular and
annular-dispersed flows is unsatisfactory, but this is not considered a major problem for the main
application areas of SIMMER-III.

(6) The generalized interfacial area convection model in SIMMER-III has proved to be promising, and is a
major advance on SIMMER-II. Some of the interfacial area source terms have been validated by the

Phase 1 applications but further validation is necessary.

(7) The basic framework of the heat and mass transfer modeling has been verified. The modeling of
melting/freezing in SIMMERC-III is an advance on SIMMER-II, but the Phase 1 applications have
indicated the need for further sophistication, particularly with regard to modeling a liquid/structure

contact resistance. Further assessment of freezing in more prototypic geometries, is desirable.

(8) Single-component vaporization/condensation was validated, but the need was identified to model
diffusion-limited condensation model in the presence of non-condensable gas. A suitably simple
model has been proposed, and it should be implemented in a future version of SIMMER-IIIL

Validation for complex phase transition processes is desirable.

(9) SIMMER-III has proved to be a useful tool for simulating a variety of multi-phase flows. The code
has a stable and robust numerical framework, and is portable, having been successfully used at four
research centers. The accurate and thermodynamically consistent functions of equations of state and
thermophysical properties have contributed to the accuracy, stability and validation of heat and mass

transfer model.

(10) The Phase 1 assessment is a solid foundation upon which the application of the code to integral
phenomena in Phase 2 and reactor conditions can be assessed. Nevertheless, recalculation of relevant
Phase 1 test problems should continue to be performed as model improvements are implemented in
SIMMER-IIL.

In summary, the Phase 1 assessment was a great success. A time and man power consuming effort
to perform numerous calculations for the code assessment was made possible by the framework of
international collaboration between PNC and European FZK and CEA. The Phase 1 study has confirmed
that SIMMER-III is now ready for application to integral phenomena. The code can be profitably used to
investigate such key accident phenomena as: boiling-pool dynamics, fuel relocation and freezing, post-
disassembly material expansion and fuel-coolant interactions. These applications will form the backbone

of the Phase 2 assessment program.

The development of the SIMMERC-III code has reached the stage where reactor safety analyses can be
conducted. The fluid dynamics models of Version 1 have been coupled with a space- and energy-dependent
neutron kinetics model, to create Version 2 of the code. The outcome of this program is expected to

significantly improve the reliability of future LMFR safety analyses.
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Appendix: Summary Reports of Phase 1 SIMMER-III Code Assessment

This appendix contains all the summary reports contributed by the various authors. The original
documents are reproduced in the same format and style without modifying their technical contents and the
authors’ conclusions, except for editorial changes. The input data listings and the FORTRAN modification
listings for some of the test problems are not included, because they are applicable only to earely SIMMER-

III versions.

The test problems are categorized into the five headings listed below. Thirty-four test problems have
been achieved through international collaboration; the names of the contributing organizations are listed
below in parentheses beside the abbreviated title of each test problem. Some of the research institusions
have been re-organized or renamed since the original report was issued in 1996: PNC to JNC to JAEA, IPSN
to IRSN, and FZK to KIT. The names of authors are shown in each summary report.

Category 1: Fluid convection algorithm
Problem 1.1: Ideal gas shock tube (PNC)
Problem 1.2: Two-phase shock tube (FZK)
Problem 1.3: Oscillating manometer (IPSN)
Problem 1.4: One-dimensional sedimentation (PNC)
Problem 1.5: Two-dimensional sedimentation (PNC)
Problem 1.6: One-dimensional sodium boiling (PNC)
Problem 1.7: Liquid sloshing with particles (FZK)
Problem 1.8: Water hammer (PNC)
Problem 1.9: Impact of liquid slugs (FZK)
Problem 1.10: Steam expulsion by subcooled water (PNC)
Problem 1.11: Stability of one-dimensional bubble column (PNC)
Category 2: Interfacial area and momentum exchange models
Problem 2.1: Zero-th dimensional pool flow (PNC)
Problem 2.2: One-dimensional isothermal bubble column (CEA-G)
Problem 2.3: Two-dimensional isothermal bubble column (CEA-G)
Problem 2.4: Pressure drop in fully developed flow (CEA-G)
Problem 2.5: Momentum exchange in pipe flow (PNC)
Problem 2.6: Developing annular flow (PNC)
Category 3: Heat transfer
Problem 3.1: Can-wall heat transfer (PNC)
Problem 3.2: Structure axial heat transfer (PNC)
Problem 3.3: Film boiling in sodium (PNC)
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Category 4: Melting and freezing
Problem 4.1: Fuel freezing: GEYSER experiments (CEA-G)
Problem 4.2: Fuel freezing: SMPR experiments (CEA-G)
Problem 4.3: Freezing of hot melts in tubes: THEFIS (FZK)
Category 5: Vaporization and condensation
Problem 5.1: Condensation of steam on droplet (PNC)
Problem 5.2: Droplet evaporation (PNC)
Problem 5.3: Vapor bubble collapse (PNC)
Problem 5.4: Rapid fuel vaporization (FZK)
Problem 5.5: Boiling in a pipe (PNC)
Problem 5.6: Vapor condensation on structure (CEA-G)
Problem 5.7: Boiling pool with wall heat transfer (CEA-G)
Problem 5.8: Two-phase blowdown: Bartak's pipe (CEA-G)
Problem 5.9: Two-phase blowdown: Edwards' pipe (I) (CEA-G)
Problem 5.10: Two-phase blowdown: Edwards' pipe (2) (PNC)
Problem 5.11: Thermite injection into sodium: THINA (CEA-G)

Most of the above problems in fact involve several code models, but they are categorized in the most
relevant category. For example, the Edwards' pipe two-phase blowdown problems (Problems 5.9 and 5.10)
are placed in Category 5 because they involve rapid non-equilibrium water vaporization. However the rate
of phase change is determined by transient evolution of interfacial areas and the long-term behavior is
governed by fluid convection out of the pipe. Such inter-relationships between the test problems and

models are summarized in Table 3-1.

The results of each test problems have been written as concise summary reports such that all the reports
are compiled in this one document. To facilitate readers' understanding, each report is written in an identical
pre-determined format. All the original contributions are included as they were written with minimal
editorial change. This means all the positive and negative views by original authors are retained.
Consequently some of them may be controversial and contradictory. A synthesis of results and conclusions

is attempted in Chapter 4.
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Problem 1.1: Ideal gas shock tube

“Ideal Gas Shock Tube Problem”

Satoru Kondo (PNC)

Outline of the Problem

A Dbasic and the most studied benchmark problem of an ideal-gas shock tube is analyzed by a one-
dimensional, single-component system with SIMMERC-III to verify an adiabatic fluid convection model of
the code. An analytical solution for this problem is available and is compared with the code prediction.

An emphasis is on effectiveness of a higher-order differencing scheme implemented in the code.
1. Objectives of the Application

This is a very popular benchmark problem commonly exercised with a number of fluid dynamics
codes. The objectives are: to confirm the validity of a fluid convection algorithm in a one-dimensional,
single-component system; and especially to evaluate the higher-order differencing scheme in comparison
with the former donor-cell differencing. Additionally this problem treats a pure gas flow, and hence the

code capability of simulating a single-component gas flow is to be evaluated.
2. Description of the Problem

A straight cylinder containing ideal gas is initially divided into two zones by a diaphragm: Initially,
gas is at rest at uniform temperature. The gas on the left of a diaphragm has higher pressure (and density)
than one on the right. At t= 0, the diaphragm is removed to start the fluid motion. The shock front and
the density discontinuity propagate to the right, while the rarefaction wave propagates to the left. The
problem is simple but the resultant distributions of density, pressure and other state variables are rather
complex. The accuracy of simulation depends on a numerical approach taken, such as a convection

algorithm, a finite-differencing scheme, mesh cell sizes, time step sizes, etc.
3. Analytical Solution
An exact analytical solution for this problem is available in a text bool."
4. Understanding of Phenomena
In this simple adiabatic problem, without gravity nor wall friction, there is no uncertainty involved.
5. SIMMERC-III Representation

5.1 Geometry, Initial and Boundary Conditions for a Reference Case
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A 1-D axial mesh was used without gravity for simulating a cylinder of 2 m long. Initially, the lower
half of the cylinder contains air at 10° Pa and the upper half at 10° Pa. The initial temperature is 300 K.
So there is a factor of ten difference in initial pressure (and density). For the reference calculation (Case 1),
40 equal-sized axial noding was used (Az = 0.05 m). The code option was higher-order differencing. A
constant time step size of At= 5x10° s was used. The results are presented at 1.5 ms for the distributions of

density, pressure, temperature and velocity.
No code modification was necessary.
5.2 Parametric Cases

Three parametric cases were run to examine the effects of mesh size and differencing schemes. The
initial and boundary conditions stay the same. Finer noding with 80 axial mesh (Az =0. 025 m) cells were
used in Case 2. Cases 3 and 4 were respectively for 40 and 80 mesh cells, but a donor-cell differencing

scheme was used this time.
6. Results

The initial densities in the two regions, as calculated from the specified pressure and temperature by
the code, are 11.6 and 1.16 kg/m?, respectively. The temperature distribution is uniform at 300 K and the

initial velocity is zero.

The distributions of the four variables at 1.5 ms specified in Section 5.1 are shown in Figs. 1(a) to 1(d)
for Case 1. The analytical solutions are also plotted as solid lines, while the code -predictions are shown in
dashed lines. As shown in these figures, SIMMER-III agrees fairly well with the analytical solution. The
higher-order differencing is shown to reasonably control the numerical diffusion, indicating sharp edges and
flat tops of the distributions. A much better agreement is obtained with finer noding in Case 2, for which

the distributions of density, pressure, temperature and velocity are shown in Figs. 2(a) to 2(d), respectively.

The same results with the donor-cell differencing are shown for Cases 3 and 4 in Figs. 3to4. There
is obvious interface smearing due to numerical diffusion especially in Case 3. Case 4 with finer noding
improves the situation to some extent. Still the characteristics of sharp edges and flat tops are better

simulated even in Case 1 with coarse noding.
7. Conclusion

SIMMER-III has been successfully applied to an ideal gas shock tube problem with excellent
agreement with the analytical solution. A higher-order differencing scheme, a standard option of SIMMER-
I11, is shown to be very effective for mitigating the numerical diffusion which was sometimes intolerable in
a conventional donor-cell (first-order) differencing method. There was no numerical instability problem in

this one-dimensional simulation. It is encouraging that the code can suitably represent a high-velocity gas
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flow as well as sonic and shock propagation. In the former SIMMER-II, any mesh cell has to contain a

non-zero liquid mass, while SIMMER-III can treat a pure gas flow without code modification.
8. Recommendations for Model Improvement

None.
9. References

1) F. H. Harlow and A. A. Amsden: "Fluid Dynamics", A LASL Monograph, Los Alamos National
Laboratory, LA-4700 (June 1971).

,65,



JAEA-Research 2019-009

—o— Density (Kg/m3)
—a - 53 Density (Kg/m3)

Shock Tube Problem ,40 HOD

12
'IO e ravsn sumanpryassiav-nssrramsvarersdralhen s var sarraridbariiprsrsernravealrararss rmavannvas Gl bansbnsradbit -l
= 8 I X
E
s
o 1
ot
> 6 |-
a
o
4 2
¢ bosmeasdnensnaasnesianmranlBiE N s b 4
0 1 1 L
-0.5 0 0.5 1 1.5 2 2.5
Length (m)
(a) Density
—&— Pressure  (Pa)
—8 -53 Pressure (Pa)
Shock Tube Problem ,40 HOD
1.2 10° T T
1 10° o o
8 10° _ \ ......
;«? H \
E 5
6 10 ‘
g \
& \
B Losansnnte e ionn] ) e, R ot i Te -
4 10 N
1ok E
e 1
5
210 b
L\
(o]
-0.5 0 0.5 1 1.5 2 2.5
Length (m)

(b) Pressure

Fig. 1. Ideal gas shock tube problem with SIMMER-III (1/2)

(Case 1: 40 cells, higher-order differencing method)
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Problem 1.2: Two-phase shock tube

“Two-Phase Shock Tubes”

C.-D. Munz, W. Maschek, M. Goz, H. Jacobs, B. Stehle (FZK)

Outline of the Problem

A straight closed duct of uniform cross-section is divided into two equal parts by a diaphragm. On
the left of the diaphragm, the duct contains compressed air; on the right, it contains atmospheric-pressure air,
mingled with finely-divided liquid water. If the two-phase mixture is approximated by a single fluid and
the gaswater mixture is considered to be homogeneous and to satisfy the equation of state of a perfect gas,

an analytical solution of this shock-tube problem exists.
1. Objectives of the Application

This application concentrates on a verification of SIMMER-III applied to the simulation two-phase

problems with strong pressure gradients.
2. Description of Exeperiments

A two-phase shock tube problem has been proposed by D. L. Youngs! as a numerical benchmark test
for multiphase hydro-codes. The problem description is as follows: A straight closed duct of uniform cross-
section is divided into two equal parts by a diaphragm. On the left of the diaphragm, the duct contains
compressed air; on the right, it contains atmospheric-pressure air, mingled with finely-divided liquid water.
The purpose of this problem is to test numerical methods for highly transient multicomponent compressible

flow, predicting what happens when the diaphragm breaks.

Table 2.1. Two-phase shock tube problem.

Air Air 99%
Water 1%
rigid ) rigid
high pressure: p;=3x10° Pa normal pressure p, = 10° Pa
wall ) ) ) wall
normal density: p~= 1 kg/m? normal mixture density:
Pwater = 1000 kg/m3

1m I m

The overall length of the tube is 2 m, consisting of two 1 m long regions separated by a diaphragm.
As boundary conditions impermeable walls are to be specified at both ends of the tube. Due to the left high
pressure chamber of the shock tube, a shock wave to the right into the gas water mixture is generated, if the

diaphragm breaks. The values of the physical variables are given in Table 2.1.
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3. Analytical Solution

Under the assumption of no slip between water and gas, D. L. Youngs presented values for an
approximate exact solution. He did not describe this approximation in detail. He only states that under
the condition of no slip he solves the equations by the method of characteristics. The values of this
approximation for the initial speed of the shock wave moving into the low pressure chamber and the

conditions behind the shock wave are given in Table 3.1.

Table 3.1. Values of an approximate exact solution as given in Ref. 1).

shock speed: vs=172.1 m/s
velocity behind shock: v2 = 800.2 m/s
pressure behind shock: p2=2.517%x10° Pa
gas density behind shock: p2 = 1.874 kg/m’

water volume fraction

behind shock: 2 =0.01874

D. L. Young proposed to compare the numerical results of the codes with these approximate analytical
results at time t = 3.0, 6.0, 9.0 and 12.0 ms. D. L. Young wrote that the method of characteristics may be
used to find analytic solutions under the no slip condition. But, he did not explain this approximation and
the method of solution.  For such a shock tube problem usually the method of characteristics refuses to work
without the introduction of additional information, e.g., the propagation rate of the shock wave. Then this
shock wave can be tracked and the state before arid behind the shock wave can be calculated by the
characteristic theory. In the following we try to get insight into the qualitative structure of the solution by

considering the shock tube problem of a single fluid approximation.

Because of the relatively low mass fraction of water in the right part of the shock tube, the basic
structure of the solution should be at least similar to the solution of a single fluid shock tube problem. We
introduce such an approximation unter the assumption that no interaction between water and gas takes place
and the multiphase flow is replaced by the flow of a homogeneous mixture. The structure of the solution
of such a problem is the following: It consists of four constant states separated by three elementary waves.
A shock wave travels to the right from the high into the low pressure region. A contact discontinuity follows
the shock wave and moves with the fluid velocity. Here the density jumps, while the velocity and the
pressure are constant across this line of discontinuity. Into the left high pressure region moves a rarefaction

wave. This structure of the solution is sketched in Fig. 3.1.

If we use such a single fluid approximation to get an analytic solution we have to consider the
following shock tube problem: Both parts of the shock tube are filled with gas. The water inside the right
part of the shock tube yields an increase of the density only; i.e. the gas/water mixture is considered to be a

homogeneous perfect gas. We assume that the equation of state is overall that of a perfect gas
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p=(y— Dpe (3-1)

where ¢ is the specific internal energy and y the constant adiabatic exponent (air: 1.4). The right and left
values of the primitive variables are given in Table 3.2. In order to match the large density difference, the
ideal gas approximation introduces a large difference in temperatures. The temperature of the left chamber

of the shock tube is 1045 K, while in the right one it is T =31.7 K.

The structure of the exact solution of this problem corresponds to that sketched in Fig. 3.1. This
problem is the usual Riemann problem of gas dynamics and can be solved exactly in terms of the solution of
a fixed point problem.?) A fast iterative procedure for this Riemann problem has been proposed by Halter?.

This iterative procedure has been used in our calculations.

Table 3.2. Single fluid shock tube problem.

Air Air
pi1=3x10°Pa pr=10°Pa
pi=1kg/m? pr=10.99 kg/m3
v =0.0 m/s vr=0.0 m/s

Using this approximation we obtained the values in Table 3.3.

Table 3.3. Values of single fluid shock tube approximation with y =1.4.

shock speed: vs=172.1 m/s
velocity behind shock: v2 =80.57 m/s
pressure behind shock: p2=2.515x10° Pa

gas density behind shock: p2 = 1.84 kg/m?
water volume fraction

behind shock: 2 =0.0189

The values agree very well with the those of Young (Table 3.1). The computation times t = 3.0, 6.0,
9.0, and 12.0 ms as proposed by Youngs seem to be too large, if we consider these calculations. The velocity
of the left boundary of the rarefaction wave is given by the sound velocity in the undisturbed state p;, p:, vi

This sound velocity is given by

a =rypi/p (3-2)

and has the value q = 650 m/s. Hence after the time t = 1.5 ms the rarefaction fan will reach the left wall.
Here, the rarefaction wave is reflected, generating a wave which travels to the right and may disturb after
some time the right going waves. Furthermore, after 6 ms the shock wave reaches the right wall and is re
fleeted there. According to this simplified analytical solution a comparison between numerical results and

this analytical solution should be performed within the time interval [0.0, 1.5] ms.
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We solved the gas dynamic problem numerically with walls at both ends. We used here a so called

4 The numerical results are shown in Figs. 3.2, 3.3, and 3.4. These results at t =

high resolution scheme.
1.5 ms coincide very well with the exact solutions of the Riemann problems. But at times t = 3.0 ms and t
= 4.5 ms we see a strong influence on the pressure and velocity by the rarefaction wave reflected at the left
wall. The total density of the mixture is only changed slightly. These results clearly show that the
rarefaction wave reflected at the left wall influences the right going waves after some time. Hence the times

for comparison proposed by Youngs should be reduced.

The solutions of these single fluid gas dynamical shock tube problems, of course, neglect any two
phase effects and may give good approximations in special cases only. They can only show the following:
If the two-phase solution.has a structure. as given in Fig. 3.1, then the single fluid approximation should give
an estimation the right wave velocities. This is due to the fact that the propagation speed, e. g., of the shock
wave, is determined by the integral conservation of mass, momentum and energy. If the two-phase mixture
is homogeneous and the twophase effects do not generate another structure of the solutions, then the onefluid
model will be a good approximation. If the two phase effects or effects generated by non-homogeneity of
the mixture become relevant, these approximate solutions can only give an estimation of the average velocity

but can not show details of the wave structure.

Additionally, we looked at another shock tube problem: the limit case of the two phase shock tube
problem when the volume fraction of water tends to zero. The gas dynamic Riemann problem, considered
here, is sketched in Table 3.4. The values of density and pressure coincide with the values of the two phase
shock tube problem when the volume fraction of water tends to zero.  The solution of this Riemann problem
is sketched in Fig. 3.1. A shock wave travels to the right, followed by a contact surface, while a rarefaction
wave moves into the high pressure region. The value of physical quantities obtained from the solution of

this Riemann problem are given in Table 3.4. The solution at time t = 1.5 msec is given in Fig. 3.5.

Table 3.4. Gas dynamic shock tube problem.

Air Air
p=3%10°Pa p=10°Pa
p =1 kg/m? p =1 kg/m3

v=0.0 m/s v=0.0 m/s

Table 3.5. Results of the gas dynamic shock tube approximation.

shock speed: vs=453.9 m/s
velocity behind shock: v2=201.44 m/s
pressure behind shock: p2=191x10° Pa
density behind shock: p2 = 1.798 kg/m?
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4. Understanding of Phenomena

The solution of the Rieman problems for homogeneous gas is well understood. But, the main
question is, how accurate is that approximate model for the situation with real interphase exchange. The

results in Chapter 6 show that the analytical solutions are rather poor for comparisons.
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

A 1-D mesh into the z-direction was used with a uniform grid of 100 zones in the space interval [0.0,

2.0]. The boundary conditions of a perfect were specified. No code modification was made.
6. Results

We started our comparison of the numerical results of SIMMER-III in the case of the pure gas dynamic
shock tube problem. The space interval [0.0, 2.0] is discretized using 100 grid zones. In the two-
dimensional SIMMER-III-Code we set IBM =1 and JBM = 100. The constant of gravity is set to zero. In
the exact solution, the maximum of the wave speed is at about 810 m/s. According to the CFL condition an

appropriate time step for an explicit numerical scheme is then given by

At = 0.3Ax/810 = 0.741 x 1075 . (6-1)

The SIMMER-III-Code is a semi-implicit numerical scheme and hence the time step may be chosen
larger than that given by (6.1). But the CFL-condition is a quite natural condition, if shock waves will be
captured with a good resolution. It states that within one time step a wave can cross one-grid zone only and
the numerical smearing introduced within on time step is limited by this spatial resolution. If the time step
is increased, more dissipation will be introduced. Hence, to test the capability of the SIMMER-III-Code to
resolve shock waves, the time step should be restricted by the CFLccondition. This is done in our calculation

by setting DTMIN = DTMAX =0.741 x 10~°.

Figures 6.1 and 6.2 show the results of SIMMER III for void fraction, pressure, velocity, and
temperature at-time 1.5 ms. The small circles indicate the values of the numerical solution, while the solid
line gives the exact solution. The results given by the first picture are produced using the usual time step
calculation based on the velocity CFL-condition, but starting with the small value At = 0.741 X 107> to
give the calculation the chance of a good initial resolution for the break-up of the discontinuity into the
different waves. The results in Fig. 6.1 indicate a good approximation of the shock wave with some small
wiggles behind it. The shock wave is captured within six grid zones. A relatively strong dissipation is
observed at the left going rarefaction wave. This numerical smearing is strong and not expected for a second
order accurate scheme. The small contact discontinuity is captured well within five grid zones as clearly

visible at the temperature distribution. Only the small hump at the velocity distribution disturbs this
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impression. If the time step is decreased to get a better resolution of the shock wave a lot of spurious
oscillations are generated. This fact is clearly indicated in Fig. 6.2. The time step within the whole
calculation has been fixed to 0.741 x 107°. Strong wiggles in the velocity and pressure distribution are

shown in Fig. 6.2 behind the shock wave, which have been moved to the left up to the rarefaction wave.

The results for the two phase shock tube problem where the initial values are as given in Table 2.1 are
shown in the Figs. 6.3 and 6.4. The first Figure shows those of the usual time step calculation, starting with
the small time step 0.741 x 1075, Figure 6.4 shows results with the time step being fixed at this small
value within the whole calculation. The differences between these pictures are relatively small. Inreasing the
time step does not influence the results very much. One difference appears in the pressure plot. With
small time steps, a steeper rise ofthe pressure in front of the compression wave becomes visible which may
be interpreted as a shock wave running ahead. The figures indicate a large difference between the numerical
solutions and the single-fluid approximations. There are of course two possibilities: the numerical results

are bad or the single fluid approximations fail in this case.

We believe in the latter of these possibilities, which is motivated be the following considerations.
Especially, Fig. 6.4 indicates that the fastest wave to the right is a shock wave propagating into the low
pressure region. If we compare the velocity of this wave with the gas dynamic shock tube problem where
the water volume fraction is set to zero (Table 3.5), we find that it is similar to that of the shock wave occuring
in this problem. That means, within the two-phase shock tube problem the wave structure becomes more
compli-cated: the single shock wave decouples into a pre-shock which moves with nearly the same velocity
as in the pure gas. It becomes visible in Fig. 6.4 and is smeared out in the large time step calculation given
in Fig. 6.3. Behind this pre-shock two-phase effects become important and smooth out the profile. The
gas velocity of the two phase shock tube calculations are much higher than within the single fluid
approximation and lie between this and the pure gas case. For comparison we-plot in Fig. 6.5 the numerical

results of SIMM ER-III together with these two approximations.

The results given in the paper of Youngs! are performed for different constants of a quadratic
interphase friction law. For the values of this constant corresponding to low and intermediate interphase
friction his results are much more similar to the single fluid approximation. This may be due to the fact, thatin
these cases the interphase-friction law is not realistic. Unfortunately he does not show results for a value
giving large velocity separation. Figure 6.6 shows the numerical results of SIMMER-III for the fluid and
the gas velocity, which indicates that the velocity separation is large. This means, that the one-fluid
approximation should not be a good candidate for comparison in this case. We remark that Kondo et al.®)
performed calculation with the interphase friction law of Youngs and obtained a good agreement with the

results of codes.

To get more clarity we applied another multifluid code to the two phase shock tube problem. At
Kernforschungszentrum Karlsruhe (KfK), the IVA-KA code is being developed (in a first step) for describing
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premixing of cerium melt relocating downwards into a water pool. It is a finite difference code and based
on the code IVA3 that has originally been developed by Kolev.®) In its present state, [IVA-KA describes the
individual but coupled motions of three fluids, i.e. a gas phase, liquid water, and some other material, i.e.
cerium. The coupling between the fluids is due to assuming the same pressure in all three fields locally and
due to exchange of momentum, energy, and mass. Thermal equilibrium between water and vapor is not
assumed but is always being approached due to heat and mass transfer. The cerium can be liquid initially

and freeze during the process (as particles) or it can consist of solid particles from the beginning.

Besides the usual conservation equations of mass, momentum, and energy (or entropy in the case of
IVA-KA), IVA-KA solves additional conservation equations for the concentrations of "inert" components in
all three fluids (e.g. noncondensable gas in the gas phase) and the particle number densities from which the
sizes of discontinuous structures (bubbles, drops, and particles) can be determinded in connection with the
corresponding volume fractions. Therefore such sizes depend on the history of the process. They are very
important in calculating the ex change terms. The proper types of exchange terms are chosen on the basis

of flow regimes assigned to each mesh cell and of the temperature conditions.

IVA-KA describes transient two or three-dimensional flow in cylindrical or in Cartesian coordinates.
Complicated geometries can be simulated by a "porous body" approach, i.e. by excluding arbitrary volume
fractions in any mesh cell from access by the fluid mixture and by assigning limited (possibly zero)
permeabilities to cell boundaries. When IVA-KA is started with the same discretization parameters, it
produces quite similar results as the SIMMER-III Code. IVA-KA uses first order donor-cell differencing
but the numerical dissipation is not much stronger. The wave into the mixture is slower, but the overall
structure of the numerical solutions is the same. The results are plotted in Fig. 6.6 and Fig. 6.7 in

comparison with the single fluid approximations and the SIMMERC-III results, respectively.
7. Conclusions

The numerical results of SIMMERC-III for the pure gas dynamical shock tube problems are good except
for spurious oscillations occuring at small time steps.  The results for SIMMERC-III for the two-phase shock
tube problem agree very well with those of the multifluid code IVA-KA, but disagree with results of Young,
which is thought to be due to the use of different friction laws. The numerical results and our considerations
indicate that there is no reliable exact, numerical or experimental solution for the two-phase shock tube
problem of Youngs under realistic conditions. Hence, we will look in the future for experimental results of
two-phase shock tubes problems. For experiments the Youngs problem seems not to be a very favourable
shock tube problem, because it is very difficult to get such a high volume fraction of water in experiments.
To obtain the exact solution of the Riemann problem for a two-phase shock tube seems to be very complicated,

which is due to the non-conservative form of the equations and the source terms.
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Numerical results with a one-dimensional high resolution scheme for the multiphase flow equations

including realistic interphase exchange terms would be very valuable, because they would allow to analyze

the influences of the different terms and their numerical modelling.

8. Recommendations for Model Improvements

None.
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Problem 1.3: Oscillating manometer
“Oscillating Manometer in 1D and 2D”
Thierry Jeanne (IPSN)
Outline of the Case

The problem consists of a « U » tube manometer which is connected at the top, so that a closed system
is formed. The system initially contains gas and liquid with the liquid forming equal collapsed levels in each
arms of the manometer, further all parts of the fluid system have a uniform velocity, but zero acceleration.
The initial velocity is specified to be large enough to cause the vapor-liquid interface to cross node boundaries.

The system will oscillate until damped by numerical dissipation.
1. Objectives of the Application

The objectives ofthis problem are:

- to test the ability of the numerical solution method to preserve system mass, which is a constant and
to compare the calculated parameters (velocity, period, ... ) with analytical results as well as those of
the other implicit codes,

- to model the period of oscillations, which is analytically known,

- to evaluate the capability of the numerical discretization scheme to retain the gas-liquid interface.
2. Benchmark problem

For this benchmark problem [1], the fluid motions are simulated by water and air under the following
initial conditions (Fig. 1):
- isothermal throughout at 50°C temperature,
- pressure at the interfaces between the vapor and the liquid equal to 1.013x10° Pa,
- length of the manometer: 20 m (10 m for each arm), and diameter: 1 m,
- initial position of the liquid-vapor interface : 5.0 m above the bottom of each manometer leg,
- all fluid initially has a velocity V,, of 2.1 m/s,

- the two legs are superposed but for one leg, the gravity is negative.

The comparison of the SIMMER-III calculation with the other implicit codes, will be performed on
the maxima and minima values of:
- the mass flow rate at the bottom of the manometer,
- the total amount of liquid in the right and left legs,

- and on the time at which they occur.

The calculations must be made with a nominal time-step equal to 0.025 s in order to facilitate the

comparison of results. The behaviour of the oscillating manometer is simulated for 20 seconds.
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3. Analytical solution

For the presentation of the analytical solution, we use the following notation:
- L: the length of the liquid column (10 m),

- X : the liquid level in the right leg of the manometer relative to the initial position of the liquid.

Without wall friction, the oscillating motion of a liquid in the « U » tube as modelled obeys the
following equation (if the change of direction at the bottom is smooth and does not introduce a pressure loss):
d’x  2gx
ez = L

With the following initial conditions:

0

(t=0
{x =0
\dx/de = v,

The solution of this equation is:

L . 2g
x =1V, Esm Tt

The liquid velocity is:
V=22 Vocos< 2—gt>.
dt L

4. Understanding of phenomena

The oscillating manometer is a simple benchmarck, which presents an analytical solution. The main
interest of this test case is to show the numerical diffusion effect on the mass transfer between the cells,

during the liquid oscillating motion.

As the numerical diffusion depends on the resolution method, to validate SIMMER-III in 1D, we will
only compare the results with those obtained with other implicite formulation codes (CATHARE [ISPRA],
CATHARE [CENG], PHOENICS, THERF), and will show that we get similar results. The results of each
code are plotted on Figs. 2 and 3.

5. SIMMERC-III Representation
5.1 Geometry, initial and boundary conditions for the reference case

A 1D mesh is used including two similar columns which are coupled at the top and the bottom. The
mesh scheme, geometry and initial conditions are illustrated in Fig. 1. Thus, the problem is a closed and

adiabatic system, the thermal boundary condition is a zero heat flux at the wall. The friction between the
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liquid and the wall is not taken into account. A higher order differencing method is used in the reference

casce.

As suggested in this benchmark problem!), we imposed the nominal time step to 0.025 s in order to

facilitate comparaison of results between the different implicite codes listed previously.
5.2 Code modifications

To perform the 1D calculations, the code version includes some modifications which allow the
coupling of the top and of the bottom of the two legs of the manometer as illustrated in Fig. 1. The
modifications concern the subroutines « VITER; VITERP and WORK » to do the system at the boundary
conditions, and to simulate the gravity direction change applied to the fluid motion passing from one leg of

the manometer to the other leg.
5.3 Parametric cases

In 1D, the parametric calculation is based on the donor cell numerical method (first order differencing

scheme) to solve the mass, momentum and energy equations.

We completed this study by a partial 2D geometry analysis with a simple meshing [1=1,2; J=1,10]
which is represented in Fig. 4. The transverse liquid motion is avoided by the use of the code option
« virtual wall » between the cells of the two columns at the axial position [J=2,9]. With these conditions,
the connection between the two legs is applied at the bottom and the top of the system and allows respectively

the liquid and the gas motions during the transient calculations.

In this parametric case, as in 1D geometry, we compare the SIMMER-III solution methods using the

higher order differencing scheme with the donor cell differencing scheme.
6. Results and discussion

In general, we noticed on every calculation result, a correct reproduction of the period of the
phenomena, with a decrease of the oscillation amplitude due to diffusion process which differs according
with the use of 1D or 2D scheme. A comparison of the reference test case (higher order differencing method
in 1D) with the other implicit codes formulation shows that the transient behavior is similar as recalled in

Figs. 2 and 3.
6.1 One dimension calculations

In the 1D calculations, we cannot impose the time step to 0.025 s as it is suggested in this benchmark

problem, and we observed that all the calculations are controlled by an optimum pressure iteration criterion.

We found that in the reference case, the diffusion is smaller than when using the donor cell method.

This behavior can be seen in Figs. 5 and 6 where is plotted the liquid volume fraction distribution in the cell
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at the maxima and minima values of the calculated liquid mass in the two legs of the manometer during the

transient.

In the reference case, the mass distribution covers twelve meshes, with a full liquid mesh distribution
except for the two meshes on each part of the liquid column. Whereas in the other case, the mass repartition
covers twelve meshes at the beginning of the transient and thirteen meshes after 5.6 s, showing a parabolic

distribution.

As far as the period of the phenomena is concerned, we can notice on Figs. 7 and 8 (extremum values
are recalled in Tables 1 and 2), that the higher order reference case is in a very good agreement with the
analytic solution. For the donor cell parametric case the results are correct but we can show a small increase

of the period during the transient.

These results can be explained by the diffusion effect due to the liquid represention in the cell by
droplets. In fact, for a mesh which is voiding, the code does not calculate its free liquid surface evolution
but assumes that the liquid is represented by a droplet uniform distribution. With this condition the
hydrostatic pressure inside a mesh is reduced inversely to the liquid mass (Figs. 9 and 10) and the viscosity
force between droplets depends on the cell liquid volume fraction. When the liquid volume fraction
decreases below a characteristic value, the viscosity forces are being to be neglected and the droplet will be
mainly submitted to the gravity force. This effect causes an acceleration of the liquid until the voiding of
the cell, which involves an increase velocity above the initial value V;, (maximum of the velocity in the

analytic solution).

In the two test cases, we observe this behaviour when the liquid volume fraction decreases below 0.1
(Figs. 11,12, 14 and 15). With the higher order method we take into account the acceleration effect and we
get for cells number (1,16) and (1,17) larger liquid velocity than with the donor cell method. The numerical
method effect causes the cell voiding more quickly in the reference case. If we compare the mass quantity
in the left and right legs of the manometer, we can observe in Figs. 5 and 6 for the two calculations, that the
two first meshes in the direction of the liquid motion are every time fuller than the two last meshes. This
effect explains that on Fig. 7, for the higher order test case, the total liquid mass in the left leg, when compared
with the analytic solution, shows during the transient a larger discrepancy at the maximum values than those
obtained at the minimum values. However, in the donor cell parametric case, as the diffusion is more
important and involved a parabolic liquid distribution, this effect cannot be observed and the liquid mass

amplitude decrease shows a regular behaviour at the successive maximum and minimum positions.

During the transient calculation of the reference test case, we can also observe, when the velocity
reaches its extremum values (Fig. 11), that the velocity of the cell (1,16), determined on the interface between
the cells (1,16) and (1,17), has an abnormal oscillating periodic behavior. However, we can notice that this
abnormal velocity variation appears when the cells (1,16) and (1,17) are nearly empty, and must be probably

linked to the lack of pressure iteration stability.
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Consequently as the cell voiding is slower in the donor cell test case, the minimum liquid positions in
each leg of the manometer are obtained later, and explain a small increase of the period during the transient
(Figs. 7 and 8). For the higher order test case as the velocities are greater, the liquid mass in the upper cells
is less important and this effect on the minimum position is less important. This point explains that we do

not observe a variation of the period in the reference calculation.

If we look at the cell pressures during the transient in the left leg of the manometer in the reference
case (Fig. 9) we can observe at 2.16235 s on cells full of water, some higher pressure peaks which decrease
from the bottom cell to the top cell. These pressure peaks appear when we get the maximum velocity at the
bottom of the manometer, the interface between the cells (1,10) and (1,11). As at this interface the
maximum velocity is obtained just before it is obtained in the other cells, when the velocity begins to decrease
the quantity of liquid mass which enters is more important than the quantity which gets out. This behaviour
causes a compression of the full liquid cell (1,10), and involves a pressure peak. This compressive effect is
transferred to the upper cells full of water. In the donor parametric test case, as the diffusion is more
important with a parabolic distribution, the velocity decrease at the bottom of the manometer does not involve

the compression of cells full of water.

Another consequence of the numerical diffusion effect is that during half a period when the liquid
passes from one leg to the other, the meshes which are not totally full, have a coherent behaviour (Figs. 12
and 14). However when the liquid motion is inversed, these meshes have an incoherent behaviour with

regard to the main part of the liquid (Figs. 11 and 13), and causes a loss of momentum.
6.2 Two dimensions calculations

In the 2D calculations, the time step as it is suggested in this benchmark problem, is respected and

imposed to 0.0025 s.

In these calculations, we observed a larger decrease of the amplitude than in the 1D calculations (Figs.
14 and 16). This behaviour is due to the cumulative effects of the numerical diffusion and of the
modification of the direction of the liquid motion at the bottom of the manometer. As the numerical
diffusion behaviour is similar to the 1D test cases, we will focus in this second part on the velocity direction

change effect.

The 2D geometrical representation involves to the liquid motion a direction change at the bottom of
the manometer. This mesh representation causes a loss of momentum by a velocity reduction determined
by the velocity continuity equation in the mesh cell center. Initially, this reduction is equal to « V, /\/f »
as shown in Fig. 17.  On the mass flow rate results at the bottom of the manometer (Fig. 8) we added the
function linked to the decrease of the mass flow rate determined at the maxima and the minima values, where

we applied successively the previous reduction:
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With these conditions, on Fig. 8, we observe on the first minimum value a good agreement with the
decreasing function by direction change, but for the other minima and maxima values the amplitudes
calculated by the higher order and by the donnor cell test cases are larger than those obtained with this
decreasing function. This behaviour is explained by the initial condition of the problem. In fact, at the
beginning of the calculation the loss of momentum is applied to the liquid mass which passes from the right
leg to the left leg and does not correspond to the initial mass contained in the left leg. The potential energy
accumulated during the transient at the liquid maxima positions in the two SIMMER-III calculations are
more important than those obtained by the decreasing function which considers a loss of momentum applied

to the whole liquid columns at each liquid motion direction change.

As in the 1D analysis, we observe in Figs. 7 and 8 respectively for the liquid mass variations in the
left leg and for the mass flow rate at the bottom of the manometer (extremum values are recalled in Tables 3
and 4), that the numerical diffusion which affects the amplitude decrease during the transient is larger in the

donnor cell test case than in the higher order test case.

Concerning the period we observe a good agreement with the analytic solution. However we notice
during the transient a small increase of the period of the same order in the two calculations when compared
with the analytic solution. But if we compare it to the 1D donor cell test case, we can observe that this increase
is less important.  This behavior is due to the loss of momentum due to the direction change which causes

less liquid diffusion between the cells.

By comparison with the 1D test case, as the mass variation in each leg of the manometer is less
important by lost of momentum due to the direction change, a reduced number of cells are affected by the

water voiding or filling and a better stability of the pressure iterations is obtained.

Remark: as in this case, there is a sudden change of direction at the bottom, a physical pressure loss
exists and corresponds to the kinetic energy, which is equal to « kpv? » with « k » close to « 2 » (double
bend). This term should have been considered in the analytic equation and would have introduced a

damping effect. This could explain the damping observed in SIMMER-III.
7. Conclusions

The manometer benchmarck problem as calculated with the SIMMERC-III code, shows a satisfactory
behaviour similar to the other implicit code results.  Using the higher order differencing method (reference
case) we get less numerical diffusion than when using the 1D donor cell method (parametric case) which

leads for the liquid motion to a parabolic distribution form.
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We also observe when using the donor cell method that we get a small increase of the period due to
the difficulty to void the cell, which causes a delay to get the minimum position of the liquid in each leg of
the manometer. This effect does not appear in the reference case as the acceleration is taken into account
to calculate the velocity variation which induces a faster cell voiding. Except these small discrepancies,
these two calculations show that the total mass variation in each leg and the mass flow rate at the bottom of

the manometer are very consistent.

With regard to the 2D calculations, the scheme used is limited to two axial columns with one horizontal
mesh which causes to the liquid motion an orthogonal direction change at the bottom of the manometer. We
show that this geometrical representation causes a loss of momentum during the transient at each inversion
of liquid motion. The amplitude of the total mass variation in each leg and the mass flow rate at the bottom
of the manometer decrease faster when compared with the 1D results. We can also observe that after a few
oscillations the variation of the extremum values of the liquid mass in one leg shows a better behaviour when

using the higher order numerical method than when using the donor cell method.

This study could be improved by adding more parametric test cases which could take into account the
effect of:
- different initial liquid position in each leg with a zero initial liquid velocity (in 1D or 2D),
- direction change at the bottom of the manometer based on a refined discretization which can lead to

reduce the loss of momentum.
8. Recommendations for model improvements

Taking into account the results of this benchmark, the behaviour of the SIMMERC-III code is coherent
with regard to the other implicit codes (CATHARE, PHOENICS and THERF).

9. Reference

1) G. F Hewitt, J.M. Delhaye, N. Zuber: Numerical Benchmark Test n° 2.2, Problem devised by V. H.

Ramsom, Multiphase Science and Technology, Volume 6.
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Tables 1 — 4: Maxima and minima liquid mass (kg) in each leg of the manometer, and mass flow rate (kg/s)
at the bottom of the manometer for each calculation

Table 1. 1D SIMMERC-III test case usmg the higher order numerical method.

Time Mass in left leg Mass in righ leg Time Mass flow rate at the bottom
0.00000 4913.740 4913.740 0.00000 2063.816
1.08195 6235.947 3591.283 2.16235 -1810.782
3.37880 3628.656 6198.511 4.46353 1727.276
5.67952 6112.225 3714.929 6.89614 -1654.915
7.84368 3711.685 6115.446 8.92429 1564.343
10.14058 5946.179 3880.939 11.3540 -1497.721
12.29778 3789.372 6037.733 13.3801 1411.267
14.59620 5806.161 4020.933 15.8155 -1337.785
16.75988 3889.892 5937.195 17.8339 1238.820
19.05431 5680.269 4146.798

Table 2. 1D SIMMER-III test case using the donor cell numerical method.

Time Mass in left leg Mass in righ leg Time Mass flow rate at the bottom
0.00000 4913.740 4913.740 0.00000 2063.82
1.08247 6196.458 3630.731 230182 -1768.59
3.38336 3703.418 6123.613 446225 1604.27
5.67709 6038.060 3788.905 6.75994 " -1519.84
7.98088 3867.211 5959.698 9.05609 1402.00
10.27056 5878.717 3948.143 11.49188 -1279.29
12.57901 4022.062 5804.751 13.64959 1161.16
14.86908 5734.077 4092.701 15.95176 -1064.89
17.29932 4153.281 5673.458 18.38249 987.261
19.60066 5620.021 4206.502

Table 3. 2D SIMMER-III test case using the higher order numerical method.

Time Mass in left leg Mass in righ leg Time Mass flow rate at the bottom
0.00000 4913.740 4913.740 0.00000 2063.816
1.10000 6103.109 3724.172 2.05000 -1402.784
3.25000 4081.603 5745.588 4.32500 970.650
5.35000 5531.658 4295.492 6.77500 -743.016
7.85000 4415985 5411.145 9.07500 620.958

- 10.15000 5341.219 4485.898 11.37500 -548.720
12.45000 4528.745 5298.364 13.65000 504.778
14.75000 5271.474 4555.629 15.95000 -476.796
17.05000 4572.805 5254.294 18.52500 458.685
19.32500 5243.974 4583.121

Table 4. 2D SIMMER-III test case using the donor cell numerical method.

Time * Mass in left leg Mass in righ leg Time Mass flow rate at the bottom
0.00000 4913.740 4913.740 0.00000 2063.816
1.10000 6083.748 3743.454 2.05000 -1371.101
3.40000 4084.553 5742.539 4.47500 1039.590
5.70000 5538.276 4288.758 6.77500 -790.725
7.97500 4445.467 5381.531 9.07500 593.995
10.27500 5255.190 4571.783 11.37500 -431.891
12.57450 4668.086 5158.864 13.65000 312.849
14.75000 5093.340 4733.595 15.82500 -225.636
16.90000 4777.386 5049.541 18.25000 176.410
19.32500 5035.528 4791.399
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Fig. 1. 1D geometrical mesh cell representation.
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fluid motion

Fig. 4. 2D geometrical mesh cell representation.
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showing the transient pressure of characteristic meshes.

- 100 -



JAEA-Research 2019-009

-- callil,i2) -r= cellil,t4) -x- calll},iB]

- 4= callil i3] -o- cell(1,151 -- callli7)
lmiﬁ_lrln[llarillivllr||'||||;I|||l|il!llldllJnll! LELE B
143 16 —:

= .

140 m’-:— -E
= M-MW\/W
.20 1079 -E
(-l m
]

120 107 -:'
i

Fig. 10. 1D SIMMER-III results using the donor cell numerical method

showing the pressure evolution of characteristic meshes.
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Fig. 11. 1D SIMMER-III results using the Fig. 12. 1D SIMMERC-III results using the
higher numerical method showing the velocity higher numerical method showing the evolusion of
evolution of characteristic meshes. the liquid volume fraction of characteristic meshes.
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Fig. 13. 1D SIMMER-III results using the Fig. 14. 1D SIMMERC-III results using the
donor cell numerical method showing the donor cell numerical method showing the
velocity evolution of characteristic meshes. evvolution of th liquid volume fraction of

characteristic meshes.
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Fig. 15. 2D SIMMER-III results: liquid mass Fig. 16. 2D SIMMERG-III results: mass flow rate

in the left leg of the manometer. at the bottom of the manometer.
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1D representation 2D representation
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Fig. 17. Initial equivalent velocity in the cell center at the bottom of the manometer in the 1D and

2D geometrical representation.
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Problem 1.4: One-dimensional sedimentation
“One-Dimensional Sedimentation Problem”

Satoru Kondo (PNC)

Outline of the Case

This problem was taken from the DOE/EPRI benchmark problems for two-phase flow codes. A
transient behavior of gravity-driven inter-penetration and separation (sedimentation) of the two liquid
components having different densities is examined in one dimension. An emphasis is on the numerical
method for fluid convection, such as the spatial differencing scheme, the effect of inter-phasic friction and

mesh sizes. The results are compared with the analytical solutions and other benchmarked codes.
1. Objectives of the Application

This problem was taken from Problem 2.4 of the DOE/EPRI benchmark problems for twophase flow
codes.) The problem was devised by D. L. Youngs together with a similar but different benchmark problem
in two dimension. A transient behavior of gravity-driven interpenetration and separation (sedimentation)
of the two liquid components having different densities is examined in one dimension. The objective of the
problem is to validate the numerical algorithm of treating this behavior with and without inter-field

momentum coupling.

The specific objectives of SIMMERC-III application are: to verify the code capability of modeling a
two-component, two-field, liquid/liquid system; and to provide basis understanding of simulating a fuel-steel
molten pool during an LMFR CDA which potentially undergoes gravity driven sedimentation. The results

are compared with the analytical solutions and other benchmarked codes.?)
2. Description of the Problem

Although the detailed description of the problem is available, ?) it is briefly explained here. In this
one-dimensional problem, a heavy phase (fluid 1) is placed above a light phase (fluid 2), as shown in Fig. 1.
Both the fluids are initially at rest. Each zone has an axial length of 1 m. Due to gravity and buoyancy,
the two fluids inter-penetrate each other and overturn to a final re-separated state. The two fluids are
specified to have densities of p; = 1.0 and p, = 0.999, respectively. The rate of the inter-penetration
and sedimentation depends on the gravity acceleration and inter-phase friction. The gravity is specified to
be determined such that:

asa=1e

The inter-phase friction is represented by a linear function of a velocity difference as:
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F= Cf(“1p1 — azpz) 1 a3 (VL — V)
Depending on the value of Cf, the following three cases are proposed to be run.
Case 1: C; = 1.0 x 10 (high friction, up to 4000 s)
Case2: Cy = 2.0 (low friction, up to 10 s)
Case 3: Cy = 0.0 (no friction, up to 4 s)

Actually Case 1 was not run with SIMMER-III this time, because of a very long simulation time
proposed. The behaviors with and without friction are well represented and reasonably examined by Cases
2 and 3.

3. Analytical Solution

An analytical solution for this problem is available and documented in detail. » It will be compared
with the SIMMER-III results. Also discussed are the results of other computer codes benchmarked, DLY,
PHOENICS, MINCS and ATHENA. In this chapter, additional theoretical consideration is made on a
physical mechanism of gravity-induced phase interchange. Consider the momentum equations for initially

stagnant two components with no mass transfer.

dp vy dP
= — R F )
at ¥t E+0g
dp,v, dP
= — R F 0.
dt a2 -t E+ D29
From the continuity, v; = —v, = v. If we assume the fluids are incompressible and uniformly mixed with

their volume fractions of 0.5, then the above equations are reduced to:

Y

P1 dt - dZ P19
Y

P2 dt - dZ P29

By subtracting, the resultant acceleration for each phase is
dv__i=p)
dt (p1 +p2)

The net acceleration for a relative inter-penetration motion is

dav - 2(py — pz)g
dt (p1 + p2)

This is the acceleration which actually drives an entire behavior of interchange motion of two phases. The

right hand side of this equation is the same as one appearing in the problem definition in Chapter 2. By
specification, the net acceleration has to be set to 1. 0. It is noted absolute values of the densities can be

arbitrarily specified, but the gravity acceleration has to be determined so as to obtain the acceleration of 1.0.
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4. Understanding of Phenomena

In this an adiabatic problem, with inter-phase friction being specified by problem definition, there is

no uncertainty involved. Thus the analytical solution is available.
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

A 1-D axial mesh was used for representing a cylinder of 2 m long with rigid boundary conditions.
Wall friction was not considered. Initially, the lower half of the cylinder contains a light fluid represented by
the liquid steel component and the upper half a heavy fluid represented by the liquid fuel component. A
preliminary calculation with specified conditions was not successful. The densities and their difference are
very small and the resultant gravity acceleration becomes extremely large (g = 999.5 m/s?). This caused
difficulty for the pressure iteration to converge. Based on the theoretical consideration in Chapter 3,

therefore, it was decided to use the nominal densities of liquid fuel and steel:

p1 = 9189.99 (kg/m?3)

p, = 7101.1 (kg/m?)
The resultant value of gravity, determined so as to set the net acceleration to 1.0 m/s?, is

g =—3.83717 (m/s?) .

For the reference calculation (Case 2 with low inter-phase friction) used a donor-cell differencing
method, with 20 equal-sized axial noding (Az=0.1 m). The results for the distribution of light phase (steel)
are presented at every 2 s and compared to the analytical solution. Two parametric calculations were
performed for Case 2 with the same axial noding using the higher-order differencing method and with finer
axial noding (80 mesh cells) using the donor-cell differencing. Similarly three cases were run for Case 3

with no friction. Case 1 was not run because of the reason mentioned already.
5.2 Code Modifications

A special correction was necessary to model a specified momentum exchange function. This was
done by directly changing the function coefficients, AQQ and BQQ, in the subroutines VITER and VITERP.
The subroutine MXF itself was untouched. The code options NOMF and NOVC were used.

5. 3 Parametric Cases

Three parametric cases were run to examine the effects of mesh size and differencing schemes. The

initial and boundary conditions stay the same. Finer noding with 80 axial mesh (Az = 0. 025 m) cells were
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used in Case 2. Cases 3 and 4 were respectively for 40 and 80 mesh cells, but a donor-cell differencing

scheme was used this time.
6. Results

The reference case result shows reasonable agreement with the analytical solution (see Fig. 2). The
code has proved to be simulating a sequence of fluid inter-penetration and final separation (sedimentation).
However, in this donor-cell differencing, the interface smearing becomes apparent with time due to numerical
diffusion. The parametric case with the higher-order differencing did not improve the situation largely in
this coarse-mesh simulation. As shown in Fig. 3, the case still indicated reduced numerical diffusion in a later
stage of simulation. An excellent agreement was obtained with finer noding as shown in Fig. 4. For the
three cases run, no numerical problem was observed. The results of other codes benchmarked are shown in
Fig. 5. It is concluded that the performance of SIMMER-III is almost comparable to them. It is also
concluded that the initial setup of material densities and gravity was acceptable. Case 2 was a simulation
with realistic magnitude of friction coefficient, and the fuel and steel separation in a 1-m scale occurred in
less than 10 s.  With the nominal value of gravity, this process may be further accelerated. Still the gravity-
and buoyancy-induced separation process proceeds in the order of several seconds. Thus SIMMER-III was

confirmed to be applicable to assessing such a phase separation process.

Case 3 is for the same problem with no inter-phase friction. This case seemed simpler than Case 2
with friction, but later turned out to be more difficult from the numerical point of view. The results of the
reference case is shown in Fig. 6. The comparison with the analytical solution is reasonable but there
obviously is a large effect of interface smearing due to numerical diffusion. The case with higher-order
differencing, shown in Fig. 7, reduces the numerical diffusion to some extent. More important result obtained
was the development of instability beyond 2 s. The case with finer noding further reduces numerical
smearing, but similar or even larger instability development was observed (see Fig. 8). The results of other
codes benchmarked are shown in Fig. 9. In general, agreement with the analytical solution was worse than

Case 2. Instability development similar to SIMMER-III was also observed in some codes.

Although not discussed in detail, some code (such as MINCS) succeeded to eliminate the numerical
problem even with employing finer noding. From these observations, it was found that even though
excessive numerical diffusion is undesirable from the accuracy point of view, it has a merit to stabilize the
numerical simulation. In other words, the numerical diffusion can damp numerical disturbances to grow to
instability. This case with no friction is unrealistic physically, and real multi-phase situations of SIMMER-
III application always involve momentum coupling, like in Case 2.  This means that the code is sufficiently
stable without generating numerical problems. It is still noted, however, that an application of standard
SIMMER-III (higher-order differencing) to a finer noding simulation, with no or extremely small friction,

tends to become unstable.
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7. Conclusions

SIMMER-III has been successfully applied to a one-dimensional sedimentation problem, in which
two fluids having different densities inter-penetrate and separate due to gravity. The calculated results
compare well with the analytical solutions and other code predictions. Thus it is concluded that SIMMER-
IIT is comparable to other existing state-of-the-art codes. As expected, better results are obtained with the
higher-order differencing method or employing finer noding because of reduced numerical diffusion.
However, in the cases with mitigated numerical diffusion (no numerical damping effect), calculations tend

to become unstable if there is no or extremely small friction.

This benchmark problem has confirmed the validity of the basic multi-phase flow convection
algorithm and numerical solution method. Together with the two-dimensional sedimentation problem
reported with this report, a reasonable first step was reached in simulating a twocomponent system, especially

a fuel/steel pool behavior during an LMFR CDA.

8. Recommendations for Model Improvement
None.
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Diagram of initial setup and dimensions

A
g
£ .
. Heavy phase
E Ligh.t. pﬁase '
\/

Other specifications

+ p, = 1.0 (heavy phase)

« p, = 0.999 (light phase)

. Gravity: Mg = 1.0
Py + Py

« Friction: F = C,(a,p, + a,p,) a; 0, (1, — u,)

Cases
. Case 1: C, = 1.0 x 10’ (high friction, 4000 s)
- Case 2: C, = 2.0 (low friction, 10 s)
» Case 3: C, = 0.0 (no friction, 4 s)

Fig. 1. Geometry and conditions for one-dimensional sedimentation problem with SIMMER-III.
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Fig. 5. One-dimensional sedimentation problem with other benchmarked codes.”
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Fig. 6. One-dimensional sedimentation problem with SIMMER-III.
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Problem 1.5: Two-dimensional sedimentation
“Two-Dimensional Sedimentation Problem”

Satoru Kondo (PNC)

Outline of the Case

This problem was taken from the DOE/EPRI benchmark problems for two-phase flow codes. A
transient behavior of a large-scale, gravity-driven, overturning motion of the two liquid components having
different densities is examined in a two-dimensional tilted geometry. An emphasis is on the numerical
method for fluid convection, such as the spatial differencing scheme, the effect of inter-phasic friction and

mesh sizes. No analytical solution is available and the results are compared with other benchmarked codes.
1. Objectives of the Application

This problem was taken from Problem 4.1 of the DOE/EPRI benchmark problems for two-phase flow
codes.) The problem was devised by D. L. Youngs together with a similar but different benchmark problem
in one dimension. A transient behavior of gravity-driven overturning motion of the two liquid components
having different densities is examined in a two-dimensional tilted geometry. The objective of the problem
is to validate the numerical algorithm of treating this behavior with and without inter-field momentum
coupling. The specific objectives of SIMMERC-III application are: to verify the code capability of modeling
a two-component, two-field, liquid/liquid system; and to provide basis understanding of simulating a fuel-
steel molten pool during an LMFR CDA which potentially undergoes gravity-driven sedimentation. No

analytical solution is available and the results are compared with the other benchmarked codes.?

Because of the similarity of the problems and fundamental physical mechanisms, an accompanying

problem in one dimension should also be referred to.
2. Description of the Problem

Although the detailed description of the problem is available,? it is briefly explained here. In this
two-dimensional problem, a heavy phase (fluid 1) is placed above a light phase (fluid 2), as shown in Fig. 1.
The entire system is tilted (inclined) by 10 degrees from the direction of gravity, as shown in the figure.
Both the fluids are initially at rest. Each zone has a vertical length of 1 m with a horizontal length of 1.5 m.
Due to gravity and buoyancy that drive the fluid motion and the specified tilted geometry, the two fluids start
to undergo a large-scale overtuning motion. Namely, the heavy fluid flows down along the right boundary,
while the light fluid flows up along the left boundary. The two fluids are specified to have densities of
p1 = 1.0 and p, = 0.999, respectively. The rate of the inter-penetration and sedimentation depends on

the gravity acceleration and inter-phase friction. The gravity is specified to be determined such that:

- 119 -



JAEA-Research 2019-009

2(p1 — p2)
=L T2 =10
(p1 = p2) g

The inter-phase friction is represented by a linear function of a velocity difference as:
F = Cr(aipy — azpz)aiaz (v — v3)

Depending on the value of Cf, the following two cases are proposed to be run.
Case 1: Cr = 1.0 x 10* (high friction)
Case2: Cy = 2.0 (low friction)

3. Analytical Solution

No analytical solution for this problem is available. SIMMERC-III results are compared with other
computer codes benchmarked, PHOENICS and PHOENICS VL, and documented in Ref. 2). The latter
code is a version of PHOENICS modified at AEE, Harwell, UK. Only the Case 2 result was presented by
PHOENICS VL.

Similar to the one-dimensional problem, a driving force for overturning motion is characterized by the

net (relative) acceleration driven by the density difference.

dAv _ 2(p; — Pz)g
dt (p1 + p2)

This is the acceleration which actually drives an entire behavior of interchange motion of two phases. The

right hand side of this equation is the same as one appearing in the problem definition in Chapter 2. By
specification, the net acceleration has to be set to 1.0. It is noted absolute values of the densities can be

arbitrarily specified, but the gravity acceleration has to be determined so as to obtain the acceleration of 1.0.

Treating an inclined geometry in an X-Y coordinate system with SIMMER-III is straightforward; only
the gravity term has to be divided into X and Y directions. This is done by modifying the momentume
equations as:

0PyUq
dt

., dp L
+A- (pMuq )= B + F; + pug sinf
apmY, _ dap _

4. Understanding of Phenomena

In this an adiabatic problem, with inter-phase friction being specified by problem definition, there is
no uncertainty involved. However there is no analytical solution is available and only a limited application
was acutally made with other codes, because a difficulty of applying the code to a two-dimensional tilted
geometry. The comparison of the two code versions of PHOENICS tended not to agree with each other.

Thus there is no solid basis to validate or justify the results.
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5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

A 2-D X-Y coordinate was used for representing a rectangle of 2 m long and 1.5 m wide with rigid
boundary conditions. Wall friction was not considered. Initially, the lower half of the system contains a
light fluid represented by the liquid steel component and the upper half a heavy fluid represented by the liquid

fuel component. This mesh system is tilted by 10 degrees clockwise relative to the direction of gravity.

Based on the theoretical consideration in Chapter 3 of the 1-D problem report, it was decided to use

the same nominal densities of liquid fuel and steel.

p1 = 9189.99 (kg/m?3)

p, = 7101.1 (kg/m?)
The resultant value of gravity, determined so as to set the net acceleration to 1.0 m/s?, is

g = —3.83717 (m/s?)

All the calculations were done with equal-sized, 15 by 20 mesh cells in an X-Y coordinate system
(Ax =Ay =0.1m). The reference case of this study is Case 2 simulation with the higher-order

differencing method. The distributions of light phase (steel) valume fraction are presented at selected time

points of over-turning motion. Case 2 was also run with the donor-cell differencing method for comparison.
Similarly Case 1 was run for the two cases with higher-order and donor-cell differencing methods.
5.2 Code Modifications

A special correction was necessary for this test problem to model a specified momentum exchange
function. This was done by directly changing the function coefficients, AQQ and BQQ, in the subroutines
VITER and VITERP. The subroutine MXF itself was untouched. Also necessary was a special correction
to treat a tilted geometry; this was done by modifying the gravity terms in the subroutines VITER and
VITERP.

The code options NOMF and NOVC were used.
5.3 Parametric Cases

See Section 5.1.
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6. Results

The results of the two calculations for Case 2 using SIMMER-III with and without higher-order
differencing are shown in Fig. 2. The Case 2 simulations with PHOENICS and PHOENICS VL are shown
in Fig. 3. By comparing these figures, it is found that the SIMMER-III result with the donor-cell
differencing agreed excellently with the PHOENICS VL result. Obviously the original PHOENICS
overestimated the rate of overturning. We cannot evaluate the validity of PHOENICS in detail due to lack
of information. A larger time step size (At=0.2 s) might be a cause of a faster motion. However additional
SIMMER-III calculations with larger time stepsizes (up to 0.01 s) did not change the result. Anyway, if we
assume the VL version should calculate the problem more reasonably, then the present SIMMER-III
simulation could be regarded as plausible. The standard case with higher-order differencing does not
change the motion but shows finger-like shapes in material distribution. This may mean that better
resolution of interfaces is calculated in this case by reducing the numerical diffusion. A broad and smeared
interface between the two fluids is not due to numerical diffusion. An assumption of low friction in Case 2

allows more inter-phase penetration than Case 1 (high friction).

The results for Case 1 with SIMMERC-III are shown in Fig. 4. For Case 1, the result is available only
with PHOENICS as shown in Fig. 5. Similarly to Case 2, PHOENICS predicted much faster fluid
overturning than SIMMER-III. If the previous assumption that the consistent results of SIMMER-III and
PHOENICS VL are valid, we argue that SIMMERC-III calculations are plausible. We cannot be conclusive
since no result is available and hence no direct comparison possible. At least we can argue that, if Case 2
simulation is reliable, the Case 1 result is also reasonable. This is becasue the case with high friction has
less uncertainty due to limited inter-phase smearing. Actually a sharper interface is predicted in Case 1
because of difficulty on fluid inter-penetration in a short time. An even sharper interface is predicted with

higher-order differencing, due to reduced numerical diffusion.

The discussions written in Ref. 2) are very interesting to note here. Spalding mentioned that no codes
(such as PHOENICS VL) were satisfying for this problem. Especially the result for the case with high
friction (Case 1) was curious. This is true in that the original figures of Ref. 2) contradict in such a way that
inter-phase smearing looks less in a low friction case. The present author judged the case numbers in the

original report? were simply wrong.

Additional general discussions are summarized. Even though the basic mechanism of driving a
sedimentation process is the same, phenomena and their time scales are different between 1-D and 2-D
problems. In a 1-D problem, the sedimentation is dominated by inter-penetration under the driving force
provided by gravity and the inter-phase friction acting against it. For a 2-D problem, on the other hand, the
sedimentation process is governed by a global over-turning motion. This is especially true with a inclined

geometry as specified in this problem.
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7. Conclusions

SIMMER-III has been successfully applied to a two-dimensional sedimentation problem, in which
two fluids having different densities undergo a global over-turning motion driven by gravity. Since there
is no analytical solution nor direct experimental data available, there is no solid basis of SIMMER-III
validation. The two previous codes benchmarked, PHOENICS and PHOENICS VL, disagreed with each
other. The SIMMER-III prediciton agreed almost with the PHOENICS VL result. If we assume the
modified version (VL) is more appropriate than the original PHOENICS, we can argue that SIMMER-III
results are plausible. At least, SIMMER-III is comparable to PHOENICS VL.

This benchmark problem has confirmed the validity of the basic multi-phase flow convection
algorithm and numerical solution method. Together with the one-dimensional sedimentation problem
reported with this report, a reasonable first step was reached in simulating a two-component system,

especially a fuel/steel pool behavior during an LMFR CDA.
8. Recommendations for Model Improvement

No model improvements for SIMMER-III are recommended on the basis of these results. It was
later decided to include the ¢ terms in the momentum equations of standard SIMMER-III (Version 2.A and
later). It was later pointed out that additional change was necessary to the pressure-volume work terms as

well. This also has been included.
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Diagram of initial setup and dimensions

< 1.5m

Tm

Other specifications
« p, = 1.0 (heavy phase)

p, = 0.999 (light phase)

2 (pl ol pz) _ 10

(py+py) °
Friction: F = C, (a,p, + a,p,) o, &, (u, — u,)

0 = 10.0°

Gravity:

Cases
- Case 1: C, = 1.0 x 10’ (high friction)
- PHOENICS only
- Case 2: C, = 2.0 (low friction)
- PHOENICS and PHOENICS VL

Fig. 1. Geometry and conditions for two-dimensional sedimentation problem in a tilted coordinate

with SIMMER-III.
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2D Sedimentation Case 2 (low friction)
(donor-cell differencing)

ALFLE ThM=x. 308 CTCLE=1840 ALFLE ThUNs:, POJ CTCLB=gG1S

EADIAL BADTAL

2D Sedimentation Case 2 (low friction)
(higher-order differencing)

CTCLB=ERiD

ALFL TOME=X.901 CTCLBm1W04

BADIAL EADISL

. .03

Fig. 2. Two-dimensional sedimentation problem with SIMMER-III.

(Case 2: low friction)
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time 2 s time 4 s

x/m.

PHOENICS VL results, contour plot of volume fraction.

time2s time 4 s

x/m x/m

PHOENICS results. Contour plot of volume fraction.
Fig. 3. Two-dimensional sedimentation problem with other benchmarked codes.”

(Case 2: low friction)
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2D Sedimentation Case 1 (high friction)
(donor-cell differencing)

1D Sedimentation Case 1 (high friction)
(higher-order differencing)

ALPLE Da=g CICLBangL ALFLE Thfi=4 004 CICLE=9T

0.0F+H 4 EE+00  0.0B+4D 1 52+00

RADTAR BADIAL
m i

Fig. 4. Two-dimensional sedimentation problem with SIMMER-IIIL.
(Case 1: high friction)
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time 165 time24 s

x/m

time32s time 40 s

x/m x/m

Fig. 5. Two-dimensional sedimentation problem with other benchmarked codes.”

(Case 1: high friction)
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Problem 1.6: One-dimensional sodium boiling

“One-Dimensional Sodium Boiling”

Satoru Kondo (PNC)

Outline of the Case

This is a small test problem to simulate the expulsion of initially superheated sodium in one-dimension.
No comparison is made with analytical solution or experimental data. Instead, the problem is to simply
simulate the progression of sodium boiling, including nucleation and incipient boiling starting from
superheated single-phase liquid sodium, rapid vaporization and void growth and the resultant sodium slug
expulsion. Thus the simulation is rather integral covering the models for interfacial areas, vaporization and

condensation, and fluid convection.

A special emphasis is on investigating the effect of decoupling intra-cell transfer from inter-cell
convection in the four-step algorithm employed in SIMMER-III. The cause of the decoupling effect and

the resultant time-step-size sensitivity are studied with recommendation on time step selection.
1. Objectives of the Application

This is a small test problem to simulate the expulsion of initially superheated sodium in one dimension.
No comparison is made with analytical solution or experimental data. Instead, the problem is to simply
simulate the progression of sodium boiling, including nucleation and incipient boiling starting from
superheated single-phase liquid sodium, rapid vaporization and void growth and the resultant sodium slug
expulsion. Thus the first objective is to confirm that SIMMER-III can simulate an overall behavior of
sodium boiling, covering the models for interfacial areas, vaporization and condensation, and fluid
convection. The second and more important objective of the problem is to investigate the effect of
decoupling intra-cell transfer from inter-cell convection in the four-step algorithm employed in SIMMER-
III. The cause of the decoupling effect and the resultant time-step-size sensitivity are studied with

recommendation on time step selection.
2. Description of the Problem

A schematic of the computational setup is depicted in Fig. 1. The lower one third of a vertical pipe
of 1. 5 m in length is filled with liquid sodium initially at rest. The lower 0. 25 m of the sodium column is
superheated to 1400 K, while the upper sodium temperature is 1150 K, which is slightly below the saturation
temperature at the initial system pressure of 0.1 MPa. With the large superheat of about 250 K, an incipient
boiling behavior is very violent. Rapid vaporization and the resultant void growth accelerate the upper

sodium slug in a short time.
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Only an initial short time period is calculated up to the initial several milliseconds.
3. Analytical Solution

None.
4. Understanding of Phenomena

Simulation of sodium boiling itself is known to be difficult, because of large liquid-to-vapor density
ratio. This means rapid rate of bubble growth results in rapid slug expulsion. A large incipient boiling
superheat causes much faster vaporization due to highly non-equilibrium initial condition. ~Also the phase
transition from single to two phase sometimes generated numerical problems in the previous codes. With
this test problem the code capability of simulating a sequence of sodium boiling is confirmed. With this
simulation, the code must be shown to be sufficiently robust numerically under such a highly transient

condition.

In the basic fluid-dynamics algorithm based on the four step method, intra-cell heat and mass transfer
is calculated in Step 1, independent of fluid convection in Steps 2—4. This means the mass conservation in
Step 1 omits the convection term, whilst one in Step 2 eliminates the source terms. This method was
employed for the two main reasons. First, in a multi-component system of SIMMER-III, it was not
considered practical to include all the transfer processes into a fluid-convection algorithm (pressure iteration).
Second, Step 1 operations of local heat and mass transfer are sufficiently complex and subject to future
elaboration. Thus it was recommended to modularized Step 1 for future possible replacement with an
improved model. The influence of source term decoupling in SIMMER-III under various conditions must
be assessed in order to confirm associated errors are tolerable for major application areas of the code or to

recommend a remedy to minimize the errors.

It is generally understood that the effect of source-term decoupling is tolerable when either intracell
mass transfer or inter-cell transfer is dominant. However the effect may become intolerable when the rate
of intra-cell mass transfer is large enough to compete with fluid convection. This is especially true under
the condition of rapid vaporization or condensation. Therefore, this concern can be suitably studied by this
test problem, in which rapid sodium vaporization (intracell transfer) and expulsion (convection) occur

simultaneously.

The source-term decoupling may possibly introduce sensitivity to time step sizes. A mechanism of
this is explained as follows for the case of rapid vaporization relevant to this test problem. In Step 1, the
rate of sodium vaporization is calculated based on the beginning-of-time-step conditions and the end-of-time-
step states are updated. In this case cell pressure resulting from vaporization is calculated. This pressure
buildup is relieved by fluid convection out of the cell calculated in Steps 2—4. If the fluid convection is
calculated simultaneously with vaporization, pressure relief by convection allows more sodium to vaporize.

This means the current four-step algorithm with source-term decoupling tends to underestimate the rate of
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vaporization. More importantly this effect can be very sensitive to time step sizes. The questions therefore
are: whether such effect is tolerable, what is an appropriate time step control to mitigate this sensitivity, and

whether there is a remedy to improve this situation.
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

As shown in Fig. 1, a 1-D axial mesh was used for representing a cylinder of 1.5 m long with rigid
boundary conditions. The axial noding for SIMMER-III calculations is also indicated as well. No wall
friction nor heat loss was considered. All the calculations were performed with the same initial and
boundary conditions. Only the time step size and its control were varied. The reference case used a
constant time step size of L'.t = 10-s (s). The result is presented only by pressure evolution at the fourth
axial cell from the bottom. As described in the previous chapter, the influence of source-term decoupling
is best examined by monitoring the end-of-Step 1 pressure. Thus the intermediate pressure, at the end of

Step 1, is compared with the end-of-Step 4 (end-of-time-step) pressure.
Standard EOS and model parameters defaulted in SIMMER-III are used in this test problem.
5.2 Code Modifications

No model change was necessary to run this problem. To monitor and output the end-of-Step 1
pressure, a correction was inserted to transfer a Step 1 variable over to Steps 2—4. Also this study has
proposed an additional time step control based on a ratio of Step 1 and Step 4 pressures. These code

modifications have already been included in a later SIMMER-III version.
5.3 Parametric Cases

Several parametric cases were run for this problem to examine the effects of time step sizes: constant
time step sizes of 103, 104, 10~ and 10, and a standard variable time step control (between 10-2 and 10°%).
An additional time step control to restrict a ratio of the end-of-Step 1 pressure to the end-of-Step 4 pressure

was also tested and compared.
6. Results

It was shown that SIMMERC-III could simulate an entire sequence of sodium boiling and expulsion,
starting from a highly superheated single-phase liquid condition. No numerical problem nor instability was
observed. This means the numerical method of the code is robust against severe calculational conditions.
Although we cannot argue the validity of the simulation in this problem, it is encouraging that SIMMER-III

is shown to be applicable to an analysis of rapid sodium boiling.

The results of initial pressure evolution due to rapid vaporization are compared in Figs. 2 to 5, among

the cases with different time step sizes from 103 to 10°s.  The solid lines represent actual -pressure histories
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at the end of each cycle, whilst the dashed lines show intermediate pressure at the end of Step 1. A large
difference between the pressures indicates the influence of source term decoupling is large. It is indicated
in the figure that almost perfect agreement between the two was observed with At = 10~ and 10°. This
means the influence of source-term decoupling is negligible for this problem with the minimum time step of
107 or less. With increasing the time step size, the difference between the two pressures becomes larger.
This results in underestimated rate of sodium vaporization. With At =10, the calculated pressure evolution
seems still acceptable. However the result with At = 107 is intolerable, indicating retarded boiling
progression. This is an obvious effect of source-term decoupling that large pressure buildup with a larger
time step is not relieved until the end of a convection calculation; this in mrn results in underestimation of

vaporization rate.

The calculated result with variable time step sizes did not work very well. Since SIMMER-III does
not control time step sizes based on phase transition rate, automatically determined time step sizes stay around
103 or even less. Thus an unacceptable result was obtained, similar to the 103 case. This does not mean
the standard variable time step control in. SIMMER-III is inappropriate. Instead, it might be recommended
that the minimum time step size allowed be restricted to 104 at least or even smaller (if better resolution is

required).

As noted previously, an additional time step control was developed to restrict the ratio of pressure
difference between Steps 1 and 4. The result without specifying the minimum time step size is shown in
Fig. 6. It is indicated that the problematic pressure difference with standard time step control is mitigated,
but that the pressure evolution shows a non-smooth, wavy behavior. This was caused by the on and off
nature of this time step control. Therefore it is currently recommended that the standard time step control
be used with specifying the minimum size depending on the problem, 10 at least for case involving rapid
vaporization. A stricter control might be necessary for such cases with much faster phase transitions as

vapor condensation in highly subcooled liquid or energetic fuel-coolant interactions.
7. Conclusions

Although we cannot argue the validity of the simulation directly from this problem, it is encouraging
that SIMMERC-III is shown to be applicable to an analysis of the entire sequence of sodium boiling including

rapid vaporization and expulsion.

Appropriateness and possible limitation of the four-step algorithm were addressed in detail using this
problem. A fundamental cause of introducing time-step-size sensitivity has been identified for the case that
a rapid mass transfer rate of vaporization competes with fluid convection.  As the result of the calculations,
it is recommended that the standard time step control be used with specifying the minimum size depending
on the problem, 10 at least for case involving rapid vaporization. A stricter control might be necessary for
such cases with much faster phase transitions as vapor condensation in highly subcooled liquid or energetic

fuel-coolant interactions. It must be noted that, with larger time step sizes, such as 1073 or larger, the current
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SIMMER-III tends to underestimate the rate of vaporization or condensation. Hence an appropriate time

step control should be considered depending on a problem, especially when a large rate of phase transition.

A remedy to directly mitigate the source-term decoupling has been later developed at PNC and is
being tested. This effort is expected to eliminate the concern discussed in this test problem. However,
there still remains fundamental limitations on time step size because of assumed linearization in temporal

discretization of the basic equations.
8. Recommendations for Model Improvement

None, except for continuing study on the remedy for mitigating source-term decoupling.
9. References

None.
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Fig. 2. Calculated early pressure evolution after boiling onset: At =103

(solid line: end of time step, dached line: end of STEP 1).
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Fig. 3. Calculated early pressure evolution after boiling onset: At =10

(solid line: end of time step, dached line: end of STEP1).
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Problem 1.7: Liquid sloshing with particles
“Liquid Sloshing Motion Including Particles”

W. Maschek, E. Hesselschwerdt, C.-D. Munz, S. Kleinheins (FZK)

Outline of Case

In the framework of the SIMMERC-III code assessment liquid sloshing processes are simulated and
compared with experiments. Such liquid sloshing phenomena can play an important role in core disruptive
accidents. The SIMMERC-III code should therefore be capable to describe sloshing processes with good
accuracy. The calculations presented are compared with experiments in which particles are embedded into

the flow.
1. Objectives of the Application

Liquid sloshing motions play an important role in core disruptive accident simulations of liquid metal
reactors. Under pessimistic assumptions analyses show that the reactor core melts and a large whole core
liquid fuel pool confined by blockages (frozen fuel and blanket structures) can be formed in the so-called
transition phase.) A local fuel compaction may trigger a mild nuclear excursion in this pool. The
following energy deposition leads to a pressure build-up in the core center which pushes the liquid fuel
towards the pool periphery. Driven by gravity the fuel sloshes back towards the pool center and piles up in
a neutronically critical or even supercritical configuration. This "centralized sloshing"?> 34 can lead to
energetic nuclear power excursions and the conditions and phenomena of these processes have therefore been

studied extensively.

The simulation of sloshing motions provides an excellent test for the fluiddynamic module of codes
like SIMMER-III.  Such a code must be able to describe sloshing with good accuracy. During the sloshing
process smooth liquid surfaces may change and will break-up and smooth wave packages transform into
sharp liquid peaks. SIMMER-III is a multiphase phase code with no specific tracking of the free fluid surface.
SIMMER-III is based on volume and time averaged equations. By this and the inherent numerical diffusion
of the code the free surface of the moving liquid is smeared out to a certain extent.  This represents a general
difficulty in describing sloshing phenomena by numerical calculations. As could be shown in Refs. 3) and
5) higher order differencing (2nd order) as generally used in SIMMER-III is a necessity when describing
liquid sloshing motions. The code calculations were compared with experiments® in which different types
of sloshing motions were investigated. The above analyses concentrated on sloshing of pure liquids.
Some experiments were also performed with particles mixed into the flow mainly to investigate their damping
influence.”” Another question was if particles of a specific density and size would be seperated from the

liquid during a sloshing process.
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In the following two different sets of calculations are performed. At first a water step problem is run
with no particles. This example was chosen to get started with a simpler two field (liquid-gas) simulation
and also because the recalculation of this case with AFDM? showed some deficiencies.? Second a dam

break problem with a ring of particles in some distance from the water column was tested.®
2. Description of Experiments

Two typical sloshing problems from the experimental series in Ref. 6) are investigated in this exercise
(Table 2.1 and Fig. 2.1). In the first case (case SA-D1X-3 in Ref. 6)) a cylindrical container is divided into
two concentric parts by a cylindrical diaphragm. The inner cylinder contains water of a certain height, the

outer cylinder contains water at a lower level. An (r,z) diagram of this situation is shown in Fig. 2.2.

In the second case (case SE-D1P-1 in Ref. 6)) no liquid was in the outer container (dam-break
problem), but a ring of particles was placed around the central water column at a certain distance (see Fig
2.3). The particles (Specification: Acryl P210D) have a density of 1.13 g/cm?. The shape of the particles is

cylindrical with a diameter of 2.5 mm and a height of 3 mm.
3. Analytical Solution

Analytical solutions are available for the outward sloshing phase when the water-depth is small

(shallow water theory®). For the total sloshing process no analytical solutions are available.
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Fig. 2.1. The two sloshing problems investigated.
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4. Understanding of Phenomena
4.1 The Water Step Problem

The water step problem represents an oscillating system by the interaction of the central water column
with the outer water ring.  Under specific mass combinations as in experiment SA-D1X-3 (Mcolumn: Mring
= 1:3.75)® the interaction of deep water waves with surface waves (layers of water which move on different
time scales and in different directions) creates the complicated sloshing pattern as seen in Fig. 2.2.
Generally from fluid dynamics theory® one can interfere that most of the damping in this oscillating system
is related to surface waves. The kinetic energy is mostly stored in these wave packages. In the water step
system with deep water areas the damping is much less than in a system with shallow water and several
oscillating sloshing cycles can be observed. In the experiments the water of the central water column was
colored dark to observe the detailed liquid motion.  After release of the water column a surface wave and a
deep water wave are created which move outwards. The deep water wave moves faster and pushes the clear
water ring upwards at the container walls. The clear water of the outer ring is pushed upwards at the outer
container walls. The dark water does not reach the outer container and stays at the pool bottom. In sloshing
back the clear water compresses the dark water and pushes it upwards in the pool center. A dark water
hump is formed. The dark water hump collapses in a broad roll and triggers an outward motion in the deep
water but also a surface wave travels outward. The clear water is again pushed upwards the outer container
walls and again compresses the central dark water which has spread out below the surface. The high water
peak which has also been observed in the dam break problem experiments [6] emerges. The high sloshing
peak thus appears in the second sloshing cycle. Both the water hump and the high water peak consist of the

dark water.
4.2 The Dam Break Problem with a Particle Ring

The influence of particles on the sloshing process was investigated in a series of experiments.® The
main interest was in the damping effect of these particles on the sloshing motion. Another issue to
investigate was if particles of a specific size and density have a trend to seperate from the liquid or stay
intimately mixed. If a separation would take place the assumptions of SIMMER-III to put the heavy

particles into the same velocity field as the liquid fuel would be questionable.

For the experiments a special size and particle density was chosen. The particles had an approx. 10%
higher density than the liquid. This density increase would be similar for solid fuel particles in accident
simulations. In the first experiment the particles were positioned in a ring around the central water column.
The particle ring started at a radius of R = 14.5 cm in experiment SE-D1P-1 (Fig. 2.3). The particle bed

height was 1 cm.

As can be seen from the experiment the liquid piles up when it hits the particle area and pushes them

upwards the container walls while some mixing with the flow takes place. The pure water slightly passes
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the particles at the wall but generally the particles remain mixed into the flow which can be clearly seen in
the centralized back-slosh. Due to the particles in the flow no symmetric and straight sloshing peak can be
built up, but a cloud of liquid/gas/particles emerges. The coherence of liquid motion is destroyed by the

particles and the central sloshing peak is damped.
5. SIMMERC-III Representation

Two cases are given, a water-step problem and a dam-break problem including particles in the flow.
5.1 Geometry, Initial and Boundary conditions

The essential values to be compared with the experiment are the sloshing heights and arrival times of
the liquid at the outer container wall and the liquid peak after convergence of the water at the center. For
the simulation of the water-step problem with SIMMER-III, a 2-D mesh of 24 x 30 mesh points was chosen.
The higher order differencing option was used. All other input values (e. g. concerning momentum
exchange) were chosen as the defaulted ones in SIMMER- III.  As we have an isothermal problem no heat
and mass transfer takes place. The fluiddynamics parts of the code, the interfacial area model and the
momentum exchange model are tested in these calculations. For the dam-break problem including particles

a mesh of 25 x 30 cells has been used.

To test the SIMMERC-III assumption concerning the distribution of particles on the momentums field
for heavy and light components the solid particles where put into the liquid fuel field. This would also be

the case with fuel particles in accident simulations.

For the SIMMERC-III simulation (case D1P-1) the choice of the mesh leads to some problems. For a
good simulation with low numerical damping a rather fine mesh is optimal. On the other side the size of
the particles (max. dimension = 3 mm) defines a lower limit for the mesh size as an ensemble of particles
should exist in a mesh. for the present calculation the smallest dimension of the axial mesh is chosen as 5

mm.

In the input the maximum packing fraction for defining the particle viscosity was defined as 0.7 and
the multiplier of the drag coefficient CCD was set to 1.0.”)  Again, no friction of the fluid and the particles

at the pool bottom is modelled within the code framework.
No code modification was made.

6. Results

6.1 Water-step Problem

In Fig. 6.1 and Table 6.1 the results of the SIMMERC-III calculation (case D1X-3) are displayed. The
comparison between the experimental values and the calculations shows good agreement in the phase when

the central water column collapses up to the time when the maximum water height is reached at the outer
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wall. First the outgoing wave typical for the two-dimensional waterstep problem is nicely simulated. In the

experiment a first central slosh results in a water-hump at the center without any sharp liquid peak. In the
SIMMER-III simulation the water hump is also visible but an additional water peak exists above the hump.

The maximum height of this narrow liquid peak is given in Table 6.1.

Table 6.1 Comparison of experimental and calculational results for the waterstep problem D1X-3.

Slosh at outer wall Slosh at pool center
SA Time max. Max. Time of Height of Time of Height of
DIX-3 height at height at first peak first peak second second
wall [s] wall [cm] [s] [cm] peak [s] peak [cm]
Experiment 0.36+0.02 11.0+1 0.62+0.04 15.0+3 1.24+0.04 50.0+5
Calculation 0.35 12.0 0.58 21.0 1.24 36

In the experiment no central spike occurs in the first in-slosh for the specific mass ratio of 1:3.75 (SA-
D1X-3) for the water column to the outer pool. In experiments with other mass ratios a central spike
however emerges.® This shows that a delicate balance of moving masses and forces creates the hump - a
feature which is not covered by the code simulation. The difference between experiment and simulation
m-ay result from a lack of two modelling features. From the experiment with differently coloured water it
can be seen that the different fluids from the central column and the surrounding pool move as independent
layers with partial surface mixing. In SIMMERC-III there does not exist a model for momentum exchange
between the calculational cells. The lack of such a model influences the results of this sloshing calculation.
Additionally no friction at the pool bottom is simulated. After a second outward slosh a narrow peak
emerges in the experiment which reaches a large height of 50 cm. Though the overall timing in the
calculation is quite good the central peak is only 36 cm high and underestimates the experimental value. It
is important to note that the essential mass distributions as a function of time are calculated with sufficient
accuracy. Based on the calculations performed one can deduce that SIMMER-III simulates the water-step
problem with reasonable accuracy when the essential mass distributions and the timing of motion are
regarded. The details of the simulation could however be improved by introducing models for intercell

momentum exchange and friction at the bottom walls.
6.2 Dam-Break Problem with a Particle Ring

As can be seen in Table 6.2 and Fig. 6.2 in the calculations the outward moving liquid pushes the
particle ring towards the outer container wall. The particle bed at the bottom is penetrated partly by the
fluid. When the liquid sloshes up the container walls, the particles are in front of the water wave. The
main liquid mass remains however below the liquid particle accumulation. A thin particle layer is pushed
much further up than in the experiment. After flow reversal the liquid and particles are fully mixed and

reassemble at the center of the container.
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particles D1P-1.

Table 6.2 Comparison of experimental and calculational results for the dam break problem with

Slosh at outer wall Slosh at pool center
Max.
SA Arrival Time of height Time of Max
D1P-1 time at wall | max. height liquid/ max. height heioht [;:m]
[s] [s] particles [s] &
[cm]
Experiment 0.28+0.02 0.40+0.02 10/8+1 0.80+0.04 25+5
Calculation 0.25 0.40 10/17 0.80 27.0

From the simulation and the experiments it can be observed that the liquid mixes with the particle bed
and the particles of the specific size also remain intimately mixed in the flow. Thus the assumption of
putting fuel particles into the liquid fuel field is a reasonable choice. The simulation of sloshing with a
particle ring is quite satisfactory. The impact of the liquid on the particle bed, its acceleration, and the
mixing of the liquid and the particles is simulated adequately. The calculated main mass distribution of the
The sloshing height at the wall is overestimated for the particles.

liquid agrees with the experiment. Again,

no bottom friction of the particle field is simulated by SIMMER-III. The central inward slosh is
overestimated in its size compared to the experiment in which the central slosh produces a broad liquid peak
which is broken up in drops and particles. This is not surprising as in the twodimensional code framework
the symmetry of the converging waves is preserved and the emerging instabilities are not simulated. Thus
in the simulation a high central sloshing peak emerges. In comparison to the sloshing motion without particles

the damping effect of particles is clearly visible in the sloshing heights achieved.

For completeness a SIMMER-III simulation (case D1) of the experiment has been performed using
first order donor cell differencing for the momentum equations. The results are displayed in Fig. 6.3. As
can be clearly seen the mass distributions are not adequately calculated. A strong smearing of the wave

packages can be observed. The use of the first order donor cell differencing leads to incorrect results.
7. Conclusions

In summary the following conclusions can be drawn from the recalculation of the sloshing experiments

with and without particles in the flow:

1) The essential features of the sloshing process are well captured by the SIMMER-III code. The essential

mass distributions and velocities of the water waves are recalculated by the code.

2) The calculation of some details of the sloshing process when liquid shear flows occur in the liquid pool

and dominate the behaviour are beyond the capability of the code. The main reasons for this are:
- no intercell momentum exchange is simulated

- no friction at the pool bottom is simulated
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3) The instabilities of the converging water waves during the in-slosh cannot be simulated within the
twodimensional framework of the SIMMER-III code. A tendency exists to overestimate central

sloshing heights and the central mass accumulation.

4) The interaction of the liquid and particles can be calculated with good accuracy in the sloshing simulations.
Both the particle mass distributions and the intermixing of liquid and particles can be represented by the
code. The assumption of putting the solid fuel particles into the liquid fuel field seems to be justified

on the basis of the experiments performed.

5) Comparative calculations show that application of second order differencing is essential for simulating the
sloshing processes (with and without particles). Excessive numerical damping and diffusion discredit

the first order donor cell differencing approach.
8. Recommendations

The inclusion of friction at the bottom cells and intercell momentum exchange would further improve

the capability of the code.
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i 00:00:00:01

Fig. 2.2. Sloshing motions seen in a typical water step problem (1/2).

Note: The numbers in the left upper window refer to video frames.
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00:00:03:03 |

Fig. 2.2. Sloshing motions seen in a typical water step problem (2/2).
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Fig. 2.3. Dam break problem SE-D1P-1 with particles in the flow.
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Fig. 6.1. Simulation of the water-step problem with SIMMER-III (1/2).
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Fig. 6.1. Simulation of the water-step problem with SIMMER-III (2/2).
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Fig. 6.2. Numerical simulation of the dam break problem SE-D1P-1 with SIMMER-III (second
order differencing option) (1/3).
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order differencing option) (2/3).
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Fig. 6.2. Numerical simulation of the dam break problem SE-D1P-1 with SIMMER-III (second
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Fig. 6.2. Numerical simulation of the dam break problem SE-D1P-1 with SIMMER-III (second
order differencing option) (3/3).
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Fig. 6.3. Comparison of the wave package smearing in the numerical simulations of the dam break
problem SE-D1P-1 with SIMMER-III.
Second order differencing option (above - case P1)

First order differencing option (below - case D1)
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Problem 1.8: Water hammer
“Water Hammer Problem”

Koji Morita (PNC)

Outline of the Case

Pressure rise in a pipe caused by a sudden change in the rate of flow or stoppage of flow in the pipe is
known as water hammer. For sudden flow stoppage, the pressure rise due to the deceleration of a
compressible fluid in a non-expandable pipe is finite; the fluid in the line behaves as a "plug" and the pressure
rise is that corresponding to the inertia effects of this plug. A finite maximum pressure rise is determined

by the expending of a part of the kinetic energy of the moving fluid in compressing the fluid.
1. Objectives of the Application

The objective of this problem is to test the SIMMER-III (S-III) fluid dynamics modeling for
compressible flows. Characteristics of the water hammer can be related to the velocity of wave propagation
ina fluid. In anon-expandable pip, the pressure wave propagates through the compression of the fluid, and
hence with the velocity of sound in the fluid. These features tests the wave propagation characteristic and
the ability of the numerical solution method of the fluid dynamics coupled with the EOS model that provides
the fluid compressibility.

2. Description of the Benchmark Problem

The problem consists of a horizontal pipe, in which a liquid column moving toward the closed end of
the pipe. The liquid column initially has a uniform velocity and then is suddenly stopped when the top of
the moving column arrives at the closed end. For the sudden stoppage, a finite pressure rise occurs due to

the expending of a part of the kinetic energy of the moving fluid in compressing the fluid.
3. Analytical Solution

The equation for maximum pressure or head rise produced by a sudden flow change can be derived
from Newton's second law, relating force to the rate of change of momentum, utilizing the velocity of the
pressure waves, which are set owing to the inertia of the fluid in the line. The resulting equation is referred

to as the Joukowsky or water-hammer equation"):
Ap = paAV (1)

where a = velocity of wave propagation [m/s], Ap = maximum head rise [Pa], AV = change in velocity
[m/s]; p= fluid density [kg/m3]. Neglecting the pipe expansion, the velocity of wave propagation can be

replaced with the velocity of sound in the fluid, ¢ . The maximum head rise given by Eq. (1) can also be
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developed if the flow is changed within the time it takes the pressure wave to travel from the point of stoppage

to the end of the pipe or to the location of total wave reflection an return; that is, within one period as given

by
T=2L/c (2
where 7 = pipe period [s]; L = length of fluid column [m].
4. Understanding of Phenomena
The phenomena addressed in the problem are well understood.
5. SIMMERC-III Representation
5.1. Geometry, Initial and Boundary Conditions for a Reference Case

The horizontal pipe 5 cm in diameter and 55 cm in length is closed at one end and is opened at the
other. In the pipe, initially, the side of the closed end is filled with a liquid sodium column L = 50 cm and
the other side is with a saturated sodium vapor. All fluid is isothermal at 700 K, initially moving toward
the closed end with a uniform velocity of Vi= 1.0 m/s. An adiabatic, free slip and rigid wall boundary
condition is imposed on the pipe wall. At the closed end, the velocity is forced to equal zero. The open
end is exposed to a saturated sodium vapor at 700 K with a continuous inflow/outflow boundary condition.
One dimensional analysis is performed with a uniform axial mesh size Az=5.0 cm. The calculation starts
at a time just the top of the moving column arrives at the closed end, that is, a sudden flow stoppage occurs:

AV="Vi. The schematic and nodalization diagram for the reference case (Case 1) is shown in Fig. 1 .
5.2. Code Modifications

None.
5.3. Parametric Cases

To estimate the influence of change in velocity on the water hammer, two different initial velocities
of the liquid column were specified. The influence of numerical specifications using smaller time step and
axial mesh size were also investigated for three different initial velocities. The initial conditions and

numerical specifications used in the calculations are shown in Table 1.
6. Results

The S-1II results and the analytical solutions are summarized in Table 2. To obtain the analytical
solutions, sodium properties at 700 K, p =841 kg/m3 and ¢ =2390 m/s, were used. The S-III results show
good agreement with the analytical solutions on the maximum pressure rise and the pipe period. In
comparison with Fig. 2-1, Fig. 2-2 shows that the smaller numerical specifications give more accurate time

integration because numerical diffusion is decreased.
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7. Conclusions

The S-III fluid dynamics modeling for compressible flows well simulates the characteristics of the
water hammer. This means that the numerical solution method of fluid dynamics is consistent with the EOS

modeling.

8. Recommendations for Model Improvement
None.

9. References

1) J. H. Perry et al.: Chemical Engineers' Handbook, Fourth Edition, pp. 5-55, McGrawHill, New York
(1963).
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Table 1. Initial conditions and numerical specifications for the problem.

Initial velocity : Maximum time step : Axial mesh :
Vi (m/s) At (s) Az (cm)
Case 1 1
Case 2 5 1.0x10°° 5.0
Case 3 20
Case 1X 1
Case 2X 5 1.0x107° 125
Case 3X 20
Table 2. S-III results compared with analytical solutions.
Maximum head rise : Pipe period :
Ap (MPa) T (ms)
Sl Analytical S-1ll Analytical
Case 1 (Vi=1m/s) 2.02 2.01 0.404
Case 2 (Vi=5nvs) 10.1 10.0 0.401 0.418
Case 3 (Vi=20m/s) 41.1 40.2 0.398
Case 1X (Vi=1m/s) 2.02 2.01 0.415
Case 2X (Vi=5m/s) 10.1 10.0 0.413 0.418
Case 3X (Vi=20m/s) 41.1 ? 40.2 0.409 j
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Fig. 1. Schematic and nodalization diagram for Case 1.
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Fig. 2-1. Sodium vapor pressures at the top cell (At= 1.0x10 s, Az =5.0 cm).
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Fig. 2-2. Sodium vapor pressures at the top cell (At=1.0x10° s, Az=1.25 cm).
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Problem 1.9: Impact of liquid slugs
“Impact of Liquid Slugs on Rigid Surfaces”

W. Maschek, G. Arnecke, S. Kleinheins, M. Flad (FZK)

Outline of the Case

The purpose of this application of SIMMER-III is the simulation of continuous liquid slugs moving
through gas/air and their impact behavior on rigid surfaces. In the case of a vapor explosion in the vessel
of a PWR a molten cerium slug might be accelerated upwards which then impinges on the upper vessel
structure.  This phenomenon is described with codes like PLEXUS. In the present application of
SIMMER-III some specific calculations of PLEXUS are recalculated and corns pared with SIMMER-III
results. The simulation of a falling liquid slug through air driven by gravity or pressure is of interest as in

SIMMER-III no free fluid surface with its related instabilities is modelled.
1. Objectives of the Application

This application of SIMMERC-III should investigate the motion of liquid slugs in air, the impact
behavior of these slugs on rigid surfaces and obstacles and the momentum transfer during impact. In addition,
the modelling of virtual walls in SIMMERC-III is tested. The results can also serve as a check for results of
the PLEXUS code! for the specific case of slug impact on a rigid surface. In PLEXUS the fuel slug is
modelled by an ensemble of small compressible spheres (particles). With decreasing sphere-radius the
PLEXUS model should converge against the continuum model of fluids, which is however not fulfilled.
When the particle slug impacts on a rigid surface the whole slug disintegrates and disperses (Fig. 1.1).
SIMMER-III shows a different behavior with the fluid slug flowing and spreading after impact on a rigid
wall or an obstacle. The comparison with experiments and other code calculations back the SIMMER-III
results. The momentum transfer calculated by SIMMER-III is less than the one calculated by PLEXUS.
The motion of the falling liquid slug through air driven by gravity or pressure is of interest as no free fluid

surface is modelled in SIMMER-III with its related Taylor or Helmholtz instabilities.
2. Description of Experiments

Two types of experiments are needed for comparison with the calculations. Firstly, experimental
information about falling slugs through air is necessary and secondly, experiments on the impact of liquids

on a rigid surface or an obstacle is needed.

In Ref. 2) a liquid slug is released from a container and falls approximately as a cylinder towards a
lower water surface. Surface disturbances of various wavelengths can be observed. The lower slug

surface shows some 'mushrooming'. For the impact phenomena of liquid slugs, in literature, experiments
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with impinging solids (projectiles) and liquid jets on rigid surfaces are reported. Experiments for soft pellets
are e.g. reported in.>) A pellet of rocket propellant is accelerated towards a rigid surface and is deformed.
The generated shock wave finally ignites the pellet and destroys it. Before this, the pellet is deformed and
shows a flowlike behavior (Fig.2.1). The numerical simulation of the deformation and flowing process is
simulated with the SALE® and HELP® code (fluiddynamic codes). The pellet is simulated as a nonviscous,

compressible fluid. The results of the simulation compared to experiment are described as excellent.

In Ref. 6) the results of impact phenomena of water drops on rigid structures are displayed (Fig. 2.2).
The impact velocity is approx. 150 m/s. Compressible and incompressible code calculations are used for
the simulation. The results show the typical deformation and flowing process. Additional experimental
and theoretical information can also be gained.”® No disintegration process of the bulk slug is observed

in all these analyses and experiments.
3. Analytical Solution

Analytical solution for impact processes of a liquid on a rigid surface based on continuum-theoretical

approaches imply a flow redistribution at impact and no disintegration of the slugs.”
4. Understanding of Phenomena

Experimental information on the impact of liquid droplets and slugs is available.
5. SIMMERC-III Representation

Three different cases have been analyzed with liquid slugs accelerated either by gravity or vapor
pressure and finally hitting a rigid surface or a rigid target. The liquid slugs analyzed had a height to
diameter ratio of 0.42. An additional case with a long liquid slug with a H/D ratio of 16.7 has been
investigated to further study the liquid/gas flow phenomena and surface phenomena modelled by SIMMER-
III. The different cases are displayed in Table 5.1 and the geometrical arrangements are schematically

displayed in Fig. 5.1.
5.1 Geometry, Initial and Boundary Conditions

A 2-D mesh with (50x100 cells) has been used for the calculations. In the gravity driven cases the
liquid water slug is used. The initial conditions for the pressure driven slugs are, that a hot two phase fuel
region with 5 MPa is layered above and accelerates a cold liquid fuel slug. The slug moves within a tube
modelled by virtual walls. In the case J2 the obstacle has both been modelled by virtual walls and a solid

structure (structure model).
5.2 Parametric Cases

See Table 5.1.
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6. Results
Case S1

In case S1 (Fig. 5.2) the liquid water slug drops onto the horizontal surface with a velocity of 6.2 m/s.
The peak pressures obtained are 3.2x10° Pa, far below acoustic pressures. (Note the ambient pressure in
Fig. 5.3, which is modelled to obtain similar conditions to the cases J1 and J2.) For the calculation the 2nd

order numerical scheme has been used. The pressure distribution is given in Fig. 5.3.

The momentum transfer is determined by fluid forces and at the maximum about 60 percent of the
initial momentum (evaluation of momentum at central impact location) is imparted in At = Agug/Vsiug. This
magnitude of momentum transfer is backed by experiments.'”  After impact, the liquid slug spreads and
flows along the surface. An additional calculation with a first order scheme (case S1D) shows a strong
numerical smearing and damping. The impact pressures and the momentum transfer are reduced by a factor

of 2. Thus the application of the first order method gives inadequate results.

In Fig. 5.2 one can observe some surface perturbations at the lower and radial outer surface. They are
not related to a Taylor or Kelvin-Helmholtz instability as in SIMMER-III no free surface of the liquid slug

is modelled (see case S2).
Case J1

In case J1 a liquid fuel slug is accelerated by a high temperature two phase fuel cushion. The liquid
slug moves between virtual walls and impacts the lower boundary with v~33 m/s (Fig. 5.4). The peak
pressure in the central impact location (point of momentum evaluation) goes up to 7x10% Pa (Fig. 5.5).  After
impact the reflected pressure wave leads to some cavitation processes. The momentum transfer is
dominated by shock waves and about 85% of the initial momentum is transferred in the first pressure peak

(At = hsg/csouna).  Again the slug starts a flowing process after impact.
Case J2

In case J2 the pressure accelerated fuel slug hits an obstacle before impinging on the lower rigid
surface (Fig. 5.6). The peak velocities obtained are 32 m/s and the peak pressures are 6x108 Pa (Fig. 5.7).
After the impact the flowing processes around the obstacle can be identified which finally turns into a
drippling process when the pressure is reliefed. About 70% of the initial momentum is transferred in the

first pressure peak.

The obstacle was modelled both by the ordinary structure model and by virtual walls. Problems
occurred with the virtual wall model when the slug impacted on the horizontal wall. The timesteps became

increasingly small and levelled of at 10-® s (condition OPTPIT, number of pressure iteration limit exceeded).
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Case S2

In case S2 the falling of a long cylindrical slug is modelled to investigate the liquid/gas interaction at
the slug surface. The results are compared qualitatively to the experimental result from Ref. 2). Three
calculations have been performed with a variation of the drag coefficients CDD (104, 1, 10%) displayed in
Fig. 5.8, and Fig. 5.9. It can be seen from the results that the bulging out of the liquid is strongly controlled
by the drag coefficient CDD and can be suppressed by a large CDD value. For a good adjustment of the

CDD values further experimental results seem to be necessary.
7. Conclusions

SIMMER-III is able both to describe the movement of liquid slugs through gas and the impact of such
slugs on rigid structures. The results of other codes and experimental results back the SIMMER-III impact
calculations. When using a first order numerical scheme, strong numerical diffusion effects can be observed

and the impact pressues and the momentum transfer is underestimated.
8. Recommendations

To better simulate surface instabilities of liquid slugs a modelling of free surfaces is required.
Similar techniques as realized in SOLA-VOF!'D could be used but seem to be difficult to implement in the
environment of a multiphase, multicomponent, multifield code. Simple experiments with falling slugs

could provide better data for the simulation of surface effects.
9. References
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Table 5.1. SIMMERC-III calculational cases.
Fall-distance
. (cm) Geometry Impact
Accelerat
Case ceeleration Pressure H/D ratio conditions
(MPa)
S1 gravitaion 200 0.42 surface
J1 pressure 5 0.42 surface
12 pressure 5 0.38 obstacle
S2 gravitation 580 16.7 surface

Vo

Fig. 1.1.

Impact of a plane compressible water slug on a rigid surface simulated by PLEXUS.

2ORE
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15.9 MSEC

30.8 MSEC 50.6 M SEC

Fig. 2.1. Radiograph of pellet impact on a rigid surface.
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Fig. 5.1. Geometrial arrangement of liquid slug impact-structure.
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Fig. 5.2. Motion and impact of liquid slug (case S1).
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Fig. 5.3. Pressure trace of cases S1 (second order numerial scheme) and S1D (first order).
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Fig. 5.4. Motion and impact of a liquid slug (case J1).
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Fig. 5.5. Pressure trace of case J1.
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Fig. 5.6. Motion and impact of a liquid slug on an obstacle (case J2).
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Fig. 5.7. Pressure trace of case J2.

=173 -



_w-:n-_ RIARTANRIAANIANRIAAGTEARIANAIAA RENATTT ngnanuﬁu ARl

R

E e e e e e e e e T
INMOOnNIIIN0NOEIIENDIN0NI0NNIE0DINUIO N0 nInO UInouIn
10RIE0NONNINONanoInaNANNInoNInNNIaanNtacnInnnInanIannTn
INOIARIANAIAARIARAIANRIARDIGANIAALIAARIAANTARCIAD LA AR
AT AR TR
T e e e T O e e T E T U

JAEA-Research 2019-009

B-SB=u___—ngnau_ﬂna_nasuaugnﬂgntn.ﬁ—_ nipppInonionnInnDIn

T R U ) en._cn«_-nﬂu__._ uuscu_a-_ u_cua_uauEz 1
OO0 o0i000Inoninn0I0pnIn0 NN §OI0 01000100 oo o
1BOIAODID A0 N AINO00I000I00 N0 NN 01000100 ma0nIng o

::znnn_s __En:u.:nﬂn:u—hnﬂ:sﬁnnsﬂ p__m__ RIARIANEI AR

TR e T E
nmoonrooom|

““_-_ LS AL DT

ITTARRIGANEARRIAARIARRTAN KRN RIARAIRANTARGTANAT AR,
VBRI ARTAG HTAREA RGN HIAAREA R RRTAATIAART A0 DTARETN
PR LAERIEN S HRPEH U AR LT L LIRS LIRS LIRSt AR R ISR LR g
T T s T ST G R G T L R
10DI000INE010g 010 00IO0nINN DI 0RIN0Nin DRINnNINCRI0n HInanIn
|ERIOANIG ANTA0 DI RNTAN BTN M ANIAN R:ANBIN0NIA A0 ITAG RN
VAT AR A RRTAN AT ARTAA [ARRIA ARTAARTIAN AR
DR R B (00 BT B PR B AT A BT AU HIAE B “
BTG UE Y I BB DI L LY LYY IOy DI inuDsY BIugDiagR
IpoMnOpIInnINoMANDInooItonI0D0INONO0DIoD0ID00Inn IO .
INNIAENINNINODIONRINARIDNDIONDINONANRIORRIANDINANIAODIA " w
i
!
3
i

_a_.mmmmmms._.n_.mmammmmw_mm_._z__.n_..na__mw_nmm«..m-:mmm.umn
VBT B U B HE ) LT T B 0
TREEU EI AT AL L OO OSSR E S E L

o

TG B G1A U IGH B BO Ui DI U1 S01EU N0 01 B0iE EOT
|DOITOBEEG BT NNID D100 D0 Y NI iE BN DN N DIy OINE nI D mIn oo
|anIEENIINOINARION RINE KA NIANDINONARIONDINGmoonaonto
VRELEN A5 ARG RTARETIAN KA AW ANRITARIA NI NNIAARIAALIAN RN
e D R
IBIEGEEBYLY DI By AU L DU TG BT B R HIag b e

il R
_M-ﬂﬂ-__n.uﬂ-__-._n-.-_ncuauu_n¢§n=u=.n-=¢-__¢_neun==n_auu_cn—:u £
_wﬂnﬂun_uﬂuauﬂ_neu.ﬂﬂu_un!uﬁusucwnun_nusueuuuﬂuuaun_u
_nﬂ:u-nu_nn-:nuw_nn-_mu-._Ennﬂ_nau:-nﬂ_nan_nnﬂnnannuﬂzuwuu_s
RGN ERTIAATI NG ATAN KA AT AR B IRTTAR ARG
VTR BETA0 1103 L T B R e i BT e A
L) n_._-:._-._=_nuu!—uﬂ-zﬁ«:nuw__ﬂna_nﬁu_duu:_-_z_-nu-_-_au—:au-._»ﬂ
_-._n.!uﬂ»ﬂnu_uuu:._u==._ﬂsnauuﬁuenuﬁu_ﬂuﬂnuau_ﬂuh_uﬂﬂ_unsu
En-ﬂognun_n:u-._mnun_ungnﬂnuﬁuu_nﬂuuunanﬂmwﬁu ;aonia
._..._..usg_.asnsn__senana,ean_e._.Evﬂ? 101
GETG A ETBDE ~ iy
B A B AR O e i3

i R e R | ]

TUDH0 D 00100 Y O0IE 0 DInE eI BN T0E] 0l BigoL:

ipmrarIannoonIonoInomnoMannIng
IREIRANTARDIIRRIANRINNNIAANTANNIAAGIAARIARDIANLINOLIA DT
AT TR R DA FTA DT N SO AR TN [ AT
e e e e e T T e
IHHTEE DI BN DI OUDI00 DT O BIUHIN0 DT OHI0 BUIEU I DI DL
IENIEODIORANDIANDIC0DINONIAR0INADINANO0NIAG0IN00IN0n0
pulanRIEANIARDIARRIANRINAMARMIANNIARIANAIARRIAARIANDEAL
BN RIS AR ARRAOINA KEARAIAN ARTARETARFAIRLT

P EE A BRI R Hi

mmwmﬁmzmaaﬁ;E.._E_zuams_z.i.a_.s
.ne»u-_u_ausnceuuwua—_Euuﬁ_neu:_—_ﬂ_-_n_.-_n:._-:nau_:.._: ey
IonInanIoNInunIneoInn| anooomnn
IRMAARIARNIANNINN0INAMOONONMONNInOni0pBiaRnINOnNInONIA
IRETAARTARETARRTARRTANRIAATTARGTAANIAARTARKTARNIANEIAALTA
R B e e g
B et b Guun___

NITNRDI3E0IABAINNNIA00I0ANIODOTNNNIGODIANNION0ING nInantn
m%n BRRLF 292 AP AR
J

DU B0 OO BETAU100 [10 0 0HE 0 D10 010 00100010001 B0 D10 BT

VARAAB I ARTARRTA AR ARG AT

IR P

AT
THIER A R D T AL

i
Eaasmﬁ i

..—u_.."u_.:c e

IRTARRIAANTARDTAREIAARIARGTARAINA r-bn@._h sb—zn’

VR RET AR R O R TG 77
BN BT SR B0 HaR BRIy

s

d slug (case S2).

iqui

impact of 1
- 174 -

d

Motion an

magtun A rem

Fig. 5.8.



JAEA-Research 2019-009

Fig.5.9. Influence of the CDD drag parameter on surface instabilities of the slug (caseS2) -
CDD=10* and CDD=10"*.
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Problem 1.10: Steam expulsion by subcooled water
“Expulsion of Steam by Sub-cooled Water”

Koji Morita (PNC)

Outline of the Case

The problem is one of the numerical benchmark problems proposed by the Workshop on Two-Phase
Flow Fundamentals.  This one-dimensional transient problem is to investigate the so-called water packing.
Spurious pressure spikes due to the water packing are often calculated numerically when a surface of the
water crosses a finite-difference cell edges. This water packing is a common problem for multi-fluid model

codes which use fixed node discretization schemes.
1. Objectives of the Application

The problem is formulated to test numerical solution methods for anomalous numerical behavior that

is characteristic of fixed node discretization schemes.
2. Description of the Benchmark Problem

The problem consists of a constant volume injection rate of subcooled water into a vertical tube
initially filled with superheated steam and connected at the top to a constant pressure source of superheated
steam. As the subcooled water is injected, condensation begins causing vapor to move toward the liquid at
high velocities and the superheated steam is drawn into the tube. Numerically, the process proceeds
normally until a Eulerian computational mesh cell fills with liquid at which time a large fictious pressure

spike occurs. This spiking is called "water packing".
3. Analytical Solution

The problem does not have an exact analytical solution. A filling time of the tube is estimated to be

less than 6.0 s after the beginning of water injection as a result of condensation.!
4. Understanding of Phenomena

The phenomena addressed in the problem can be considered well understood. According to Ref. 2),
the pressure spikes due to water packing are caused when the free falling liquid above the surface is forced
to change its direction upward as soon as the surface of water crosses cells. The water packing is judged to
be common problem for multi-phase model codes which adopt momentum equations of non-conservative

form.
5. SIMMERC-IIT Representation

5.1. Geometry, Initial and Boundary Conditions for a Reference Case

- 176 -



JAEA-Research 2019-009

The reference calculation was performed using the following specifications:

a. The problem consists of a vertical tube 1.0 m diameter and 3.0 m height with.a constant velocity input
at the bottom of the tube and a constant pressure reservoir of superheated steam at the top. A uniform
spatial discretization consisting of ten equal intervals 0.3 m length isused. A schematic of the system

is shown in Fig. 1.

b. The initial -condition in the tube are: superheated steam at a constant pressure and temperature equal
to 0.4- MPa and 163.0, respectively. The injected water is subcooled at a pressure and temperature
equal to 0.4 MPa and 50.0 °C, respectively. The steam reservoir is superheated and held constant at
pressure and temperature equal to 0.4 MPa and 163.0 °C, respectively. The problem is initialized by

allowing hydrostatic gradients to form for a period of 2.0 s before injection of the subcooled water.

c. The boundary conditions for this problem consist of specifying the inflow velocity of the subcooled
water as a function of time and the conditions of the constant pressure reservoir at the top. A null
inflow velocity is specified for the first 2. 0 s of the transient to establish the stagnant condition in the
tube. Thereafter, the inflow velocity of the subcooled water is specified to be 0.5 m/s at a constant
pressure and temperature equal to 0.4 MPa and 163.0 °C, respectively. A constant pressure and
temperature equal to 0.4 MPa and 163. 0 °C respectively are specified for the steam reservoir at the

top of the tube. The walls of the tube are specified to be rigid and adiabatic.

d. The thermodynamic properties of water were calculated using the simplified analytic EOS? instead of
the S-III standard AEOS for water. The parameters were determined based on the properties at
323.15K.» This is because the temperature change in the problem is not large and the SAEOS may

give more exact properties over a narrow temperature range rather than the standard AEOS.

e. The calculation was performed without condensation to eliminate a difficulty related to the phase
transition. In addition, no change of IFA due to IFA source terms was allowed to eliminate the

dependence of MXF between continuous and discontinuous phases on the IFA source term modeling.

f. The calculation was performed using a constant time step of 50 ms until the tube is filled with the

water.
5.2. Code Modifications

The standard S-III was used for calculations except for the treatment of momentum-exchange
coefficients (MXCs). The code was modified so that the input multipliers of MXCs between continuous
and discontinuous phases become effective for both two terms defining a MXC. Note that this modification

was used only for a parametric calculation, reduced MXC case.

5.3. Parametric Cases
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To estimate the influence of the momentum coupling and the phase transition on the water packing,
the reference calculation was repeated under the different conditions. The MXCs between the continuous
and discontinuous phases were reduced by factor 102 than those used in the reference case and the reference

case was recalculated with condensation.
6. Results

The calculated results of pressure, void fraction and liquid velocity are shown for the reference case,
the reduced MXCs case, and the case with condensation in Figs. 2, 3, and 4, respectively. In the reference
case and the reduced MXC case, pressure spikes are calculated and these propagate from bottom to top of
the tube. As water flows into a cells, the liquid is forced to drop by gravitational force just before the cell
is filled with liquid. The liquid velocity at the top edge of the cell begins to decrease and then reaches a
negative value. This negative liquid velocity is forced to change its direction upward as soon as the upper
cell starts to fill with liquid and the pressure spike is generated at the moment. The positive velocity after
the cell is filled with liquid is corresponding to the water injection velocity. In the reduced MXCs case,
more spurious pressure spikes are calculated than those in the reference case. According to the discussion
in Ref. 2), the height of a pressure spike is determined by the time derivative of the liquid velocity at the time
when the cell is filled with liquid. Therefore, pressure spikes in the reduced MXCs case are enhanced by
the larger rate of liquid velocity change from negative to positive due to the smaller momentum coupling
between liquid and vapor. On the other hand, in the case with condensation each cell fills with liquid faster
and pressure spikes are considerably relaxed in comparison with the cases without condensation. This is
because the condensation causes the vapor to move toward the water surface and then this produces the larger
momentum coupling between liquid and vapor. As the.results, the rate of liquid velocity change from

negative to positive is forced to decrease so that the pressure spikes are relaxed.
7. Conclusions
The following conclusions were obtained from this assessment study:

a. The water packing is a common problem for multi-fluid model codes using a staggered mesh system
when a surface of water crosses a finite-difference cell edge and hence the S-I1I fluid-dynamics model

causes the water packing.

b. Pressure spikes caused by the water packing are sensitive to the momentum coupling between . vapor

and liquid. This means that the magnitude of pressure spikes are phase transition rates.

c. Although the water packing involves several nonphysical behavior of pressure and velocity, the effects
on the bulk-fluid movement is not so significant.  This fact can be seen from the void fraction histories

in the three cases performed.
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8. Recommendations for Model Improvement

Several numerical technique has been developed to scale down pressure spikes due to water packing

for two-fluid model codes.?>3-4-5  The most successful approach seems to be a method proposed by Abe

et al.,? in which a correction factor is introduced into the convective term, the differential term and the gravity

term of the momentum equation.
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Fig. 1. Schematic and nodalization diagram for the problem.
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Problem 1.11: Stability of one-dimensional bubble column

“Stability of a One-Dimensional Bubble Column”

E. A. Fischer (PNC)

Outline of the Case

The stability behavior of the SIMMER-III two-phase equations in one dimension is examined, using a
bubble column as an example. The emphasis is on the properties of the solutions (stable or oscillating), for
different void fractions, rather than on comparison with experiment, though experimental data are available

from many authors.
1. Objectives of the Application

Instabilities in two-phase flow simulations were observed and dicussed frequently in the literature.!-?
The present application concentrates on the SIMMER-III formulation of the two-fluid equations in one
dimension, and on the stability of their solutions. It is known that these equations without a virtual mass
term, have two complex characteristics, so that the initial value -problem is ill posed. The properties of the
SIMMER-III equations, which are determined by the virtual mass term, themomentum exchange model, and

the interfacial area model, will be studied.
2. Description of the Experiment

Experimental data on bubble column are available in the literature, see e.g. Ref. 3). However, the
purpose of the present application is to study the properties of the solutions, rather than to carry out a
quantitative comparison with experiment. As a qualitative information, the fact that bubble column

experiments show oscillatory behavior is used.
3. Analytical Solution

The one-dimensional bubble column problem has an approximate analytical steady-state solution, if the
hydrostatic pressure gradient over the column height is neglected. This is, however, suitable only for rough
semi-quantitative estimates. On the other hand, the stability of the steady state solution against small-

amplitude oscillations can be examined by analytical methods, using a linear stability analysis.
4. Understanding of Phenomena

The SIMMER-III numerical results in one dimension show that the problem is well posed, and the
results are compatible with the linear stability analysis. It is, therefore, believed that the properties of the

SIMMER-III two-fluid equations, with virtual mass terms, are understood in principle. It should be
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mentioned here that the more realistic two-dimensional case is much more difficult, and certainly requires a

more extensive effort than has been put into the present work.
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

A 1-D mesh was used, with 10 cells of length 0.15 m in axial direction. The materials were water
and fission gas. An estimated steady-state value was used as the initial value for the water volume fraction.
The cells also contained a small amount of structure. At the bottom of the column, gas is injected at a given
velocity, constant in time. A constant pressure boundary condition was applied at the top. The results of

two cases are presented, with gas velocities equal to 0.35 m/s, and 0.80 m/s.
5.2 Code Modifications

None. To find the time-averaged values of the variables in the oscillating solution, a post-processing

routine BF-TAV was used.
5.3 Parametric Cases

In addition to the two cases mentioned, with inlet velocities 0.35 and 0.8 m/s, some cases with low
void fraction ( < 0.3) were run. They showed stable behavior, as expected. However, as the gas velocity
from the Ishii correlation® shows very little dependence on the void fraction in this range, it is probably not

a suitable quantity to characterize the configuration of the bubble column.
6. Results

The two reference cases run, with gas velocities 0.35 and 0.8 mis, span about the range of the transition
flow regime of SIMMER-III. The first case is at the lower end, and leads to a constant state. The three
relevant variables, void fraction, gas and liquid velocities, are shown in Fig. 1, and confirm the constant state.
The void fraction increases slightly for the higher cells, because the hydrostatic pressure decreases, and the
bubble volume increases. The average is 0.402, which is close to the zero dimensional value. The second
application, with the higher gas velocity, leads to an oscillating solution, as shown in Fig. 2.  The oscillations
of all the three variables are nonlinear. The amplitude is lowest in cell 2, and increases with higher cell
numbers. The average void fraction, 0.557, is slightly higher than the zero dimensional value, 0.548. The
data are qualitatively compatible with the results of a linear stability analysis, but SIMMER-III predicts lower

oscillation frequencies.
7. Conclusions

SIMMER-III has been successfully applied to a one-dimensional bubble column problem, in the
transition flow regime. No numerical difficulties were incurred, showing tha the problem is well posed.

The results show that the transition from constant state solution to oscillatory solution occurs in the transition
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flow regime. This is consistent with the linear stability analysis performed by the author. However, the

different frequencies are, at present, not understood.

8. Recommendations for Model Improvement
None.
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Problem 2.1: Zero-th dimensional pool flow
“Momentum Exchange in Pool Flow”
Yoshiharu TOBITA (PNC)
Outline of the Case

The vapor-liquid and liquid-liquid interphase friction model is tested in an ideal 0-dimentional system.
The relationships between volumetric fraction and flux are compared with some experiments including air-

water 2, steam-water?), and water-mercury® system.
1. Objectives of the Application

This application concentrates on a verification of the interfacial area and momentum exchange
function model in SIMMER-III without the effect of convection algorithm. The application does not
provide a test of multi-dimensional effect in a pool geometry such as void fraction distribution and internal

flow circulation in a pool.
2. Description of the Experiment

The experimental data from several experiments are compiled in Refs. 1) —4).  All experiments were
performed in batch operation condition in which the velocity of continuous fluids becomes zero after the
integration for all test section.  All experiments reported the volumetric fluxes (superficial velocities) as the

functions of volumetric fractions with averaging over the entire test section.
3. Analytical Solution

No analytical solution is available. However, Ishii, et al.)) proposed a semi-empirical correlation of
interphase friction which is applicable for wide range of volumetric fraction and combination of materials
and SIMMER-III uses this formulation. Therefore, the calculated results were compared with this

correlation to check the validity of programming.
4. Understanding of Phenomena

In the bubbly flow regime, the air velocity plotted in Fig. 1 and Fig. 2 show relatively good agreements
among the experiments and semi-empirical correlation as far as the flow situation remains 1-dimensional, i.e.
the flow circulation in a pool is negligible as shown in Fig.3. Therefore, the phenomena are considered well
understood in this situation. On the other hand, the experimental data show rather wide scattering for the
void fraction above 30% in Fig. 1 and Fig.2. Two explanations are possible for this scattering. The one
is the dependency of bubbly-chum transition criterion on the pool geometry and the way of gas injection.

For example, Orth observed the void fraction at bubbly-chum transition to vary from 0.3 to 0.6 depending on
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the pool depth as shown in Fig. 2. The another mechanism is the existence of circulation pattern in a pool
as was discussed by Wilhelm® and observed experimentally in Ref. 6). The continuous phase may form
circulating pattern in a pool depending on the way of gas injection, geometric shape of the pool, and void
fraction.  This will certainly affects the averaged gas velocity in pool. In order to clarify this
multidimensional effects on the relationship between the averaged void fraction and vapor velocity, more
detailed study on the flow structure in the pool, including the effect of turbulence, will be needed in the future.
At the moment, any physical model which describes these phenomena satisfactory is not available and our

understanding in this flow situation is limited.

In the volumetric heated steam-water experiments, the experimental data scatters rather widely as
shown in Fig.4. Farahat's experiments should be excepted from this discussion because foamy flow was
formed even with very high void fraction due to the addition of electrolyte to water. The important point to
note in the other experiments is the void fraction distribution along the pool depth. The vapor velocity was
measured at the surface of the boiling pool where the void fraction is much greater than the averaged void
fraction over the pool in these experiments. Therefore, the reported void fraction is smaller than the local
void fraction which corresponds to the reported vapor velocity. This effect will be especially important in a

low void fraction region.
5. SIMMERC-III Representation
5.1. Geometry, Initial and Boundary Conditions for a Reference Case

A 0-dimentional system, i.e. one mesh system, was used just to provide a set of experimental condition
to SIMMER-III subroutines which calculate interfacial area (IFA) and momentum exchange functions

(MXF).
5.2. Code Modifications

In order to concentrate on the verification of IFA and MXF models, ad-hoc modification was made to
neglect the convection term in momentum equation. The momentum equation without convection term
reads

0pg7,

q-q _ _ =~ = S -

ot aqVp + Pqg — KqsVq — Kqq'Vqq’

q (1

dvg 0vq1 0Vq2
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Finite differencing with respect to time gives, for the g1 component as example,
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Equation (2) consists of three linear equation for the updated velocities v;”l. Ad-hoc subroutines

and modifications were made to solve Eq. (2) and update the velocities until steady state is obtained.
5.3. Parametric Cases
The volume fraction of lighter phases was varied from 0.1 to 0.9.
6. Results
6.1. Air-water experiments

In the air-water system, SIMMER-III results show fairly good agreement with experiments and Ishii's
correlation as long as the void fraction is less than 25% as shown in Figs. 1 and 2. Therefore, the basic
validity of SIMMER-III IFA and MXF models in bubbly flow is confirmed. This means also that
SIMMER-III calculates the local velocity difference between vapor and liquid correctly even in a multi-
dimensional pool with internal circulation if the flow remains bubbly flow. When the void fraction exceeds
30%, the experimental data show rather wide scattering as was discussed in section 4. In spite of the
limitation of this application that the effect of internal circulation in pool was not taken into account,
SIMMER-III results fell on the center part of the scattering data points in Figs. 1 and 2. In SIMMER-III
modeling, the transition from bubbly to churn flow is presumed to occur at void fraction of 30% following
the recommendation by Ishii and Zuber” and shows agreement with the Orth's data in the pool with initial
depth greater than 29.7 cm. However, the void fraction at bubbly-churn transition becomes higher than
30% in the pool with its initial pool depth smaller than 20 cm. This is because enough time is not given for
bubble to coalescence and produce churn flow if the pool depth is small. Though the inclusion of this kind
of time dependency in flow regime transition is desirable to analyze the pool boiling behavior in a general
manner, the constant criterion of 30% is enough for reactor application because the pool depth in transition
phase is greater than several 10 cm which is enough to cause bubbly-chum transition at void fraction of

around 30%.

Concerning the IFA modeling, the equilibrium .radius and time constants by fluid-dynamic breakup
and turbulent breakup models are plotted in Fig.4. Since this calculation was performed until steady state
condition was achieved, the turbulent breakup becomes dominant in this case. The predicted bubble radius

correspond to the results in a 1-dimentional analysis by Wilhelm?® as plotted in Fig. 5.
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6.2. Steam-water experiments

The void fraction measured in steam-water experiments[3] shown in Fig. 6 are smaller than SIMMER-
IIT results for the same vapor velocity. This is because the vapor velocity was measured at the pool surface
where the void fraction is much greater than the pool averaged void fraction as was discussed in Section 4.
Apparently, 1-dimentional or 2-dimentional calculation is required to take into account the effect of this
spatial void fraction distribution but they are beyond the scope of this study, which is to check the IFA and

MXF modeling without the effect of convection.
6.3. Water-mercury experiment

The calculation for mercury-water experiment by Kutateladze® was performed to check the validity
of liquid-liquid IFA and MXF models in SIMMER-III. The calculated water velocity is plotted in Fig. 7
together with the experiment data. Again, the SIMMER-III result shows relatively good agreement with
the experiment for the volumetric fraction of water less than 30%. For the volumetric fraction of water

larger than 30%, SIMMER-III overestimates the water velocity.
7. Conclusions

In summary the following conclusions can be drawn from the 0-dimentional calculation of pool flow

experiments.

1) SIMMER-III has been successfully used to simulate the gas velocity in air-water bubbly flow and
water velocity in water-mercury system where the volumetric fractions of dispersed phases are less

than 25% and 30%, respectively.

2) In the situation that the spatial distribution of void fraction or the internal circulation in a pool become
important, the scattering of experimental data is large and clear comparison with SIMMER-III results

becomes difficult.

3) Orth's experiment showed that the bubbly-churn transition is dependent on the time duration of the
bubble staying in pool. Though the inclusion of time dependency in flow regime transition is
desirable to analyze the pool boiling behavior in a general manner, the constant criterion of 30% is
judged to be appropriate for reactor application because the pool depth in transition phase is enough

deep to form churn turbulent flow at void fraction around 30% to 40%.

4) SIMMER-III reproduced water velocity in the water-mercury experiments by Kutateladze for the
volumetric fraction of water less than 40%. However, SIMMER-III predicted higher water velocity
in the transition region from mercury-continuous to water-continuous flow. The cause of this

discrepancy is not clarified for the moment.
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8. Recommendations for Model Improvement

The inclusion of time dependency of bubble-chum transition is desirable to enhance the applicability

of this code to the general pool flow situation. More elaborated 1-dimensional or 2-dimentional analysis is

necessary to study the effect of void fraction distribution and internal circulation in pool.
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calculation.
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Problem 2.2: One-dimensional isothermal bubble column
“Isothermal Flow in Bubble Columns (1-D)”

Dirk Wilhelm and Fabien Boulanger (CEA-G)

Outline of the Case

Gas is injected at the bottom of a liquid column.  An isothennal flow is considered. To analyze the
volume averages measured in experiments, a 1-D representation is proposed. This is a first and basic test

of the interfacial areas and friction factors as function of the void fraction.
1. Objectives of the Application

The objective is to test the interfacial areas and friction factors models on a basic case. For this, a
1-D calculation of a bubble column is used. It can give valuable infonnations, even if a 2-D approach is

known to be necessary.
2. Description of the Experiment

There is a wealth of information about bubble columns because of the specific interest of the chemical
industry. The most appropriate data for studying transition phase problems come from chemical batch
reactors because these operate such that the net throughput of the continuous phase is zero. Most references
give the superficial gas velocities as functions of the void fraction or hold-up, all values being averaged over
the entire test reactor.)-2-3-4  While chemical engineers claim the importance of knowing the interfacial
surface areas in bubble columns, the literature is less abundant because of the difficulty to measure the areas,

especially at elevated void fractions.

This report refers to three papers which have published similar results of interfaclal surface areas over

void fractions, averaged over the entire test reactor. 3-%-7)
3. SIMMERC-III Representation
3.1 Geometry, Initial and Boundary conditions

A 1-D mesh was used (15 cells). Gas was injected in the bottom cell. A water pool was defined in
the 11 next cells and a cover gas zone was defined in the last 3 cells. Atmospheric pressure and room

temperature was used.
3.2 Code Modifications

None.
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3.3 Parametric Cases
A wide range of inlet void fraction is considered.
4. Results

The result are being compared in Fig.1 and Fig.2 to the data given by the references above. Fig.1
shows a good agreement between SIMMER-III superficial gas velocities and experiments for low void
fractions, and an increasing discrepancy for high void fractions. Fig.2 shows SIMMER-III interfacial areas
compared to experiments with a good representation of the increase of areas with void fraction up to 30%
void. Above 30%, there are no more experimental data, but SIMMER-III values increase drastically. At
the same time, the calculated superficial velocities increase as well indicating that the potential increase in
coupling between the phases through higher areas must be overcompensated by a very large decrease in
interfacial friction factors. This decrease may be larger than the Ishii-Zuber proposals for the drag
coefficients.) At void fractions larger than 50%, the experimental gas velocities are larger than the value
calculated by SIMMER-III (0.5 m/s). The reason may be found in the detailed analysis of bubble columns
because for this purpose, it is necessary to study the distribution of phases and their velocities. Therefore,
the one-dimensional exercise can give only a very rough picture of the behaviour of a two-phase pool with

elevated void fractions.

In Ref. 8), the slip velocities are about 0.15 m/s for superficial gas velocities below 0.05 m/s, and
around 0.5 m/s for superficial velocities larger than 0.2 m/s with the tendency of reaching an upper limit
around this value. i is therefore the velocity of the continuous phase that contributes the essential part to
the increase of the superficial velocities of Fig.1 for void fractions above 30%. The continuous phase is
predicted to stay calm in the so-called homogeneous twophase flow at low void fractions (lower than 20% ).
However, recirculation has also been seen for homogeneous flow. Not only is this mechanism decisive, but
also it contributes to the way the phases are distributed within the pool.  Fig.3 shows the local axial velocities
of [9] for an air-water bubble column. It shows the recirculating water velocities with upwards directions
in the pool center, and downwards directions close to the wall. The maximum slip velocities are around 0.6
m/s in regions where the void fraction is about 30%, whereas the maximum void is at 40%. The distribution
of the void, and by that the average voidover the entire pool is influenced by the recirculation of the

continuous phase.

Additionally, Fig.1 experimental data show larger deviations from experiment to experiment at high
void fractions. This is not only due to the way the bubbles are generated, but also because this indicates
additional mechanism that depend on the size of the pools. These phenomena are related to the production
of large bubbles in the center of the pool.'” These are bubbles that are likely not to be produced by mere
coalescence, but by agglomeration of many smaller bubbles. The development of bubble agglomerations

is dependent upon the free cross section of the pool. In any case, the effect is that the apparent contact area
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with the continuous phase is reduced, and that the slip velocity is increased beyond the values for clusters of

separated bubbles. The SIMMERC-III values for interfacial areas (Fig. 2) show the opposite behaviour.
5. Conclusions

The models for the steady state of interfacial areas and friction factors looks reasonable for low void
fraction. But for void fraction higher than 30% they are questionable. A 2-D calculation has also been

performed as reported in Problem 2.3.
6. Recommendations for Model Improvement

There is a need to revise the models for the steady state of interfacial areas and friction factors. It can
be suggested to replace interpolation procedures without physical mesaning by standard constitutive

equations of the literature. A more-detailed discussion can be found in Ref. 11).
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Problem 2.3: Two-dimensional isothermal bubble column
“Isothermal Flow In Bubble Columns (2-D)”

Dirk Wilhelm and Fabien Boulanger (CEA-G)

Outline of the case

Gas is injected at the bottom of a liquid column. An isothennal flow is considered. A two-

dimensional calculation is performed in order to test the pool dynamics.
1. Objectives of the application

SIMMER-III Version 1 G is used to repeat a two-dimensional calculation of a bubble colwnn that was
already perfonned with version 1.A as reported in Problem 2.2.  The introduction of a lateral wall facilitates
the development of the backmixing processes of the continuous phase. The objective is to test the pool

dynamics in a basic isothermal flow configuration.
2. Description of the experiment

There is a wealth of information about bubble columns because of the specific interest of the chemical
industry. References can be found in Problem 2.2. A gas flow is injected at the bottom of an initially

stagnant water pool. The final flow is characterized by:
- an ascending gas-water mixture at the column center with low slip between phases
- adescending water flow combined to a slow ascending gas flow at the lateral walls (large slip).
3. Analytical solution
There is no analytical solution.

The state-of-the-art methods for describing the hydrodynamics of bubble columns is characterized by
the use of turbulence models. Considering k-¢ models, a multitude of proposals for modeling the two
parameters in twophase flow are available.) Moreover, results of simpler mixing length calculations have
been presented that seem to match experimental results better.? However, the implementation of such

complex models is still not available in industrial multiphase reactor codes.

A calculation similar to the present one has been perfonned with the MC3D code.® This code like
SIMMER-III does not include turbulence model. However, MC3D is basically three-dimensional so the
boundary conditions of that code are different to those of SIMMER-III. The results calculated show a

recirculation of water in the wrong sense. Above all, this sense may not be stable. Similar results have
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been obtained with the off-the-shelf version of the AFDM code. This outlines the difficulties for a code to

compute such a flow.
4. Understanding of phenomena

The proper calculation of the redistribution of phases in bubble columns will have a profound effect
on the values averaged over the whole pool. It is necessary for a code to perform well on such a case to be

able to compute a reactor transition phase.
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary conditions

A 2-D mesh was used, as illustrated in Fig. 1.  The initial water column extends up to 0.45 m. A flow
of air was specified to be constant at the lower boundary, representing the air mass flow through a sieve plate.
Atmospheric pressure and room temperature was used. The wall volume fraction in the boundaty cells was

10%, the surface area was 30 m¥/m?.
6. Results

The first 10 seconds are characterized by some internal void oscillations within the pool, but a rather
stable pool surface. After, the velocity distribution shows downward gas velocities in the pool center and
at the wall, and upward velocities in the annulus around the center (Fig. 2). Fig. 3 shows the water velocities.
This flow is not correct, as the gas and the water are known to rise in the center of the pool and flow down

in the outer region. Here, the recirculation is in the wrong sense.

Fig. 4 shows the axial void distribution at a radius of 0.063 mat different times. It is apparent that

the void distribution does not reflect the physics of the bubble column, as can be seen in Fig. 5.
7. Conclusions

The results show that there is a need to qualitatively improve the pool modeling before embarking on
the much more difficult task to quantitatively predict the void and the velocities. Similar results obtained

with MC3D and AFDM code show that the task is not an easy one.
8. Recommendations for Model Improvement

From the state-of-the-art, one must consider the introduction of a turbulence model into SIMMER-III.
The implementation of such methods into SIMMER-III is limited to be done in an explicit way, the stability
of which is questionable. Since these problems are known since 1989, it may be time to start a research

program.
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Problem 2.4: Pressure drop in fully developed flow
“Pressure Drop and Entrained Fraction in a Fully Developed Flow”

Simone Vandroux-Koenig and Fabien Boulanger (CEA-G)

Outline of the case

On the LOTUS rig, a two phase air-water flow is established in a long vertical tube. The liquid
flowrate is constant, a large range of gas flowrates is available. The two-phase pressure drop is measured.
In case of annular flow, the liquid film flowrate in the tube is also measured. Those experiments allows to

test the SIMMERC-III (S-1II) description of flow regime transitions and the MXF.
1. Objectives of the application

The LOTUS experiment provides a good test for the different channel flow regimes and for the

momentum exchange coefficients used in S-III.
2. Description of the Experiment

It has been performed on the LOTUS rig at Harwell.D)-2-3  Air and water are introduced from the
bottom of a straight 23 m long and 31.8 mm internal diameter vertical copper pipe. The liquid is injected
through a porous wall section. The outlet pressure is maintained at 239 kPa, and the liquid mass flux is
constant: 297.1 kg m? s, The air flow-rate is varied in a wide range, from slug flow to annular dispersed
flow. For the injection, only fluid mass fluxes are measured. Inlet pressure, volume fractions and

velocities are not reported.

The two-phase pressure drop and the entrainment fraction are measured at the end of the pipe (18 m
from the injection, i.e. 570 tube diameters so the flow is fully developed). The liquid film flowrate is
measured by extracting the film through a porous wall section. The experimental data for pressure gradient
and for the superficial mass flux in the liquid film myr (i.e. the mass rate of flow divided by the cross sectional

area of the channel) are given in Table 1.
3. Analytical solution

Fully developed two phase flow is a basic test for every multiphase code. However due to the

complexity and number of the flow encountered, no global analytical solution is possible.
4. Understanding of phenomena

The film flowrate is represented as a function of air mass flux in Fig. 1 for different inlet liquid mass

flows. It shows that with increasing gas flowrate, there is initially a very rapid reduction in film flowrate,
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particularly at high total liquid flowrates. It then seems to reach an asymptotic value of about 12 kg m? s’

This value corresponds to a film thickness under which no entrainment can occur.

The two-phase pressure drop is represented as a function of air mass flux in Fig. 2. The pressure
gradient curve demonstrates local maxima and minima at different gas flowrates. The existence of local
minima and maxima in the curve is well known in the lower gas flowrate region. It is associated with the

existence of a variety of flow regimes, including slug flow, chum flow and chum annular flow.

For high gas flowrates however, here about 100 kg m? s!, in the annular flow region, this particular
trend was observed for the first time by Owen.!-?-3  Basically, two competing processes, which occur as

the gas flow increases in annular flow, can be recognized:
- atendency to increase the interfacial shear stress as the gas flow increases,

- as the gas flow increases, the amount of liquid in the film and the thickness of the film decreases rapidly,
and this causes a reduction in wave activity on the interface, and a consequent reduction in interfacial

friction factor.

The region in which the pressure gradient is decreasing with increasing gas fiowrate is one in which
the second of these two processes becomes dominant. At last, when most of the film has been entrained
away and a «micro filmy is left, the first process becomes dominant, and the pressure drop increases again.

Standard empirical pressure drop correlations fail to reproduce this trend.
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary conditions

A 1-D axisymmetrical mesh was used. The tube is represented from the bottom injection to the top
measurement devices (19.4 m). It includes a right canwall to be able to calculate frictional pressure drop.

Its external diameter is set to 36 mm.

The outlet pressure and the entry temperature of the fluids (293 K) are imposed. The inlet boundary

conditions (pressure, volume fractions and velocities) have to be calculated in an iterative way?®:

an inlet pressure is guessed

volume fractions and velocities are estimated using standard correlations (no slip)

resulting Sill inlet mass fluxes are compared to the data, and pressure adjusted accordingly

The steel structure minimum temperature had to be lowered to 293 K (PTS(2) in &XEOS).

5.2 Code modifications
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A serious bug in the interfacial area modeling (between liquid and vapor) was fixed. The impact was

checked on run 23 and 35 (§6) but was found to be of second order.
5.3 Parametric cases

Various inlet gas flowrate have been considered.
6. Results

Some experiments are chosen among the experimental runs listed in Table 1. A comparison of the
calculated and experimental film flowrate can be found in Fig. 3. It is highly overestimated. A
comparison of the experimental and calculated total pressure gradient can be found in Fig. 4. The results
are rather good compared to those obtained by other codes.) ¥ However, the: local minimum and

maximum in the annular flow regime are not reproduced.

The expansion is adiabatic. This causes a very sharp decrease of the gas temperature along the tube.
The higher the gas flux is, the more significant this decrease is (even below 273 K). It can even cause the
program failure. Unfortunately, no experimental data on temperatures were available. For this reason,
two new computations were tested: first an isothermal flow (constant gas temperature), second a calculation
with heat transfer model activated. The conclusion is the change in pressure drop is low (about 7%) and

the general behavior unchanged. So. the study is restrained to the adiabatic case.

For-annular flow configurations (run 30 to 42), the code behaves in a satisfactory way. The run 35
is detailed as a representative one. As soon as the chum/annular transition is reached (run 23), severe
oscillations and unphysical results make it difficult to carry on the calculation. The results of this run are

also presented.
6.1 Annular flow: run 35

A steady state is reached in about 2 seconds, after the water reached the outlet and some oscillations.

Results are discussed at time 3 s.

Figure 5 represents the temperature in the tube. It drops very regularly along the tube. Figure 6
represents the radial cut of the pressure along the tube. The pressure drop is constant. Figure 7 .shows the
water velocity. It remains very close.from the gas velocity. The reason for this is that, in the code, the
liquid droplets and the liquid film are affected the same velocity. The droplets are entrained in the gas flux,
with velocities close to the gas velocity, and thus the liquid film has a non-realistic velocity. It would be
necessary, either to reconsider this choice of affected velocities, or to modify consequently the momentum
exchange function between droplets and vapor. This confirms the conclusions of Suh's study.” The

velocity increase along the tube is due to a corresponding decrease of water volume fraction.

A parametric study was performed on this run:
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- entry conditions

A calculation was performed considering a slip between air and water at the inlet boundary condition,
using the Wallis correlation. This corresponds to a inlet superficial liquid velocity of 3.95 m/s and an air
one of 25.41 m/s. The water velocities very quickly reach the air velocity, due to the wrong evaluation of
the momentum exchange function between droplets and gas. The pressure and temperature are similar to
the no slip initial calculation. This justifies that, as long as the momentum exchange function is not
improved, it is not really necessary to have more precise entry conditions. The no slip results are therefore

representative of the code comportment.

- heat and mass transfer

The observed sharp decrease of gas temperature seemed too significant. Lacking experimental data,
the influence of temperatures on pressure drop needs to be checked. A first calculation supposed the gas
temperature to be constant, equal to 293 K. The pressure and water velocity results are similar to the
standard ones, being a little higher though. For instance, the pressure drop is increased of 7%.

A second calculation is made using the HMT (options NOMF, NOVC off) and a thicker pipe wall.
The results are very similar to the previous ones, apart from the initial transient which is not good. These
calculations show that the HMT model for the gas expansion increases the pressure drop of about 7%. The

general behaviour in the tube is not affected.
6.2 Churn/annular flow transition: run 23

During the calculation of run 23, there are changes of flow regime in the pipe. This leads to a very
strange behaviour of the calculation, and to significant oscillations. This can cause the calculation failure.
For instance, Fig. 8 shows the pressure as a function of time, at different locations. No steady state seems
to be reached, and the oscillations seem to go on. Figure 9 represents the water velocity along the tube, at
different times. It clearly shows non physical behavior, with very sharp and sudden velocity changes along

the tube. The water volume fraction follows the same trend.
Two things were tried to improve the results:

- try and force the flow regime to remain annular (imposing IRGMK=3 in subroutine IFARG). But this

made the calculation fail even earlier.

- activate the HMT. Apart from a strange initial transient as with run 35 (§6.1), after about 8 seconds
of calculation, the oscillations become much smaller and very regular. The pressure drop is also
oscillating. It is therefore not possible to obtain a precise value of the pressure drop. Again, the
comportment of the water velocity and volume fraction along the tube seems neither very realistic nor

very physical.

Calculations with smaller gas flowrates, Table 1, give similar results as run 23 (failure due to severe

instabilities).
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6.3 Discussion

In the annular flow region, the calculated film flowrate (Fig. 3) is in bad agreement with the
experimental values. Droplet entrainment is highly underevaluated in the calculation (Sill uses the Ishii-
Mishima correlation). The decrease of the flowrate with inereasing air mass flux is not reproduced. In
fact, the wave activity in the film is not modeled in S-III, turbulence in the boundary layer is not taken into

account. This can partly explain the bad results obtained.

As the wave activity is not taken into account, the reduction in interfacial friction factor corresponding
to the reduction of wave activity on the interface, due to the decrease of the film thickness can not be

represented.
Clearly, the current MXF for the annular flow should be improved:

*  Momentum coupling of the liquid and the vapor. In S-III, the vapor field is too strongly connected
with liquid field, because the liquid droplets and film have the same velocity field. In the real
situation, the droplet moves faster than the liquid film because of its strong coupling with the vapor.
To solve this problem, the momentum transfer by the entrainment and deposition of droplets should
be modeled.

* The MXF between the liquid film and the gas core is too small in pure annular flows. In S-III, the
surface of the liquid film is supposed to be smooth, there is no modeling of a wave formation on the
film. This leads to an under estimation of the interfacial area, and thus of the MXF. The wave

formation should therefore be modeled.

* The MXF between the liquid film and the structure is also underetimated, because the turbulent
enhancement in the liquid film by the vapor flow is not modeled. The parametric study by Dr. Suh
[5] came to the same conclusion. Additionally, it provides an order of magnitude of the MXF

correction factors necessary to reproduce an annular flow.
7. Conclusions

A proper calculation is only possible in the annular flow region. As soon as the churn/annular
transition is reached, very significant oscillations make it difficult to carry on the calculation. This is very
restrictive. The transition between the different flow regimes should be studied in order to suppress these

instabilities.

In annular flow, the pressure drop results are rather good. But the calculated exchanges between gas
and liquid film are wrong, droplet entrainment is highly underevaluated. The results are explained by

inaccuracies in the MXF.
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Further work on the MXF models should be done in order to improve the results. Moreover, the

transition made between the different flow regimes should be improved.

8. Recommendations for Model Improvement

The approach used in other codes have been looked at. For instance, the CATHARE code can

provide guidelines to improve S-1II's MXF. It is detailed in Ref. 4).
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Table 1. Ecxperimental data in LOTUS

myr = 297.1kg-m2s71

Hass flow
Alr nass Eatimated Pressure| Estieated |rate in fila | Estlpated
Runifluz eg unctrt.flnt.r Observed gradient|Uncertainty| divided dy |uncertalnty
Ho.| xg/m’s in gg flow regime |(dp/d2) [in (dp/dz) |channel cross| 1n & p
2 8 * Pa/a : B section & 3
kg/e's
1 2.96 50.0 Bubble 9489.0 0.3 - -
2 5.0 25.0 Bubble 9489.0 0.3 - -
3 8.64 25.0 Bubble 88s51.0 0.6 - -
[} 6.56 12.5 Slug 3388.0 2.3 - -
5 7.53 10.0 Slug 3217.0 3.9 - -
6 8.50 8.3 Slug 2876.0 8.5 - -
7 8.63 8.4 Slug 27%4.0 8.9 - -
8 8.80 8.4 Slug 2632.0 9.3 - -
9 8.95 8.8 Slug/churn 2656.0 9.3 - -
10 9.09 8.3 Slug/churn 2559.0 9.6 - -
1 9.23 8.8 Slug/ehurn 2386.0 9.9 - -
12 9.482 8.1 Slug/chwrn 2886.0 9.9 - N
13| 18,28 3.0 Slug/churn 2510.0 9.8 - -
18 | 18,58 3.0 Churn 2632.0 9.3 = =
15 | 15.17 2.8 Chura 2632.0 9.3 - -
16 | 15.56 2.7 Chwrn 2608.0 9.8 - -
17 16.18 2.6 Churey 2608.0 9.8 - -
18 | 16.95 2.9 Chwrn 2758.0 8.9 - -
19 17.00 2.6 Chwrn 2705.0 9.1 - -
20 17.29 2.6 Churn 27548.0 7.2 - =
21 16.91 2.0 Chvrn 2778.06 7.1 - -
22 | 10.89 1.8 [Churn/annular| 2730.0 .6 - -
23 | 20.89 1.7 Chera/eanular] 2656.0 8,7 - -
28 21.35 1.7 Chwrn/annular| 2681.0 8.7 - =
29 | 23.39 1.6 Chwrn/ennular| 2601.0 8.7 - =
26 | 28.90 1.5 Churp/ennuler) 2681.0 a,7 - =
27 | 28.80 1.6 Chern/ennuler| 2681.0 8.7 N b
20 | 25.48 1.9 Chuera/enauler) 2799.0 8.5 - -
29 | 27.65 2.0 Chern/annuler| 2003.0 8.9 = =
30 | 29.59 1.9 Chwrn/enaular] 2076.0 b.8 - -
31 | 339 1.8 Chwre/ennuler| 2900.0 2.7 - -
2 | 38.20¢ 1.3 Churn/anrualar]| 3022.0 2.6 - -
,3 %0.72 1.5 Annul &P 3“..0 1.9 - g
39 | 80.80 2.0 Anaul gr 8363.0 1.2 1235 5.0
55 | 06.59 1.9 Aanul ge 8885.0 1.2 110 8.5
3] 9.n 1.7 Annul o 4582.0 1.2 83 6.0
37 [162.83 1.3 Anaul e 2631.0 1.1 70 6.0
’ 11311 1.3 Aamul g 2635.0 1.1 %0 6.0
» [129.78 1.2 Annul or 4709.0 1.1 3 6.0
80 (188,17 1.2 Anmul & &972.0 1.0 26 8.0
at |157.66 1.2 Asmal &P $362.0 1.0 23 2.5
4 |161.69 1.3 Anpu) o9 8463.0 0.9 2 2.0
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Fig. 1. Film flowrate plotted as a function of air mass flux.
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Fig. 2. Variation of total pressure gradient with air mass flux.
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Fig. 3. Film flowrate: comparison between experiment and calculation.
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Fig. 4. Total pressure gradient: comparison between experiment and calculation.
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Run 35: gas temperature as a function of time.
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Fig. 6. Run 35: radial cross section of the pressure t=3 s.
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Fig. 7. Run 35: radial cross section of water velocity at t =3 s.
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Problem 2.5: Momentum exchange in pipe flow
“Momentum Exchange in Pipe Flow”

Yoshihara TOBITA (PNC)

Outline of the Case

The pressure drop in two-phase flow in a single straight pipe is compared with the experimental data
taken from Ref. 1). The flow regime covers bubbly, slug, and pure annular flow. The original SIMMER-
IIT model turned out to underestimate the pressure drop in bubbly flow and overestimate it in annular flow.
This is because SIMMER-III does not take into account the effect of turbulence enhancement in a liquid film

due to the vapor flow which has a higher velocity than liquid.
1. Objectives of the Application

The objective of this study is to check the applicability of the formulation of fluid-structure momentum
exchange function in SIMMER-III and propose a model improvement if necessary. The flow regime

examined is bubble, slug, and annular flow.
2. Description of the Experimenf

The experimental data are taken from Inoue's experiment of upward cocurrent air-water two-phase
flow in a vertical pipe. In this experiment, the pressure dtop in a vertical pipe of 2 m long and entrance
section of 50 cm long was measured. The inner diameter of the pipe ranged from 5 mm to 29.5 mm and.the
flow regime ranged from bubbly flow to annular flow. The air was supplied through porous metal block at
the bottom of the test section and the diameter of the bubbles were well controlled in the range of 3 to 4 mm.
The range of liquid flow rate was 0 — 0.5 liter/s and the vapor flow rate 0 — 0.8 liter/s.  The measured pressure
drops are plotted in Figs. 1 — 6, in which the vertical axis is two-phase pressure loss multiplier and the

horizontal axis is gas quality. The numerical values in brackets is the superficial velocities of water.
3. Analytical Solution

Analytical solution is not available. However, the Lockhart-Martinelli (L-M) correlation is used to

predict the two-phase pressure drop in many two-phase flow codes.
4. Understanding of Phenomena

The general trend of the two-phase pressure drop is represented by the L-M correlation. However,
experimental data showed a large discrepancy from this correlation depending on the flow situation. One
cause of this discrepancy is the effect of turbulent enhancement in liquid phase by the presence of the gas

phase. Because the L-M correlation is based on the separated flow model, it does not take into account the
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effect of gas-liquid interaction. In order to adopt this mechanism into the pressure drop prediction, some
models and semi-empirical correlation were proposed in the literature. After comparative assessment of
these correlations, the model proposed by Ueda® is employed in SIMMER-III modeling. A brief

description of this model is given in Appendix to this summary report.
5. SIMMERC-III Representation
5.1. Geometry, Initial and Boundary Conditions for a Reference Case

A 0-dimensional system, i.e. one mesh cell, was used just to provide a set of experimental condition
to SIMMER-III subroutines which calculate interfacial area (IFA) and momenmm exchange functions

(MXEF).
5.2. Code Modifications

The objective of this study is to investigate the pressure drop characteristics of SIMMER-III modeling
in two-phase flow in a pipe from the bubbly flow regime to the annular flow regime. The pressure drop in
these flow situation is dominated mainly by the liquid-structure momentum exchange. On the other hand,
previous experience in annular flow analysis (see Problem 2.6 "Developing Annular Flow") showed that the
SIMMER-III prediction of the liquid film-vapor momentum coupling is not satisfactory. These factors let

this study concentrate on the liquid-structure momentum exchange process.

An ad-hoc modification was made to neglect the convection term in momentum equation as was done
in Problem 2.1 "Zero-th dimensional pool flow". Inoue reported the pressure drop for liquid superficial
velocity and gas quality. The average void fraction is calculated using the well-known CISE correlation.?)
The gas velocity is then obtained from void fraction and gas quality and the SIMMER-III model calculate
the momentum exchange function using these quantities. Assuming that the momentum transferred from
gas phase to liquid phase is much smaller than that from the structure in a two-phase flow in a pipe, the liquid

velocity is calculated by the following equation:
Kisvi + a,Vp —pg = 0 (1)
Because the momentum exchange function Kjq, is a linear function of v;, Eq. (1) becomes a quadratic

equation to be solved for v;. This procedure is iterated by controlling the pressure loss until the calculated

liquid velocity becomes equal to the experimental condition.
5.3. Parametric Cases

After having performed some preliminary calculations, we found that the present SIMMER-III model
cannot reproduce the pressure loss characteristics in two-phase flow. It is unable to simulate the pressure
loss increase in the low gas quality region, but also underestimates the pressure drop prediction by L-M

correlation in high gas quality region. Part of this discrepancy can be attributed to the lack of the modeling
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of turbulence enhancement in the liquid phase due to the relative motion of gas phase. In order to adopt
this mechanism into the pressure drop prediction the model proposed by Ueda? is employed in SIMMER-III
modeling after a comparative assessment of available models. The effect of this model is depicted by

comparing with the results by original SIMMER-III model.
6. Results

The calculated two-phase pressure multipliers by the original SIMMER-III model are plotted against
the gas quality for the pipe diameter of 28.8 mm and 5 mm in Figs. 1 and 2, respectively. In these figures,
the dots represent the experimental data and the numerical values in brackets is the superficial velocity of
water. The prediction by L-M correlation is also plotted in these figures. The results by SIMMER-III
model with Ueda's model are plotted in Figs. 3 — 6 for the pipe diameter of 28.8 mm, 19 mm, 9 mm and 5

mm.

As was discussed in section 2, the general trend of two-phase pressure drop can be represented by L-
M correlation. However, neither L-M correlation nor the original SIMMER-III model can reproduce the
pressure loss increase in low gas quality and low liquid velocity condition. In addition, the original
SIMMER-III model also underestimates the pressure drop in high gas quality region compared with L-M
correlation. This discrepancy is thought to stem from the lack of the turbulence enhancement effect in liquid
phase by the relative motion of gas. This result required the improvement of liquid-structure momentum

exchange function and Ueda's model was implemented to SIMMER-III.

The predicted pressure loss by SIMMER-III with Ueda's model reproduces the general pressure loss
behavior very well from the bubbly flow regime to annular flow regime. The pressure loss in the low gas

quality and low liquid velocity region is also traced by SIMMERIII well.
7. Conclusions

If appropriate correlations for the turbulence enhancement in liquid phase are used, SIMMER-III can
successfully simulate pressure loss characteristics in a pipe with different radius from 5 mm to 28.8 mm and

in a wide range of flow regimes from bubbly flow to annular flow.
8. Recommendations for Model Improvement

Based on the results of this study, model improvements on the liquid-structure momentum exchange

function are proposed and have already been implemented in Version 2.A.
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Appendix to Problem 2.5: Brief description of Ueda's model

The relationship between the pressure drop and the shear stress at the wall is given by

AP _ 2
AL T
since

mr?AP = 2nrt AL
The pressure balance in the vapor core in annular flow yields

AP 2

AL = Ped +;iri ()

If we define 7, as the share force at wall surface, the following equations hold:

Ty (AP)
o =5\ar)

AP L ) +(AP)

and
AP (ri>2 | (ri>2 N 2 )
2L~ \r,) P9 ) |9t (2)

Let 7 the shear stress at arbitrary location, the force balance in the liquid film,

j—i = (ﬁ)2 Pgg t [1 - (E)Z] g+ %T

T T
results in
r T ™2 (T2 Apga (14>
T=ET0+§(P5—Pg)9[(;) —(a)]=fo+<ﬂ}’+ >\ 2ntr 3)

The definition of the shear stress is expressed as

du
T= plvla (4)

wherev, v, is the kinematic viscosity in the laminar layer. The integration of Eq. (4) from the wall surface

(y =0, r = rp) to the boundary of laminar layer (r5 < r < ry) gives the velocity at the laminar boundary.

1‘0—5

A 1
AP I + 196 + —62)] (5)
T 2

1
= — s+ 267 -
Ho = o 1700 T2 2

<r02 log

where
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_A TO
¢ =dpga—2

Here we start from the single phase flow. The wall share stress is given by

1
To = ECDplumZ (6)

where u,, is the average velocity of liquids. In the single phase flow, the void fraction is zero (& = 0)

and Eq. (5) becomes

Neglecting the second term and substituting Eq. (6), we get

5Cpuy,?
Us =————

()

ZVI

In the developed turbulent flow in single component flow, the thickness of the laminar boundary layer is

given by the following non-dimensional length,

pv

The non-dimensional velocity at this thickness is defined as

To
+ _
Us —ua/ —
D
then us*t =67
utst = @ = K2
v

The generalized flow distribution gives K = 5 , the assumption of two regimes gives K = 12. The flow
situation in two-phase flow will be different from that in single phase flow, the value of K should be between

5and 12. Therefore, K =7 is assumed here. Then, this equation becomes as follows:

Vi
6 =50—
~ (8)

Substituting Eq. (8) into Eq. (7), the velocity at the laminar boundary layer is given as the function of the

mean velocity u,,,

us = +/25CHuy, )
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In two-phase flow, the flow condition is different from single phase flow, and the equation does not hold
with its original form. However, the introduction of additional correction term is assumed to give the

appropriate effective mean velocity for two-phase flow.

In an upward annular flow, the gas velocity is greater than the liquid velocity and this veiocity
difference will enhance the turbulence in the liquid film and hence increases ug. This effect is expressed

by the following term,
Auyy = CiReC2ug (10)
where ug is the slip velocity, Rey = us2y;/vy, and y; is the liquid film thickness.
The velocity increase in the turbulence layer in two-phase flow should be greater than that of single
phase flow. This mechanism lowers the effective mean velocity. Assuming that the eddy diffusivity is

proportional to the distance from the wall and the characteristic velocity u,;, which corresponds to the

intensity of the turbulence, this effect is expressed by

Aupy = C3FTpqUeq (11)
where
gay;
F')"ed = u—sz
Ueqg = jg +Ji

Eventually, the effective mean velocity is given as follow,
Uy, = U + Auyy — Auy, (12)
The experimental data gave the relation between u;,u. and ugu, as
1.10

Us =Wum (13)

In the case of bubbly flow, the relative motion of bubbles promote the turbulence in liquid and then

increases ug. This effect is expressed by the following correction term.

Auyy = CoFr,Su e (14)
where
aly;
Fry = g Zyl
u’S
Ueq =jg +Ji

At the limit of a — 0, the velocity at the laminar boundary layer should reduce to Eq. (9). Therefore,
the following equation is used for bubbly flow,
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ugs = +/25Cpuy, (15)
Substituting eq. (8) into eq. (5) and rearranging, we get

2
pius” _ 50y,
[ 50  Zug 919“]

fre = (1 ~ 50vl)
Djus

The ratio of 77p to 7o gives the pressure drop multiplication factor R in two-phase flow.

(16)

SIMMER-III explicitly represents the bubbly and annular flow regimes, whilst the intermediate regime
(slug flow regime) is modeled by a transition flow where a mesh cell is treated as a combination of a bubbly
and annular regions. The ratio of the bubble flow region which occupies the structure surface is modeled
as the ratio of the interface area of the liquid slug Fg,,4 contacting to the structure surface. The multipliers
in the bubbly flow region and annular flow region are then averaged logarithmically to obtain the overall

multiplier as follows.

_ Fg 1-Fg
R = Rbubbly g ugRannular sug (17)

Finally, the coefficients in Egs. (10), (11) and (15) have been determined through a trial-and-error

procedure to obtain best agreement with the experimental data as:

C, =025
Cy = —12.0
(18)
C, =23
Cs = 0.3
C6 =1.8
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Problem 2.6: Developing annular flow
“Developing Annular Flow”

Yoshiharu TOBITA (PNC)

Outline of the Case

The cases analyzed here are the steady-state experiments performed in LOTUS test facility by
Hewitt.) The experiments concern the pressure drop and average flow rate of air and water in a two-phase

system in fully developed pure annular flow and developing annular-dispersed flow.
1. Objectives of the Application

This application is aiming at testing the pressure drop characteristics and the momentum coupling
between air and water in annular flow regime both in fully-developed pure annular flow and developing
annular-dispersed flow. The former application was intended to check the validity of the momentum
coupling between core air flow and liquid film, and the momentum coupling between liquid film and structure.
The latter application was performed to check the modeling of droplet entrainment and momentum exchange

between vapor and liquid which consists of entrained droplets and liquid film on the structure surface.
2. Description of the Problem
2-1) Fully developed annular flow

Experimental data to simulate were obtained from points in Fig. 1 (Fig. 11.17b of the well-known
Wallis' text book?). Unfortunately, detailed descriptions of the experiments were not given in the book, so
we were forced to read values of data points from the graph. Detailed information on the experiments can

be found in Ref. 1).

From the points in the Fig. 1, we read numerical values of dimensionless gas and liquid volumetric
flux rates J; and Jf, dimensionless pressure drop AP* and inner diameter of tube for each point in the

figure. Here the parameters are non-dimensionalized as follows.

J5 =Jgpg"?[aD (s — pg)|"” 0

J; = I [gD(ps — pg)]? 2)
dP

aP* = (= pg9)/9(os — py) )
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Once we have J; and Jf, we can calculate the void fraction @ for the corresponding system using

the following correlation.

i
1-285(1—a) 2.85(1—a)

=0.775 4)

This correlation, presented in Ref. 1), is valid for co-current upward annular flows only. Among the data
points in the Fig. 1, we take only those data with J; and AP* less than 1 and 0.2, respectively, because

these points represent annular flows where entrainment fraction is almost zero.
2-2) Developing annular flow

The experiment is that of DOE/EPRI #3 “Developing Annular Flow”. The flow tube was made from
sections of 31.75 mm bore commercial acrylic resin (Perspex/Plexiglass) pipe which had been straightened
and annealed. This flow tube was mounted in clamps and was made vertical and straight to within about
1.5 mm over the tube length (which could be of the order of 7 ~ 8 m including inlet and outlet sections). A
vertical calming length of over 2 m was introduced between the air inlet pipe and the water injector to allow
the setting up of a relatively swirl-free air stream at the point of injection, with a velocity profile near to that

for equilibrium smooth pipe turbulent flow.

A porous wall injector was employed in the experiments. The dimension and configuration of this
device is illustrated in Fig. 2. The injector was constructed from acrylic resin and a porous bronze sinter
tube. Liquid is introduced evenly around the circumference and its rate is not influenced appreciably by the
flow pressure fluctuations. The flow rates were fixed to 0.126 kg/s of water and 0.063 kg/s of air. The
mean pressure in the channel was around 170 kPa and the fluids were at temperatures close to ambient which

had a mean value of 19 °C over the course of the experiments with a standard deviation of 1.8 °C.

The air input flows were measured using a standard orifice and the water input flows using calibrated
rotarneters. The estimated accuracy for the air flow measurement is better than 1% and that for the water

flow measurement better than 2%.

The pressure gradient was measured using an inverted water manometer and the estimated accuracy
is of the order of 5%. Liquid film thickness was measured using flush conductance probes. The precision
of the measurement is probably around 5% while the accuracy might be expected to be 3 — 5% lower than
the actual value. Local liquid mass flux, impact pressure velocity are measured using a sampling probe.
The accuracy of the liquid flow measured is of the order of 2%. The accuracy of the impact pressure

measurement was estimated to be around 0.02%.

The entrained liquid fraction was obtained by integrating the liquid mass flux profile over a central
cylinder of 26.67 mm in diameter. The standard deviation of the integral fraction entrained was estimated
to be of the order of 3%. For each given distance from the injector, up to 10 separate traverses were made,

carried out at various angles. Averaged parameters from these traverses, and average values of film
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thickness and pressure gradient at the same distance were taken and the data are given in Table 1. To
illustrate the development of respective profiles, the results from three typical traverses were presented in

Table 2, giving data for impact pressure, water mass flux and local velocity.
3. Analytical Solution

No analytical solutions are available.
4. Understanding of Phenomena

Many experimental and theoretical studies were done in the past and basic mechanisms involved in
these phenomena are understood. However, the pressure drop correlations proposed so far employ integral
formulations which give the overall two-phase pressur drop for given flow rates. The microscopic phenomena
such as the momentum coupling between vapor core and liquid film, momentum exchange between liquid
film and wall are not fully understood for all the flow regimes. Therefore, the reproduction of the complex
pressure drop observed in fully developed two-phase flow with single modeling framework still remains as

a big challenge for the modelers.®

The rate of droplet entrainment from the liquid film in annular flow is well understood experimentally
and theoretically. The pressure drop characteristics in dispersed annular flow are well reproduced by three
velocity model which treats the velocity of droplets and liquid film independently. However, this treatment
is not possible in SIMMER-III, which assigns same velocity to droplet and liquid of the same material
component and hence the development of a remedy to accommodate this problem will require further

investigation.

5. SIMMERC-III Representation

5.1 Geometry, Initial and Boundary Conditions for a Reference Case
5.1.1 Fully developed annular flow

The simulation can be performed by either one of two ways. The first one is to calculate pressure
drop by giving volumetric flux rates for each phase as inputs. The second one is to calculate volumetric
flux rates by imposing the given pressure drop as input boundary conditions. Since we could not give
velocity boundary condition as input with SIMMERC-III version used in this study, we adopted the second
way of calculation. The system is one-dimensional in the sense that we neglect all radial distributions of
the parameters. The pressure at the bottom and top boundaries are kept constant in such a way that a
constant pressure gradient of experimental value was imposed on the system. If the calculation reaches a
steady-state solution with this boundary condition, then we compared the void fraction and the flow velocity
for each phase with the experimental values. The experimental conditions we have chosen correspond to
system where SIMMER-III predicts the entrainment rate to be zero. So the momentum exchange between

droplet and gas does not exist, and the only friction mechanism for gas flow is its momentum exchange with
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liquid film. Thus by comparing the calculated gas velocity with that of experimental value, we can evaluate

the appropriateness of momentum exchange coefficient between liquid film and air.
5.1.2 Developing annular flow

The system to simulate is a pipe of 6 meter long with its diameter of 31.75 mm. The real system has
a two-dimensional velocity distribution and the input flow rates of water and air are kept constant at the same
time during the experiment. For the numerical calculation, we assume one-dimensional system and neglect
radial velocity distribution. Also constant pressure gradient is imposed as boundary condition. This one-
dimensional system with its pressure boundary condition only seems to be too simplified compared to that

of real experiments. But doing this way we expect to be able to check the modeling qualitatively.
5.2 Code Modifications
None.
5.3 Parametric Cases
5.3.1 Fully developed annular flow

After having performed some preliminary calculations, we found that the present SIMMER-III model
is far from satisfaction underestimating the liquid-vapor momentum coupling. The calculation did not even
reach a steady-state showing oscillatory behavior. On the other hand, when we multiply the liquid-vapor
momentum exchange function by some factor, it was possible to get reasonable steady state condition. This
experience led us to the conclusion that the only way of doing this simulation is to find a correlation of
multiplication factor to the momentum exchange function. Thus we have tried to find some multiplication
factors by trial and error which make the calculation reach reasonable steady-state solution. ~ After gathering
data of these multiplication factors for different annular flow conditions, we tried to formulate an empirical

correlation of multiplication factor.
6. Results
6.1 Fully developed annular flow

Table 3-A shows numerical values of experimental data used in deriving a functional relationship of
multiplication factor. These three data points represent most effectively the available range of experiments

in Fig. 1.

Table 3-B shows the simulation results corresponding to the experiments. Here the factor means that

we should multiply liquid-vapor momentum coupling by that factor to arrive to any reasonable solution.

As is clear from the data of Table 3-B, we obtain quite correct values of gas velocity v, and void

fraction « if liquid-vapor momentum exchange coefficient could have correct values. The errors against
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the experimental values are less than 1% for velocity v, and around 2% for void fraction a. Since the void
fraction calculated by the correlation in Eq. (4) already has around 3% of error, we can accept the calculated

values as reasonable.

Meanwhile the calculated liquid velocity vy cannot be compared directly with the experimental data.
This is because even if the correct momentum quantities are transfered to the liquid film from air flow through
the air-water interface, there is another friction mechanism for the liquid film acting between the structure
and liquid. The model of SIMMER-III for this structure-liquid interaction is based on Reynolds number
and contact area, but the apparent inability of the code to reproduce reasonable liquid film velocity implies
that this model should be reevaluated. ~Since our present interests are the interaction between liquid and gas

flow, we will not pay much attention to the liquid film flow rate.

Now with the above information, we can try to formulate the functional relations of multiplication
factor. From Table 3-A we can see that the difference of dimensionless volumetric flow rates between
phases J; —J; shows most regular functional relationship with the multiplication factor. ~Choosing this as

one parameter seems physically reasonable.

The other one parameter we choose is J;. In fact we have other candidates of parameters like a or
pressure drop gradient, but some trial and errors show that Jj is the best choice. Using parameters Jg — J¢

and Jg, we derive the following correlation based on the data of Table 3-B.

* * B *
Fac =AUy —J5) 15¢ (5)
where A= 10.136, B=-0.7594, and C =-1.2278.

The validity of the empirical correlation (5) has been tested by applying this correlation to other
experimental data points. We have checked with 4 different data points. It must be stressed that these 7
experimental data (3 have been used to derive the correlation (5) and 4 have been used to test it) are uniformly
distributed in the area (which contains available data for our purpose) and covers all the typical data in that

arca.

The results of this checking is shown in Table 4. For example take an example of test #2. We have
experimental values of J; and Jf, thus we calculate from the correlation (5) that the multiplication factor
should be 28.8. So we multiply the liquid-vapor momentum exchange function by 28.8 and run the code.
This calculation gives us a gas velocity of 10.3 and void fraction of 0.864 which compares well with the

corresponding experimental values. All the 4 test results show that the errors are within 10%.
6.2 Developing annular flow

As we can expect from the results in the previous fully developed annular flow analysis, we need the
liquid-vapor momentum exchange function multiplied by some factor which will make the solution

reasonable. Also in the case of fully developed annular flow, the equilibrium entrainment volume fraction
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is around 0.5. These facts enable us to assume the momentum exchange between droplet and gas will be
more dominant than the liquid film-gas interaction. For these reasons we will neglect effects of liquid film-
gas interaction and concentrate only on the droplet-gas interaction. This means that we put to zero the gas-
liquid film momentum exchange and multiply the droplet-gas momentum exchange function by some factor
in the calculation. By repeating many similar simulations we found that to arrive to a solution we should
multiply the droplet-gas momentum exchange function by 8.0x10*. The structure-liquid interaction term
is also multiplied by 4. Multiplying with these factors, we have tried to match the gas and liquid flow rates

with the experimental values.

To do more realistic simulation, it is necessary to provide constant gas and liquid flow rates as input
condition. But this being impossible in SIMMER-III version 1.B, we should be very careful in interpreting
the simulation results. The fraction of entrained liquid in Fig. 3 shows that until the pipe length 2 ~ 3 m,
the discrepancy between the measured and simulation values are very large. This gap can be easily
attributed to the fact the present liquid entrainment models do not take into account the entrance effect.
Actually this entrance effect is very prominent in two-phase flow and a rough calculation shows that the

entrance length is about 9 m for this system while the system length is 6 m.

Comparison of film thickness shows that the simulation results produce thinner film thickness.
Though it cannot be said whether the value itself is satisfactory or not, we can at least understand why this
happens. The entrainment rate is a function of gas velocity and in the experimental condition, the gas
velocity has a radial distribution, with larger velocity at the center than at the wall side. Thus when we
match the measured and calculational mass flow rates of gas during the simulation, we have larger gas
velocity than the experiment at the liquid/gas interface. The relative velocity being larger than the
experiment, we have larger entrainment fraction and thinner liquid film thickness than the measured value.

Thus the results are at least qualitatively correct.
7. Conclusions

We have evaluated the momentum-exchange functions adopted in SIMMER-III code. From this

evaluation, we could have the following conclusions.

1. To be able to perform more realistic simulations we should give constant input inflow of gas and liquid
as boundary conditions. The boundary condition input algorithms should be ameliorated to be able

to allow this kind of input condition.

2. In the present code, the same liquid film velocity is assigned to the liquid droplets. Algorithm should
be modified such that the different velocity might be assigned to the liquid drqplets.

3. The proposed empirical correlation of multiplication factor will give reasonable results when applied

within the valid range of parameters.
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8. Recommendations for Model Improvement

Model improvement on the gas-liquid film, liquid film-structure, and droplets-gas. momentum

exchange functions are recommended.
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Table 1 Typical averaging probe data: Porous wall injection

T”-ir-\l Prtavertsiing prahae ddal g Pearttartt wd Ll beett fetn

Run numbarr 1 Iy " ’- e

Biatanew From Lap

of Injector m n, 1520 2000 y. J0KL

Local statle

preasure kPa 186.9 170,14 2.0

Amblentl CemperJdture

oC 20.0 22.8 25.0

Pressurs gradlent

kParsm L.5h 5.0] u, 79

Film thicknesa mm a,u2h 9, 312 .02

1 T
[mpact |aater Local Impact THaLrer Locual [mpact |Water Local
Data from Lravera- predaure| masd |veloclty|pr2adure| mas3 |velocity|pressurs| a3l [vwelociLy
\ng prode at y/0 of: KPa lux otz xPa Slux m/ s xla flux s
kg/als ugim's kgsaly

0.082 1.079 61.3) 20.3 2.412 &s.0) 27.0 2.218 74,4 J2.1
0.122 1,392 J0.7 29.2 3,000 91, 35.4 J.u72 89,2 41,3
0.162 1.75% 21.2] 35.3 3.707 99.3| u2.0 n,795 105 ug,p
0,241 2,511 11,9 uh,9 4,678 102 50.0 6.8us 122 58.4
0.321 3.138 18.7 ug.1 5.972 97.8] 96.4 8.2986 132 6u.8
0,401 3.u9 5.45| 54,8 6.716 97.8] 61,4 9.175 133 £9.3
0.u4B6 3.609 4. 76 55.9 T.247 97.8| 63.2 g.904 138 71.9
0.u96 1.579 5.11 55.6 7.u04 97.8] 61.4 9.90u 138 71.8
0.560 3.569 5.29| 55.95 7.404 94.91 6u.] 9.904 1uQ T1.6
0.639 J.uz22 6.3 S4.1 7.110 99.4 63.1 9.463 139 69.6
0.719 j.oai 9.38 49.9 5.972 91.u| 58.9 8.165 134 64,9
0.799 2,265 15.1 u1.8 5.207 81.9 52.5 6.698 123 57.6
0.838 1.883 19.8 16.9 u 227 78.9 4g.1 5.766 1] 53.6
0.878 1.49] 29.0 Jo.7 3.619 70.1 u3.8 u,ut2 97.6 ur.u
0.910 1,255 49.5 2u.3 3J.109 T0.1 19.9 3.305 au,s5t uo.7
0.926 1,187 86.9 18.2 2.667 16.5 33.7 2,393 17.6 38.3
0.942 1,294 211 1,2 2.265 353 27.1 2,491 76,51 3u4.8
0.950 1. 461 3u7 8.32 | 2.069 LEL 20.9 2.3713 85.9 325
0.958 1.971 sl 7.56 1.991 480 17«5 2.363 118 27.u
0.970 2.234 790 &.46 2,030 503 13.3 2. 354 195 19.9

Total Llntegrated alr

mass (low kg/a

(Input flow 0.0528 0.06CT 0.0683

- 0.0630 kg/3)

[ntegrated (ractlion

of total llquld (low

ln central 26,67 mm 0.0803 0,429 0,521

dlameter cyllnder
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Data for average parameters: Air-water annular flow experiments.

Air-water annular flow experiments

1 : Forous wall injector
Distance Local Liquid £low
from top Ambient static |Pressure| Film fraction in
of injector|temperature|pressure|gradient|thickness central
section m °C kPa kPa/m mm 26.67 mm
cylinder
0.1524 19.4 184.7 6.54: - 0.423 0,094
0.6096 18.3 1818 = 6.02 0.361 0.203
1,066G8 1w 180.7 865 0.335 Q0,262
1.5240 15.0 . 176.4 5.41 . D323 0.319
1.9812 18.9 173.1 5,24 0.319 0.358
2.4638 21.9 172.5 5.10 0.315 0.382
2.9210 2141 170.8 5.03 0.312 0.415
3.4290 20.5 169.6 5.03 0.312 0,444
3.8154 20.0 166.3 1,99 0.312 0.466
4,3942 20.4 164.9 4,96 0.312 0.480
4.8514 20.9 163.6 4,93 0.312 0.505
5.3086 22,6 161.7 4,79 (312 .53
: . L J
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Table 3 Annular flow

A. Experimental Data

#1 #2 #3

Jg* - Jf* 0.375 0.487 0.775
Jg* 0.5 0.5 0.9
-dp/dz N/m3| 1868 1290 1351
LD m 0.0254 0.0254 0.0254
Vg m/sec 8.55 8.10 13.96
Vg m/sec 0.35 0.048 0.65

%G 0.82 0.87 0.9

B. SIMULATION RESULTS

?al;l:;iflicatjon 50 41 14
| Vg m/sec 8.56 8.11 13.9
error 0.11 0.12 0.43

Ve m/sec 0.55 0.5 0.54
o 0.83 0.89 0.89
error % 1.2 253 T
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Table 4. Tests of multiplication factor.

Check+#1
Ve | Ve | o | Jg* | Jf* |-dp/dz, N/m3| 1D inch
Exp. 8.87 [0.086 | 0.87 | 0.635| 0.026| 1115.6 3/4
Simul. |8.13 |0.32 |0.91
multplication = 25.8
Error % | 8.3 &l factor
Check #2
Vo | V£ | o | Jg* | J§ |-dprdz, N/m3| LD inch
Exp. |10.52 | 0.44 |0.857 | 0.64 | 0.125 1515 1
Simul, [10.3 [0.544 | 0.864
Brror % | 2 0.8 multiplication = 28.8
factor
Check #3
Ve | V£ | o | g | Jf |-ap/az, N/m3| LD inch
Exp. 9.0 | 0.062| 09 | 057 | 0.013 1017 1
Simul, 8.5 0.46 | 0914
Error % | 5.6 1.6 multiplication = 31.3
factor
Check #4
Ve | V¢ | o | Jg" | Jf* |-ap/dz, N/m3| LD inch
Exp. | 6.43 [0.0685| 0.84 | 0.44 | 0.026 1483 3/4
Simul. | 654 | 0.428] 0.87
multiplication = 53.7
6
Brror 9 .7 3 factor
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Table 5. Simulation results of developing annular flow.

position| AP Pi kPa Er mair  [Miq kg/sed § mm
0.5m | 4.28 | 186.68 | 0.949 | 0.0565| 0.149 | 0.26
1.5m | 4.47 | 182.34 | 0.941 | 0.575 | 0.149 | 0.255
2.5m | 4.56 | 177.83 | 0.507 | 0.059 | 0.149 | 0.24
3.5m | 4.65 | 173.23 | 0.523 | 0.061 | 0.149 | 0.22
45m | 4.75 | 168.53 | 0.541 | 0.063 | 0.149 | 0.22
5.5m | 4.89 | 163.72 | 0.561 | 0.064 | 0.149 | 0.22
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Fig. 1. Pressure drop as a function of air velocity at constant water rates, upward annular flow.
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Problem 3.1: Can-wall heat transfer
“Verification of SIMMER-III Can Wall Heat Conduction Calculation”

Kenji Kamiyama (PNC)

Outline of the Case

The can wall treated in the SIMMER-III (S-1II) code has two temperature nodes: the surface node and
the interiornode. The thickness of the can wall surface node is determined by a thermal penetration distance
based on an input thermal time constant. ~ Since the heat transfer coefficient of the can wall surface node is
determined by thermal penetration distance, heat transfer to the can wall strongly depends on the thermal
time constant. Therefore the S-III heat conduction model of the can wall, and the effect of the thermal time
constant, are examined by comparing S-III results with results from a generalized heat conduction code,

TAC-2D, for well-defined benchmark problems.
1. Objectives of the Application

The present application concentrates on the verification of S-III two-node heat conduction model and
the estimation of the thermal time constant by comparing S-III results with TAC-2D calculations for a well-

defined geometry.
2. Description of benchmark problems

Two problems were defined. In the first problem a constant heat flux was assigned to the can wall
surface in order to verify the heat conduction calculation inside the can-wall. In the second problem a high
temperature material was placed on the can wall in order to examine the effect of the thermal time constant

on heat transfer to the can wall. The geometry is shown in Fig. 1.
3. Analytical Solution

TAC-2D is a code for calculating steady-state and transient temperatures in two-dimensional problems
by the finite difference method, so it should solve the benchmark problems accurately. For the second
problem, it is important to get the accurate solution of the temperature decrease of the high temperature

material. Therefore, in TAC-2D, 15 temperature nodes were set inside the can wall.
4. Understanding of Phenomena

It is believed that results calculated by TAC-2D can be regarded as accurate solutions.
5. SIMMERC-III Representation

5.1 Geometry, Initial and Boundary Conditions for a Reference Case
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One mesh cell was used with closed boundary condition. The higher temperature material was
represented by the fuel crust. The geometric model and the initial conditions for this calculations are shown

in Fig. 1.

Constant EOS and TPP parameters were used so as to eliminate the temperature dependence of
properties, and the same thermophysical data and geometry was given to TAC-2D. In the first benchmark
problem, an extremely large heat capacity was assigned to the fuel crust, in order to keep its temperature

constant.
5.2 Parametric Cases

In each benchmark ploblem, three cases were calculated, using three different values of the thermal
time constant of the can wall, TAUST(2). Values of the thermal time constant used, and the thickness of
the can wall surface node for each case, are presented in Table 1. In the first benchmark ploblem, three
cases should give the same result as the TAC-2D calculation. In the second benchmark ploblem the three

cases were set the same way as the first problem but the results should differ.
6. Results

For the first benchmark problem S-III calculations are compared with TAC-2D results in Figs. 2, 3
and 4 for each value of the thermal time constants. The figures show that S-I1I exactly reproduces evolution

of temperature calculated in TAC-2D for each value of the thermal time constant.

For the second benchmark problem the S-III calculations are compared with the accurate solution in
Figs.5and 6. Figure 5 shows the short time scale temperature history and Fig. 6 the long time scale history.
Case 1 is close to the accurate solution for only 10 ms, but after this time, it diverges from the accurate
solution. Case 2 is close to the accurate solution for 100 ms before diverging. Case 3 seems the closest

result on the long time scale, although it underestimates the short time scale heat transfer.
7. Conclusions

S-III calculates heat conduction inside the can wall correctly. However, the default value of thermal
time constant (one millisecond) is rather small and is most appropriate for calculating phenomena which

might occur on a time scale of milliseconds or less.
8. Recommendations for Model Improvement

There are no recommendations for model improvement. The thermal time constant should be set by

the code user to a value corresponding to the time scale of the phenomenon to be calculated.
9. References

None
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Table 1. The thermal time constant and the thickness of the structure in each case.

Case TAUST(2) 28

1 1.00x103 | 0.2477x1073
2 1.00X102 | 0.7833X10°3
3 5.00X102 | 1.7515x107°

(Unit : m)

High tempere‘lture material: 1000 K

can wall: 400 K
|
11.25X103 m

Fission gas : 1000K

0.05m

0.05m

Volume fraction of the can wall : 0.36
Volume fraction of the crust : 0.0316

Fig. 1. Geometric model for can wall heat conduction problem.
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Fig. 6. The temperature history of the high temperature material (until 2.0 s).
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Problem 3.2: Structure axial heat transfer
“Structure axial heat transfer”

Yoshiharu TOBITA (PNC)

Outline of the Case

The temperature at the edge of an infinite slab is suddenly raised to 1000 K from the initial temperature
of 500 K. The transient temperature distribution calculated by SIMMER-III is compared with the

theoretical solution.
1. Objectives of the Application

This application aims to validate the inter-cell heat transfer model in structure component. The inter-
cell heat transfer models for liquid and vapor component are programmed in the same manner with the model
for structure field, the verification of basic model and programming for overall inter-cell heat transfer model

can be checked with this application.
2. Description of the Experiment

An infinite slab made of stainless steel with its length of 0.1 m is set to the initial uniform temperature
of 500 K. The temperature of the edge of this slab is suddenlyy raised to 1000 K and kept constant

afterwards. The transient temperature distribution develops from this edge into the slab as time passes.
3. Analytical Solution

The slab length of 0.1 m can be regarded as infinite for the thermal property of steel up to 100 s and
an analytical solution exists for the infinite slab. This is well approximated by the following quadratic

equation,

e = () s
T, — Ty 3at 4 \\/3at
where T is the temperature at the location y, Tyis the initial temperature of the slab, T is the surface

temperature, and « is the temperature diffusivity.
4. Understanding of Phenomena

The phenomena is well understood.
5. SIMMERC-III Representation

5.1. Geometry, Initial and Boundary Conditions for a Reference Case
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A 0-dimentional system, i.e. one mesh system, was used just to provide a set of experimental condition
to SIMMER-III subroutines which calculate interfacial area (IFA) and momentum exchange functions
(MXF). For the axial heat transfer tested in this test problem, a new inter-cell heat transfer model has been

implemented in SIMMERC-III and is later made available after Version 2.
6. Results

The transient of temperature distribution is plotted with the theoretical solution for # =20 s, 60 s, and

100 s in Fig. 1. The code prediction agrees well with the theory.
7. Conclusions

The structure axial heat transfer model was validated by the comparison with theoretical solution.
8. Recommendations for Model Improvement

None.

9. References

None.
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Fig. 1. Transient of temperature distribution.
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Problem 3.3: Film boiling in sodium
“Film Boiling on a Metal Sphere in Liquid Sodium”

Dayid Brear (PNC)

Outline of the Case

A hot, stationary tantalum sphere was quenched in a pool of subcooled liquid sodium. The transient
surface temperature of the sphere and the boiling heat fluxes, in particular film boiling heat fluxes, were

recorded as the sphere cooled. The process was repeated for a further four degrees of sodium subcooling.
1. Objectives of the Application

To validate and calibrate the SIMMERC-III film boiling model in a well-defined geometry and under

controlled conditions. -
2. Description of the Experiment

The experimental conditions and the results are described in Refs. 1), 2). A hot tantalum sphere was
immersed in liquid sodium at atmospheric pressure. The diameter of the sphere ranged from 1.27 to 2.54
cm, though most results were obtained using a 2.54 cm diameter sphere. The initial temperature of the
sphere ranged from 1800 K to 2630 K.  The main experimental parameter was the sodium subcooling, which
varied between 6.4 K and 31.4 K in the experimental Runs in which film boiling was observed (the sodium

saturation pressure at atmospheric pressure is 1155 K).

For each experimental Run the transient surface temperature of the sphere was recorded as the sphere
cooled down. The transient heat fluxes were estimated by solving the heat conduction equation in the sphere,
which enabled boiling curves to be constructed. The minimum film boiling. temperature and minimum heat

flux were then deduced from the boiling curve obtained in each Run.
3. Analytical Solution

There are no analytical solutions for the problem, although the authors of Refs. 1), 2) developed an

empirical correlation based on the experimental results.
4. Understanding of Phenomena

These experiments seem to be the only measurement of film boiling around spheres in liquid sodium.
Nevertheless the boiling curves obtained during different experimental Runs under similar initial conditions
are consistent, indicating that the results are reproducible. Furthermore the boiling curve, and the
parametric dependence of film boiling heat fluxes, are qualitatively similar to results obtained for water.

The experimental results seem to be reliable.
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5. SIMMERC-IIT Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

A single-cell calculation was performed. The solid sphere was represented by a single droplet of
liquid energy component 1, since film boiling is calculated in SIMMER-III only for liquid-liquid contact.

The sodium was represented, as usual, by liquid energy component 3.

The EOS properties of liquid energy component 1 were specified so as to avoid freezing or
vaporization of liquid 1 during the transient. Liquid 1 was also assigned a high thermal conductivity to
ensure that the "sphere" wall temperature could be equated to the bulk temperature of liquid 1. The liquid

sodium coolant was assigned default EOS properties.
5.2 Code Modifications

An ad-hoc correction was introduced into subroutine STEP1 to collect all of liquid energy component

1 in the cell into a single droplet (to represent the sphere).
5.3 Parametric Cases

For each sodium subcooling a parametric calculation was performed as well as a.base case calculation.
The base case calculations used default input parameters. The parametric cases differ from the base case

calculations by:

(a) using alternative input data: CMFB (which determines the saturated minimum film boiling
temperature) was changed from 0.55 to 0.5 and FILMIN (which determines the dependence of

minimum film boiling temperature on subcooling) was changed from 1.4x 10 to 4x10-3, and
(b) a coding modification: the liquid-side heat transfer Nusselt number was multiplied by a factor of 2.
The reason for making the parametric calculations is discussed in Section 6.
6. Results

The calculated and measured heat transfer coefficients during film boiling are shown in Figs. 1 (a) to
1 (e) for five degrees of sodium subcooling. The base case calculation generally underestimates the
measured HTCs, and the discrepancy increases with subcooling. The parametric calculations are in better
agreement with the experimental results because heat transfer in the subcooled liquid is enhanced by a factor

of 2.

The calculated and measured minimum film boiling temperatures are plotted in Fig. 1 (f) as a function
of sodium subcooling. The base case calculation tends to overestimate the minimum film boiling
temperature at all subcoolings. The results of the parametric calculations are in better agreement with the

data due to the modifications to the input data described in Section 5.3. Note that the measured dependence
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of the minimum film boiling temperature on sodium subcooling is very uncertain due to the scatter in the
experimental data. However it is notable that film boiling was not observed for spheres immersed in sodium

with subcoolings of 42 K and higher.

A representative experimental boiling curve is shown in Fig. 2. The heat fluxes in the film boiling
regime, and around the minimum film boiling temperature, are reproduced by SIMMER-III fairly well
(though slightly underestimated as noted above). In particular the calculated film boiling heat fluxes are an
order of magnitude less than what would be predicted without a film boiling model. The high heat fluxes
in the nucleate boiling regime are not reproduced, but this is not surprising because there is no attempt to

simulate nucleate boiling for the liquid droplet-liquid interactions-modellled by SIMMER-III.

Note that there is a sharp change in the heat fluxes calculated by SIMMER-III in Fig. 2. This is a
minor error in the interpolation procedure between film boiling heat fluxes and heat fluxes calculated as if

no boiling is occurring.
7. Conclusions

The SIMMERC-III film boiling model successfully reduces heat transfer coefficients in the film boiling
regime for liquid sodium. The film boiling model calculates significantly more accurate heat fluxes in the
film boiling regime, and around the minimum film boiling temperature, than if heat transfer were to be

calculated without taking account of vaporization.

This application suggests that input variables CMFB and FILMIN should be modified slightly for
sodium, as described in Section 5.3. The heat transfer coefficient in subcooled coolant may also be larger

than is currently modelled, and alternative correlations to determine this HTC should be investigated.

This application also highlights the uncertainty in modelling heat transfer in the nucleate boiling

regime.
8. Recommendations for Model Improvement

There are no firm recommendations for model improvement. However the suitability of the heat
transfer correlation used to calculate heat transfer in the subcooled liquid and methods of treating the nucleate

boiling regime should be investigated.
9. References

1) M. M. K. Farahat, D. T. Eggen and D. R. Armstrong: "Pool boiling in subcooled sodium at
atmospheric pressure"”, Nucl. Sci. Eng. 53, p. 240-254, 1974.

2) M. M. K. Farahat: "Transient boiling heat transfer from spheres to sodium", ANL-7909, January 1972.
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Fig. 1. Measured and calculated film boiling heat fluxes and minimum film boiling temperature.
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Problem 4.1: Fuel freezing: GEYSER experiments
“The Freezing of Molten Fuel in a Small Diameter Tube: Geyser Calculations”

Pierre Coste (CEA-G)

Outline of the Case

Molten UO» at approximately 3000°C is injected into a cold, stainless steel, 4 mm inner diameter tube.
The purpose is to study the freezing, looking especially at the penetration time and length. The initial inlet

velocity ranges from 1.8 to 4.1 m/s and the pressure gradients from 3 x 10° to 19 x 10> Pa.
1. Objectives of the Application

This application concentrates on a verification of the S-III melting and freezing model. It includes
the description of the fuel crust growth; the can wall melting; the temperature of the liquid fuel/can wall
interface; the fuel particles formation; the blockage of the flow due to the particles via the particle jamming

model and the Ishi's drag coefficient.
2. Description of the Experiment

It consists in injecting molten UO> at approximately 3000°C in 4 mm (resp. 8 mm) inner (resp. outer)
diameter stainless steel tubes.”) The molten material transfer is initiated by the tube going down and the
pressure increase in the containment. The pressure difference between the containment and the tube induces
an ascending flow of the molten fuel. There was no steel melting in these tests. The flow front position
is followed by the instrumentation. The penetration time #p and the penetration length Lp are reported in

Table 1.
3. Analytical Solution

Some solutions can be found in the litterature in the case of crust freezing (conduction problem). In
the case of bulk freezing which is what happens in all Geyser tests except G12 and G15, there is a simple
relationship between the average HTC and the penetration length.?) The HTC was evaluated with an
interface resistance model expression which was obtained semi-empirically for relocation of molten UO> into

stainless tubes for LMFBR Safety Studies.?
4. Understanding of Phenomena

Analysis of molten UO» freezing experiments was performed and it was shown that HTC between
UO: and structures is about one order of magnitude lower than the one that can be calculated with usual
turbulent forced convection correlation. This reduction was attributed to the presence of an interfacial

resistance between the melt and the mold.  An evaluation of this resistance was proposed.?  But the physics
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involved in these phenomena is rather complicated and there are large uncertainties. A key one is the shift
between bulk and crust freezing which is governed by a competition between nucleation and turbulence

phenomena.

5. SIMMERC-III Representation

5.1 Geometry, Initial and Boundary Conditions for a Reference Case
A 1-D mesh was used. Pure UO> material is used.

The first mesh (region1) at the bottom of the tube is for molten UO: at the initial state. ~ All the other
meshes (region2) is full of fission gas at the initial state. The meshes size is growing going from the inlet

to the outlet.

A pressure boundary condition was imposed at the top of the tube. At the bottom, the pressure and
other parameters except the velocity are kept equal to their initial value. A head loss coefficient was tuned
at the inlet of the tube in order to get the initial inlet velocity of the experiment at the early beginning of the

transient.

5.2 Code Modifications
None.

5.3 Parametric Cases

The following parameters effects were investigated: mesh size, UO: liquid thermal conductivity,
maximum packing fraction, heat transfer coefficients on liquid side and structure side, initial velocity,
curvature effect on the structure HTC, minimum film thickness, use of the V/C, wall thermal time constant
TAUST, maximum droplets and particles radii, interface temperature between liquid UO2 and can wall.
Only the most important parameters (when uncertainty/effect is high) are discussed hereafter. An interface

resistance model has been implemented in several ways and tested.
6. Results
6.1 Standard S-II1

S-I1 clearly overestimates the HTC: it finds a too low penetration length, by one order of magnitude
(Table 2). Neither velocity nor pressure effects are well predicted.  S-11I finds bulk freezing in all the cases.
Bulk freezing at the front controls the ultimate length of penetration in both S-III and tests (G4, 7, 9, 11).
S-III has the very interesting ability to simulate the competition between these 2 phenomena, because it

calculates at the same time:

- the crust growth by the non-equilibrium balance at the liquid fuel/can wall interface.

- 263 -



JAEA-Research 2019-009

- the fuel particles forming from the equilibrium freezing of the liquid fuel.

But this choice is not reliable in all the situations which maybe encountered by the code, because it is

too sensitive on following ill-known parameters.
6.2 Sensitive parameters

An input parameter TAUST is the time constant which gives the structure HTC by conduction.  S-
III default value of 10 s was chosen, but one could also take 10 s: the uncertainty reaches a factor 10.
Unfortunately the consequence on the calculations can be very high when the change in structure HTC results
in a different kind of freezing. When S-III chooses crust freezing the penetration length is indeed one order

of magnitude higher than bulk freezing.

UO: liquid thermal conductivity is obviously an important parameter. The uncertainty is at least of
a factor 2. Furthermore the effect can be important for a similar reason as TAUST, but in this case because

of the change of HTC on liquid side.

Interface temperature between UO: and wall is very difficult to evaluate, especially when there is no

crust and when steel melts. It is directly linked with the lack of bulk/conduction freezing map.
6.3 Interface resistance model
Generalities

The need of an interface resistance model in S-11I in the case of bulk freezing is clear and is consistent
with previous studies.? The first questions are: should one implement it on structure side HTC or liquid
side HTC or both? What is the interface temperature? What about cases with steel melting or thin crust?
Several models with the change of the HTCs and the interface temperature have been tested, giving
reasonnable results. But then the second questions come: does the modifications can deteriorate the results
in other configurations? Are they simple enough for a general implementation in the code? Waiting for

something better, a compromise is proposed and the corresponding results are reported in Table 2.
Description

The idea is to introduce the only bulk freezing model available for LMFBR studies and to change
nothing to S-III in cases where the model was not assessed, for example when steel melts. When an
interface resistance is assumed, 2 interface temperatures can be calculated: T} g; on structure side and T; 4

on liquid side from:

hi1 (TLI - TI,Ll) = hI(TI,Ll - TI,Ki) = hKi(TI,Ki - TKi)

When T;g; is higher than the steel solidus temperature the structure is expected to melt. When T, is
lower than the UOz nucleation temperature, liquid UOz is expected to freeze to crust In these 2 cases, standard

SII is used. The UO: nucleation temperature is estimated around 2700 K.*
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In other cases, the interface resistance of Ref. 2) is added on liquid side. so that the total HTC between
the wall Ki and the liquid fuel Ll is:

ZkleKi

higp = 400 LKL
168 kpy + kg

VLl

where k is the thermal conpuctivity and V the velocity (m/s).

If the interface resistance is added, the interface temperature liquid fuel/can wall is calculated in crder

to have neither steel melting nor crust freezing, i.e. only UO2 particles formation:

I —
TL1,Ki - VLlTKi

Results

The improvement is clear. For G9, Lp is still too low, because the model switches to standard S-III

too quickly.
7. Conclusions

Geyser experiments which deal with molten UO> freezing in small steel diameter tubes were calculated
with S-III.  They were usefull for S-III qualification because pure UO2 was used in a simple geometry, with
well-known boundary conditions. Nevertheless the involved phenomena are rather complicated and
difficult to reproduce, sometimes even qualitatively. Thus standard version of S-III finds one order of
magnitude too low penetration lengths. It is consistent with previous analysis which showed the necessity
of an interface resistance in the case of bulk freezing. S-III has the very interesting ability to simulate the
competition between bulk and conduction freezing, but its choice is not reliable in all the cases, reflecting a

lack of knowledge in this area.
8. Recommendations for Model Improvement

A bulk freezing model available for LMFBR studies is proposed. It has been successfully
implemented and used to calculate the Geyser tests. It brings the minimum change to S-11II, trying to keep
to cases where the model was assessed, in order to not deteriorate the calculations in other configurations.

The Winfith SMPR calculations reported in Problem 4.2 confirmed the Geyser results.
9. References
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Table 1. Geyser experimental conditions.
“test | wall temperature AP Lp tp Vinitial
49 (105Pa) (cm) (msec) (m/s)
G4 20 3 55 (bulk) 170 3.2
G7 1000 on 30 cm 3 75 (bulk) 180 4.1
G9 20 3 45 (bulk) 320 1.8
Gl1 20 8 70 (bulk) 430 1.9
G12 20 19 100 (crust) 700 3.0
G135 20 8 70 (crust) 310 3.3
Table 2. S-III results versus Geyser experiments.
Lp(cm) Lp(cm) SII
essai standard + interface
resistance
G4 55 6 50
G7 75 6 35
G9 45 3 9
Gl11 70 | step4 failure 40
G12 100 4 62
G15 70 4 60
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Problem 4.2: Fuel freezing: SMPR experiments

“The Freezing of Molten Fuel in Small DiameterTubes: Winfrith SMPR
Calculations”

Pierre Coste (CEA-G)

Outline of the Case

Molten therrnite (UO2+Mo) at 3600 K is injected into cold, stainless steel, 3.3 and 4.9 mm inner
diameter tubes. The purpose is to study the freezing, looking especially at the penetration time and length.
The initial inlet velocity ranges from 0.94 to 3.3 m/s and the pressure gradient from 0.06 x 10°to 0.18 x 10°
Pa.

1. Objectives of the Application

This application concentrates on a verification of the S-III melting and freezing model. It includes
the description of the fuel crust growth; the temperature of the liquid fuel/can wall interface; the fuel particles

formation.
2. Description of the Experiment

It consists in injecting molten thermite at 3600K in 3.3 mm and 4.9 mm inner diameter steel tubes.!
The thermite is a mixture of UO2 and 19% of weight of molybdenum. The penetration time #p and the
penetration length Lp are reported in Table 1. The typical test scenario is the following. UQOz is freezing
tocrust. Then the flow front thermal conductivity is increased by a higher Mo proportion, inducing particles

formation and at the end blockage of the flow by bulk freezing.
3. Analytical Solution

Some solutions can be found in the litterature in the case of crust freezing which is a conduction
problem. For bulk freezing, it is possible to have a simple relationship between the average HTC and the
penetration length.? The HTC was evaluated with an interface resistance model which was obtained semi-

empirically for relocation of molten UO: into stainless tubes for LMFBR Safety Studies.?
4. Understanding of Phenomena

The physics involved in the molten UO: freezing phenomena as it was investigated by Geyser
experiments is already rather complicated and there are large uncertainties. In Winfrith SMPR one
difficulty is added due to the use of the thermite, which is a mixture of 2 materials, with quite different
properties. The liquid Mo EOS and TPP are not well established. So in comparison with Geyser it brings

uncertainties and leads to quite more complex calculations and interpretation.
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5. SIMMERC-IIT Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

A 1-D mesh was used. UQOz is used as material 1. Mo is introduced as material 2, but the can walls
remain made of steel. All the Mo EOS and TPP properties were introduced. The first mesh (regionl) at
the bottom of the tube is for molten thermite at the initial state. All the other meshes (region 2) are full of

fission gas at the initial state.

The meshes size is growing going from the inlet to the outlet. A pressure boundary condition was
imposed at the top of the tube. At the bottom, the pressure and other parameters except the velocity are kept
equal to their initial value. A head loss coefficient was tuned at the inlet of the tube in order to get the initial

inlet velocity of the experiment at the early beginning of the transient.
5.2 Code Modifications

Code modifications were necessary in order to have Mo in L2 (metal liquid), Mo in L5 (metal
particles), and steel in the can walls. With these materials L2 freezing to the can walls or can walls melting
to L2 must be set to zero to avoid inconsistencies coming from Mo turning to steel and vice-versa. These
assumptions were verified in the experiment because the can walls did not melt and the Mo did not form a

crust.
5.3 Parametric Cases

The following parameters effects were investigated: use of 1 liquid field for the mixture, use of Mo,
use of the V/C, wall thermal time constant TAUST, interface temperature between liquid UO; and can wall.

An interface resistance model was implemented in several ways and tested.
6. Results
6.1 Standard S-II1

The first calculations performed was with he thermite modeled by pure UO2 with an increased liquid
thermal conductivity: 10 Wm'K-!, to take into account the main Mo effect (called "S-III stand.l", see Table
2). "S-III stand.1" found bulk freezing in all the cases. It clearly overestimated the HTC, finding a too
low penetration length Lp.

Then another version was used: "S-III stand.2" (see Table 2). The thermite is modeled with 2 liquid
fields; some modifications are included in order to have Mo in L2 (metal liquid), Mo in L5 (metal particles),

and steel in the can walls. Neither velocity nor pressure effects are predicted.
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For SMPR02-dl and -d2, SMPRO5-1 and -2, the results remain similar to the previous ones: the bulk
freezing at the front controls the ultimate Lp and S-IIT overestimates the transfer. There is no crust before

the blockage.

The calculations of SMPRO05-3 and -4 are different, the Lp is either too long or correct, because S-III

chooses another path: the crust freezing, with enrichment in Mo at the front, as in the experiment
6. 2 Parameters

Time constant for the thermal penetration in the walls, TAUST: the uncertainty reaches a factor

10. It can be very sensitive because it can decide the choice between crust freezing or bulk freezing.

Mo effect: taking Mo into account increases the heat exchange in the calculation, the Lp being 2 times
shorter. One can notice that to have this effect, V/C must be called, otherwise the exchange between liquid

1 and liquid 2 is not taken into account.

Interface resistance model: An interface resistance model in the case of bulk freezing has been
implemented. Its value is taken from Ref. 2) which proposes a bulk freezing model available for LMFBR
studies. The interface liquid fuel/can wall temperature is calculated so that the balance between crust
growth or particles forming is the same as standard S-III. Notice that the value of the resistance model is
the same as the one presented in Ref. 4):

2kp1kki

h =400
168 kpy + kg

Vi

but the way to implement it is older. The results are summarized in Table 2, "S-III modified results". The
improvement is clear because even when S-III chooses the wrong way partcles/crust the calculated Lp

remains reasonnable.
7. Conclusions

Winfrith SMPR experiments which deal with therrnite freezing in small steel diameter tubes were
calculated with S-III.  The therrnite is a mixture of pure UO2 and molybdenum. It has been modeled either
with 1 liquid field or 2. In the second case some modifications in the code were necessary. In the test, the
UO: freezes to crust while the penetration length is controlled by bulk freezing at the front which is enriched
inMo. The S-III calculations find a too low penetration length when bulk freezing occurs and a reasonnable
or too long penetration length when crust freezing occurs. Then an interface resistance only in the case of

bulk freezing can improve the results.
8. Recommendations for Model Improvement

A bulk freezing model available for LMFBR studies® has been successfully implemented and used in

the case of bulk freezing to calculate the Winfrith SMPR tests. The difficulty is to make the minimum
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change in S-III to keep to cases where the model was assessed, in order to not deteriorate the calculations in
other configurations. The results obtained with this model on Winfrith SMPR are consistant with the results

from Geyser, which is reported in Problem 4.1.
9. References
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Table 1. Winfrith SMPR experimental conditions.
essai
D tube AP v
(mm) (MPa) (m/s) Lp(cm)
SMPR02-d1 3.3 0.18 3.3 33
SMPR02-d2 4.7 0.18 3.3 52
SMPRO5-1 3.3 0.06 3.3 17
SMPRO5-2 3.3 0.06 1.7 16
SMPRO5-3 3.3 0.06 1.4 18
SMPRO5-4 3.3 0.06 0.94 18
Table 2. S-III results.
essai SII SIII SHI
stand.1 | stand.2 | modified
Lp(cm) | Lp(em) | Lp(cm) [ Lp(cm)
SMPRO2-d1 33 8 6 12
SMPR02-d2 52 10 9 20
SMPRO5-1 17 6 6 11
SMPRO5-2 16 6 7 28
SMPRO5-3 18 6 26 26
SMPRO05-4 18 6 20 20

S-1I1I stand.I:

S-III stand.2:

S-1ITI modified:

S-1IT V1.H, 1 liquid field for the thermite, i.e. the thermite is
modeled with pure UO2 with a modified liquid thennal conductivity:
10 Wm 'K

S-1IT V1.J, 2 liquid fields for the thermite, i.e. modifications to have
Mo in L2 (metal liquid), Mo in L5 (metal particles), and steel in the
can walls are included

S-III stand.2 ce model + interface resistance model
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Problem 4.3: Freezing of hot melts in tubes: THEFIS

“Penetration and Freezing of Hot Melts Into Vertical Tube Structures”

M. Flad*, W. Maschek, S. Kleinheins (FZK, *GTI)

Outline of the Case

In the framework of the SIMMER-III code assessment the freezing models and pressure losses at area
changes are investigated by simulating a THEFIS experiment.” In the THEFIS experiments a hot Al>Os3
thermite melt penetrates into cold tube structures leading to an increasing crust build-up at the tube walls
until the cross section is blocked completely. The maximum penetration length, the penetration vs time

dependence and the crust formation are compared to the data derived from the experiments.
1. Objectives of the Application

By the simulation of a hot melt penetrating a cold tube structure the heat and mass transfer models
should be assessed. The penetration of the melt passing through cold tubes represents an integral test of
heat transfer coefficients, melting and freezing models and pressure Joss calculations at changing area cross

sections.
2. Description of the Experiment

In the THEFIS experiment series performed at FZK the freezing behaviour of a thermite melt inside
cold steel/quartz tubes is investigated. At the beginning of the test the tube holds room temperature and is
lowered into a crucible containing Al>O3 at 2300 K.  Shortly after immersing into the melt a driving pressure
is imposed which injects the melt up into the tube. The mass of Al2O3 supplied in the crucible exceeds by
far the amount of material necessary to fill .the structure. The Al2O;s crust build-up at the colder walls
gradually reduces the flow area and the flow velocity until the melt comes to a halt. For the test analysed

the substrate tube consisted of quartz.

The maximum penetration length and the penetration vs time dependence is recorded. Also a post-
experiment analysis of the crust is performed. The results show a deep penetration of the Al2O; melt

consistent with a conduction freezing behaviour.?
3. Analytical Solution

None.
4. Understanding of Phenomena

The large penetration length of the Al2O3 melt is characteristic for a conduction limited freezing

behaviour. The crust growth finally leads to a closure of the flow path and a stoppage of the flow. The
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maximum crust thickness and closure is reached downstream of the flow entrance when a superheated melt

is regarded.

The ALOs results from a thermite reaction which does not proceed completely. Post-experiment
investigations of the crust revealed some impurities originating from the basic material and the crucible.
Therefore, the thermophysical properties of the Al>O3 melt applied differ somewhat from the values available
for pure material. Previous simulations with SIMMER-II showed a distinct influence of the viscosity on

the maximum penetration length.?

At the beginning of the test the driving pressure increases due to the opening characteristic of the
solenoid valve. After 0.4 sec the final pressure difference is achieved. As no information about the
pressure transient characteristic of the valve was available a standard correlation has been applied for the
simulation. Analyses with SIMMER-II demonstrated the influence of the initial pressure increase on the

penetration velocity.® The same holds for SIMMER-IIL.
5. SIMMER-ID Representation

The THEFIS test facility consisting of the quartz tube and the feeding reservoir is modelled as  a one-
dimensional system. One hundred axial cells are provided and split up into 10 cells for the reservoir and 90

cells for the quartz tube (Fig. 1). A high order differencing scheme is used.

For the Al>O3 equation-of-state the values from the THINA simulation® with AFDM are applied and
transformed to SIMMERC-III input data with the SAEOS data converter.

5.1 Geometry, Initial and Boundary Conditions for a Reference Case

According to the experiment a vertical quartz tube with 6 mm inner diameter and 1 mm wall thickness
is modeled. The tube length is 1.8 m. The reservoir is attached at the lower inlet of the tube and consists
of a bottomless tank with 8 mm diameter and 0.2 m height. At the beginning of the simulation the tube

structure holds 3 00 K. At the upper end of the tube a pressure of 0.1 MP a is imposed.

The reservoir contains Al2O3 at 2300 K (solidus temperature 2100 K).  The pressure at the reservoir
inlet rises within 0.4 sec from 0.1 MPa to the final value of 0.2 MPa (driving pressure difference 0.1 MPa).
The pressure increase at the beginning follows an exponential law and is supposed to come close to the

opening characteristic of a solenoid valve used in the experiment.
5.2 Code Modifications

This simulation is within the scope of the SIMMER-III application range. No modification of
models has been required. However, some modifications had to be done to cope for floating divides which
occured. In SP VITER and VITERP the determinant of the S-matrix for velocities happens to become
smaller than permissible. In SP IFASRC and HTC one field element of the thermal conductivity KPLM
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resp. KR was found to become zero occasionally probably resulting from an allocation error. The

modifications worked well for this special 1d-case but are not meant to be a general remedy.
5.3 Parametric Cases

A parametric case with a non-superheated melt was run giving a reduction in penetration distance in

accordance with Ref. 5). In this case, the maximum crust growth occurs at the tube inlet.
6. Results and Discussion

The results from the simulation show a good agreement with the data derived from the experiment.
The maximum penetration length is underestimated by about 10 % (Fig. 2). Approaching the maximum

penetration value the cross section is blocked to about 90 % (0 pe + Ocrust) by crust formation (Fig. 3, 4 ).

The velocity (~ mass flow) through the inlet area is substantially decreased (about 1/80 of the
maximum value), but not completely stopped (Fig. 5). As heat losses of the tube to the environment can
not be considered and heat conduction in axial direction is not modeled the cooling down of the melt is

delayed.

The penetration transient stays somewhat behind the values recorded in the THEFIS experiment. This
was also noted in previous calculations with SIMMER-II. These calculations showed that with a different

pressure characteristic for the solenoid valve (higher dp/dt) the results are improved.

Some problems arise at the very beginning of the calculation when large pressure spikes from the
leading edge arrive at the reservoir and disturb the acceleration of the melt (Fig. 5). Using default input
values for the momentum exchange functions the penetrating melt comes to a premature standstill. The
cooling down of the melt generates particles at the leading edge causing an artificial stoppage of the flow.

The low particle fraction should not be able to obstruct the flow path.

The input values for the momentum exchange functions, the maximum packing fractions for mixture
and particles, ALPDM and ALPMP, respectively, had to be raised from default vahles to 0.9 to enable a
further penetration of the melt into the tube. With these modifications the crust formation at the final state

shows its characteristic conduction limited freezing behaviour.

In SIMMERC-III correct pressure losses are obtained for the flow through an area restriction (orifice)
only if the orifice region is represented by at least two meshes. In this application, area changes produced
by crust formation do not differ widely from one cell to another, so that the pressure loss calculation leads to
satisfactory results. The analyses of pressure losses at area changes showed that SIMMER-III gives good
results for a flow through a sudden expansion. For a flow through a sudden restriction with an area change

more than 50%, deviations from the handbook® pressure losses are calculated.
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7. Conclusions

The simulation agreed well with the data derived from the experiment. The experience from former
simulations with SIMMER-II was a good support. The integral assessment proved the heat transfer
coefficients and the melting/freezing models to be adequate for simulating a melt penetration with a
conduction limited freezing behaviour. The dafault values for the momentum exchange functions should

be raised.
8. Recommendations for Model Improvements

The acceleration of the penetrating melt is affected adversely by high pressure spikes propagating
from the leading edge of the melt down to the reservoir. These spikes resulting from 'packing' problems

should be smoothed.

It is desirable to remove the floating divides that occured throughout the simulation. These errors

probably result from numerical rounding errors not taken into account and from an allocation error.

Concerning numerics some improvements are also desired to reduce the large CPU time necessary.

The consumed CPU time of about 25 h appears to be much too high for the problem concerned.
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Problem 5.1: Condensation of steam on droplet
“Direct Contact Condensation of Steam on Subcooled Droplet”

David Brear and Koji Morita (PNC)

Outline of the Case

A subcooled, spherical water droplet grows due to direct condensation of steam vapor in a saturated
steam atmosphere. The measured time-dependent droplet growth is compared with predictions using the

SIMMER-III heat and mass transfer formulation.

1. Objectives of the Application

To verify and validate the SIMMER-IIT HMT and HTC models for the condensation of steam in a

simple geometry using clear-cut experimental conditions.
2. Description of the Benchmark Problem

Ford and Lekic! performed experiments of steam condensation on single, slow-moving water droplets
of three different diameters and with different initial subcoolings below the saturation temperature of steam
(Tg = 99.1°C). The growth of the droplets during condensation was measured by high speed photography.
In Ref. 1) the time-dependent radii of two representative droplets are presented. The droplets had the same
initial radius, R, = 0.755 mm , but different initial subcoolings: AT = 50.0°C and AT = 33.7°C,
respectively. The droplet growth was measured for only 120 ms, which was insufficient for the droplets to

attain thermal equilibrium with the steam atmosphere.

It is remarked in Ref. 2) that the vapor environment in the Ford and Lekic experiment can be regarded
as pure steam, i.e. the presence of non-condensable gas can be neglected. The flow conditions around the
droplets in the Ford and Lekic experiment are not clearly defined in Ref. 1), and it is known that droplets of
the sizes used can circulate and oscillate when moving at their terminal velocity.)) However it is considered
in Ref. 1) that the droplets can be treated as rigid spheres, which implies that the droplet velocities were small

during the period of measurement.
3. Analytical Solutions
Conduction (Ford and Lekic) model

Details are described in Ref. 1).  The rate of condensation is controlled by heat transfer in the droplet,
with negligible resistance at the droplet surface or in the vapor. Heat transfer in the droplet is due to

conduction only, and the droplet is assumed to be spherically symmetric:
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2
or(re) _ (a T 2 ar) 0

at a2 " Tor

The boundary conditions to solve Eq. (1) are that the droplet is initially at uniform temperature, and the
droplet surface immediately attains the saturation temperature. The additional boundary condition is the

heat balance at the interface:
i (OT) _ ) dR 2
or)._n  "Par
Equation (2) effectively states that the droplet growth is caused solely by accretion of mass due to
condensation. The resulting time-dependent equation for droplet growth is:
d(R?) _ 4KAT <O

ano:t 3
dt pr L. TP\ TRz )

n=1

In fact Ford and Lekic used an empirical approximation to Eq. (3) when comparing their predictions with

experimental results. They obtained the following equilibrium droplet radius:

Re c, AT\'/3 ¢, AT
:(1+"J ) =1+-% )

Ry 2 - 31

Conduction model with thermal expansion

Equations (2) to (4) neglect the thermal expansion of the droplet as it heats up. If thermal expansion

is taken into account, the boundary condition (2) becomes:

dR(p,T) ORdp ORdT k (dT 1_dT

&:—_p_}____:_(_) +_Rﬁ_ (5)
dt dpdt 0T dt Apg\odr/,—p 3 ~ dt

Equation (5) states that the droplet grows due to accretion of mass due to condensation, and due to thermal

expansion of the original droplet mass as it heats up. The equation for droplet growth is:

d(R?) 4KAT (. BA\\ m2at
T (1 + c_> 2 exp (—n2 2 > (6)

P/ =1

The equilibrium radius taking account of thermal expansion is:

R ¢, AT\*/? AT
2= AT1/3(1 ”—) =14 —
R = (L+FATY (142 +5(

Cp

~+5) (M

Comparison of Egs. (7) and (4) indicates that the thermal expansion enhances the droplet growth rate by

about fA/c, = 0.35 in the conditions encountered in Ford and Lekic's experiments.
4. Understanding of Phenomena

A review of direct contact condensation of steam on subcooled water droplets is available.?»4 The

main uncertainty in interpreting direct condensation experiments is whether droplets are circulating or
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oscillating, since both of these processes can enhance heat transfer in the droplet, and hence droplet growth,
significantly. The presence of non-condensable gas in the vapor can in principle slow the condensation
process, as can the molecular diffusion of steam at high condensation rates, but these processes were not
thought to be operating in Ford and Lekic’s experiment. A solution of Eq. (2) using a moving outer
boundary affects the predicted droplet growth rate slightly, but not significant.?) No theoretical models find

it necessary to consider non-equilibrium conditions at the droplet surface.
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

In the present study a test code to solve the heat and mass transfer equations related to the problem
was used to analyze the problem without directly using S-III. The use of this code has the advantage of
verifying the S-III constitutive equations without uncertainties caused by another models, and especially of
eliminating the error of EOS data from numerical solutions. The code calculations were performed with
thermophysical properties of water supplied by a program package, PROPATH?), which uses NBS/NRC

steam tables.?

The falling droplet is assumed to always contact the saturated vapor, and the surface temperature of
the droplet is at the steam temperature. The driving force of condensation is governed by the temperature
difference between the inside and surface of the droplet. With these assumptions the S-III HMT model

should solve the following conservation equations:

ap
L _r 8
3 ®)
dpe _
% =i, + ah(T, — T) ©9)
where the mass-transfer rate of condensation is given by

e ah(T,—T)

10
7 (10)
The HTC is given as follows from its definition:
oT
) (an
T,—T
In the standard S-III the HTC corresponding to Eq. (11) is expressed by:
h = k 12

with f = 0.2 for a quasi steady-state profile”, which is a standard value in S-III. In the test code, Egs. (8)
and (9) coupled with EOS were solved iteratively in the same way as the standard S-IIl HMT model does.
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In the reference case, the growth of droplet during condensation was calculated using the steady-state HTC,
Eq. (12), with f = 0.2.

5.2 Code Modifications
A test code was used to analyze the problem without directly using S-III.
5.3 Parametric Cases
5.3.1 Alternative Steady-State HTC
The reference case was repeated with an alternative steady-state HTC by specifying f = 0.15.
5.3.2. Conduction (Ford and Lekic) Model

The Ford and Lekic model is obtained by defining a constant water density and using the following

transient HTC:
b= 2k o T at mlat 3
3R R exp exp Rz (13)

5.3.3. Conduction Model with Thermal Expansion

The effect of thermal expansion of the droplet on the conduction model is obtained by using Eq. (13)

and allowing the water density to vary according to standard thermophysical properties.
6. Results
6.1. Reference Case

The normalized radii, R/R,, of droplet calculated by the S-III model with Eq. (12) is shown in Fig. 1
compared with the measured data for droplet subcoolings of AT = 50.0°C and AT = 33.7°C, respectively.
The standard S-III model, based on the steady-state HTC, considerably underestimates the transient growth

of droplet over most of the period observed, especially the initial rapid increase of droplet radii.
6.2. Alternative Steady-State HTC

Figure 2 shows the normalized radii calculated by the S-III model with a steady-state HTC defined by
f = 0.15 for a droplet subcooling AT = 50.0°C. The calculated droplet growth is, on average, a better fit
with the experimental data over the time period of interest, but underestimates the droplet growth on short

timescales and overestimates the growth on long timescales.
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6.3. Transient HTC based on Ford and Lekic Model

Figure 3 shows the normalized radii calculated by the S-III model with a transient HTC defined by
Eq. (13) and a constant water density, for a droplet subcooling AT = 50.0°C. The calculated droplet

growth agrees well with the experimental data, and is consistent with Ford and Lekic's calculation in Ref. 1).
6.4. Transient HTC based on Conduction Model with Thermal Expansion

Figure 3 also shows normalized radii for a droplet subcooling AT = 50.0°C calculated by the S-III
model using Eq. (13) and taking account of thermal expansion of the droplet. If thermal expansion is taken
into account the droplet growth is significantly overestimated. This result suggests that the agreement of
the Ford and Lekic model with the measured data is fortuitous since the non-negligible thermal expansion of

droplet is ignored in their model.
7. Conclusions

The investigation of steam condensation on a single water droplet has been inconclusive since the
measured growth rate of the droplet was not reproduced, and the discrepancy between theory and the
experimental results has not been resolved. Nevertheless the following points can be made:

a. The standard S-III HMT model cannot simulate the transient growth of a droplet during condensation
for the entire period of growth. A transient HTC in the droplet is necessary to predict the heat transfer
accurately, whereas S-I1I is constrained to use a steady-state HTC.

b. Nevertheless the standard S-III HMT model, with a steady-state HTC in the droplet, can be used to
vary the timescale in which the droplet attains equilibrium (by varying the value of the steady-state
HTC).

c. The agreement of Ford and Lekic's theoretical model with the experimental result seems to be
fortuitous since the thermal expansion of droplet is ignored.

d. The experimental results obtained by Ford and Lekic seem to imply that a thermal, or mass transfer,
resistance is operating, though it is not clear what the resistance is due to.

e. There appears to be no critical review of the Ford and Lekic result in the heat transfer literature. This
is mainly because most other experimental results pertain to flow conditions in which droplets are
circulating, or oscillating, which enhances heat transfer in the droplets and results in faster

condensation rates than observed in Ford and Lekic’s experiments.
8. Recommendations for Model Improvement

Although a transient HTC is required to accurately reproduce the droplet growth, it is not
recommended that this capability be implemented in S-III.  This is because S-III does not trace each droplet

history and so the general modeling of transient HTCs is impractical in the code framework.
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Nomenclature

a

: smear contact area of droplet-vapor interface [1/m]
: convective factor

: heat capacity at constant pressure [J/kg/K]

: specific internal energy [J/kg]

: heat-transfer coefficient [W/m*/K]

: condensate enthalpy, specific enthalpy of saturated
liquid [J/kg]

: thermal conductivity [W/m/K]
: local radius of sphere [m]

: radius [m]

: time [s]

: temperature [K]

: average temperature [K]

AT :initial droplet subcooling [K] T, — Ty
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Greek letters

a  :thermal diffusivity [m?/s] —
PCyp

, . , Ldp

[ :volumetric thermal expansion coefficient [1/K] -

: mass-transfer rate [kg/s]

r
A : latent heat of vaporization [J/kg/K]
p  :density [kg/m’]

p

: smear density [kg/m’]

Subscripts

0  :reference, initial condition

s :steam, vapor
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Fig. 1. Droplet radii calculated by S-III model with steady-state HTC defined by f = 0.2.
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Fig. 3. Droplet radius calculated by S-III model with transient HTC.
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Problem 5.2: Droplet evaporation
“Energy Conservation in Droplet Evaporation”

Yoshiharu TOBITA (PNC)

Outline of the Case

A single water droplet of 1 g at 158°C is placed in a container of 1 liter filled with saturated vapor at
100°C. The ambient pressure is 1 atm. The droplet begins to evaporate and finally the temperature of this

system reaches equilibrium value of 104.7°C.
1. Objectives of the Application

This application aims at checking the energy conservation during the vaporization and condensation
process in SIMMER-III.  In some SIMMER-III applications to experiment analysis and reactor condition,
the vapor temperature was found to increase higher than the liquid temperature by evaporation while the
vaporization continues to produce the vapor. This behavior seems strange from intuition and provided the
motivation to check the energy conservation during the evaporating process of a droplet placed in its own

vapor.
2. Description of the Experiment

To check the energy conservation during the vaporization process, two thermodynamic states were

defined.

State 1) A container of 1 liter contains water vapor of 1 atrn and liquid water of 1 g.
The temperature is 100°C.
The mass of the vapor is 1.0x10 m?/ 1.673 m3/kg = 5.977286x10 kg.
The total enthalpy in this system becomes
(5.977286x10* x 639.5) + (1.0x10- x 100.092) = 0.482309 J.

State 2) If 0.1 g of water vaporizes, the specific volume of the vapor becomes
10x10-3 m? / (5.977286+1.0)x10* kg = 1.4332220 m*/kg.
The saturation conditions which correspond to this specific volume are:
Temperature = 104.7°C, pressure = 1.2192 atm, and
total enthalpy in the system= 0.5415136 J.

If we give water droplet the required energy to cause the transition from state 1 to state 2, the

specific internal energy of the droplet becomes

(0.5415136 — 0.482309) / 1.0x10- + 100.092 = 159.29568 J/kg.
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The droplet temperature at this internal energy is 158°C. The preceding consideration provides the

following test case to check whether the energy is conserved reasonable during the vaporization process.

Geometry : 1 mesh system with rigid wall with the volume of 1 liter.
Initial condition of liquid: volume fraction = 9.581297x10* and temperature = 158°C.
Initial condition of vapor: pressure = 1.0 atm and temperature = 100°C.

The liquid droplet begins to evaporate and the system will reach to equilibrium state with uniform

temperature. The equilibrium temperature should be 104.7°C if energy is conserved during the calculation.
3. Analytical Solution

The analytical value of the equilibrium temperature is 104.7°C.
4. Understanding of Phenomena

In view of the stationary energy conservation between state 1 and state 2, the phenomena is well
understood. However, the transition behavior gives rise to a complicated situation. The vapor temperature
can increase even higher than the liquid temperature depending on the vaporization rate and heat transfer rate
from vapor to droplet. This overheating is caused by the mechanical work done on the vapor phase by
vaporization. A brief examination of this vapor temperature overshooting by Fischer is presented in

Appendix.
5. SIMMERC-III Representation
5.1. Geometry, Initial and Boundary Conditions for a Reference Case

A 0-D mesh was used with its radius of 5.64189 cm and height of 10 cm to make the volume 1 liter.
Initial and boundary conditions are explained in section 2. The radius of the droplet is kept constant at
1.0x10* m. The total mass of vapor becomes 0.58574 kg/m3, which is slightly lower than the value from
the steam table, 0.59775 kg/m3. However, the same initial liquid temperature of 158°C is assigned to
droplet since the difference of initial vapor density is thought not to cause significant influence on the total

heat balance in the system.

5.2 Code Modifications
None.

5.3 Parametric Cases

To investigate the effect of vaporization speed on the vapor temperature transient, the liquid side heat
transfer coefficient is divided by 10 and 100 in case 1 and case 2, respectively. In addition a case with the

droplet radius of 1.0x10~ m was performed.
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6. Results

The general temperature transient behaved as follows. The liquid temperature begins to decrease
due to the energy loss by vaporization while the vapor temperature increases by the mechanical work done
by vaporization. The saturation temperature goes up according to the pressure increase too. The
vaporization ceases when the liquid temperature and saturation temperature becomes equal and thereafter the
vapor and liquid temperature approach each other by heat conduction. Uniform temperature. After enough

time, the system reaches thermal equilibrium with uniform temperature.

In the reference case (case 0) plotted in Figs. 1 and 2, the vapor temperature exceeds the liquid
temperature at 4 ms while the vaporization continues because the liquid temperature is higher than the
saturation temperature. The liquid temperature and saturation temperature become equal at about 30 ms.

Thermal equilibrium is achieved after 500 ms.

In order to check the effect of vaporization speed to the transient behavior of temperature, the heat
transfer coefficient in liquid droplet was divided by 10 and 100 in the cases 1 and 2, respectively. This
operation reduces the vaporization speed by a factor of 10 and 100 in the framework of rate-limited
vaporization model in SIMMER-III. The results of these two cases were plotted in Figs. 3 and 4. The
liquid temperature transient shows the almost same behavior as Fig. 1, whereas the time scale in these graphs
were 10 and 100 times larger than Fig. 1. This means that the liquid temperature change is dominated by
the energy loss due to vaporization only. In contrast to the similarity in liquid temperature, the vapor
temperature bebaviors show big differences between each case. This is because the slow vaporization
allows the vapor to transfer the heat to the liquid surface of which temperature is assumed to be saturation

temperature.

In addition to the cases discussed above, the case in which the droplet radius was divided by 10 was
performed. The calculated temperatures are plotted in Fig. 5. In this case, the reduction of droplet radius
changed the heat transfer rate from vapor to droplet with the same factor as vaporization rate. Therefore,
the relative relationships among the liquid, vapor, and saturation temperature did not show any change from

the reference case while the time scale of the phenomena was reduced by a factor of 10.

The temperatures and the macroscopic densities of liquid and vapor at the calculated thermal
equilibrium condition are shown in Table 1. The mass of vaporized liquid is very close to 0.1 g and the

predicted equilibrium temperature is very close to the theoretical prediction in all cases.
7. Conclusions

A vaporization of droplet was analyzed by SIMMER-III. The energy conservation during

vaporization was checked by comparing the equilibrium temperature with theoretical prediction. The

- 289 -



JAEA-Research 2019-009

calculated temperature agreed with the theoretical value in all cases performed and thus the energy

conservation in the vaporization model of SIMMER-III was confirmed.
8. Recommendations for Model Improvement

None.
9. References

None.
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Table 1. The comparison of SIMMERG-III results and theoretical prediction.
temperature (K) density (kg/m3)
liquid vapor saturation vapor liquid
Initial condition 431.09 373.15 372.69 0.58574 0.87405
E | Theory 377.85 | 371.85 377.85 0.68574 0.77405
= Case 0 377.44 377.93 377.44 0.68379 0.77600
=
g Case 1 377.45 377.98 377.44 0.68370 0.77609
E Case 2 377.69 377.45 377.38 0.68388 0.77461
L]
= Case 3 377.40 377.40 377.40 0.68391 0.77588
440 L 1 1 1 I I T T L] T T I E i 1 1 1 ] I I ] _
430 ——liquid temp. |7 E
—-—--vapor temp. .
A0, Plesssmasne e por temp.  § . -
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g 410 e R TR — e i
- - :
= - :
390 E, ....................... ............................ ﬁ ....................... _:
iy .
3 80 3_ ........ = "___ _____ , _*_ _E
370 - TR | I I L E [ | R ]
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Fig. 1. Temperature transient in case 0.
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Fig. 2. Temperature transient in case 0 (from 0 s to 0.8 s).
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Fig.3. Temperature transient in case 1.
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Appendix to Problem 5.2 report: Comments on the V/C equations
E.A. Fischer

Vaporization and Condensation in SIMMERC-III is based on a heat-flux limited mass transfer concept.
S-III calculations for vaporization of a superheated liquid in a closed cell showed an overshoot in the vapor
temperature, above the liquid temperature, which was not immediately understood. Seemingly, heat was
transferred from a colder to a hotter medium, which contradicts the Second Law. To clarify this point, look

at the S-III heat-flux limited mass transfer model for V/C.

The vaporization or condensation rates are

I“gl=+ for g >0

lg — Lleon
I, = —q for g <0
g
lyap — U
where the heat flux q is

q= ahlg(Ti - Tl) + ahgl(Tl - Tg)

These equations must be combined with the conservation equations for mass and energy The denominator
is the heat of vaporization, which is the difference in enthalpy between liquid and vapor The interface

temperature is defined as the saturation temperature

T, = Tsat(pg)-

The same model (with minor modifications) was used in SIMMER-II, and in other codes like RELAP

and TRAC. To understand the temperature overshoot, let us look at specific processes:

* Vaporization at constant pressure:
In this case, the S-111 energy equations are equivalent to the simple heat balance equation:

. 4 (1 1)
ig—i=e;,—e+p|l———
g T ™ Py P

No temperature change is expected in this case.

* Vaporization at constant volume
One can think of this as a sequence of three processes:
1) vaporization at constant pressure, using the heat of vaporization
2) compression of the vapor to its original volume; this heats the vapor above the liquid temperature.

3) the vapor cools to the liquid temperature by heat conduction
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The first two processes occur .simultaneously, and much faster than the third one. Thus, heating of
the vapor is due to compression, not to heat transfer. The vapor energy equation reads (at constant

volume)
de
Pg d_f =Iig (ivap - eg) + ahgl(Tl - Tg)

As hyg > hg, the first term dominates at short times, leading to rather rapid vaporization, and heating
of'the vapor. The vapor then cools to the equilibrium temperature on a time scale determined by the second

term, i.e. by hg;, which is much more slowly than the initial vaporization and heating.
One further comment:

I have not found a convincing derivation of the above V/C model in the literature. One can, however,
show, that the equations follow, in good approximation, from the principles of irreversible thermodynamics.

The proof is too lengthy to be reproduced here.
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Problem 5.3: Vapor bubble collapse
“Yapor Bubble Collapse in a Subcooled Liquid”

David Brear and Koji Morita (PNC)

Outline of the Case

A single, spherical vapor bubble collapses, driven by condensation in a slightly subcooled liquid.
The bubble has a slow, constant translatory motion, contains some non-condensable gas, and remains
approximately spherical during collapse. For these idealized conditions, an analytical model is available,!
assuming potential flow of the liquid around the bubble and collapse controlled by heat transfer, rather than

by inertial effects.
The experiment was designed to approximate these conditions as well as feasible.
1. Objectives of the Application

This application concentrates on a verification of the SIMMERC-III heat and mass transfer model, and
of the heat transfer coefficients, because the controlling mechanism in the collapse process is heat transfer in

the liquid. The application does not provide a test of the interfacial area model.
2. Description of the Experiment

The experimental conditions and the results for four translatory bubbles are described in Ref. 1).

Liquid and vapour are water. The experimental procedure was basically as follows:

A bubble (initial radius between 1.4 and 3.9 mm, depending on the experiment) was released in the
decompressurized test chamber with an imparted slow velocity (by having the test chamber fall under reduced

gravity conditions). Then, the pressure was rapidly increased (within 2-3 ms) to atmospheric.

The bubble was continuously photographed, to obtain the radius versus time history. The motion
pictures showed oscillations of the bubbles along their major and minor axes. The reported radii (Fig. 1)
are averages over the oscillations. Due partly to the presence of non-condensable gas, the collapse ceased

at a persistent radius.

Results for four bubbles are reported in Ref. 1). The bubble radii, the translatory motion and the
subcooling varied in all four cases. In the experiment modeled with SIMMER-III, the subcooling was 4.5

K, the bubble was translating at 5.5 cm/s, its initial radius was 1.43 mm, and the collapse took about 40 ms.
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3. Analytical Solution

Heat transfer in the liquid is not spherically symmetric because the bubble is moving. Two solutions

for this problem are available.

First, there is a detailed solution for the problem of a heat transfer controlled collapse, described in
Ref. 1). This analytic model involves the energy equation in the liquid, with non-symmetric moving
boundary conditions, and also the liquid momentum equation which is written assuming potential flow
around the bubble. The differential equations are coupled by the energy balance condition at the bubble
surface. The system was solved numerically. The results agree rather well with the experiment, except

for one run, in which the bubble exhibited highly oscillatory behavior (Run 1870 in Fig. 1).

Second, a formulation was developed to verify the SIMMERC-III results by an independent calculation.
This approach uses a steady-state Nusselt number heat transfer correlation and leads to a fairly simple
expression for the time dependent bubble radius. The results of this calculation should agree well with the

SIMMER-III calculation.
4. Understanding of Phenomena

Experimental results are consistent within acceptable errors, and there is reasonable agreement
between the theoretical curves and the experimental data (see Fig. 1). Thus, the phenomena addressed in

the experiment can be considered well understood (except for the initial oscillations, of the bubbles).
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

A 1-D mesh was used, with the vapour bubble located in he bottom mesh of a column of 3 meshes.
The mesh scheme, geometry and initial conditions for experimental Run 1680 are illustrated in Fig. 2. A
pressure boundary condition was imposed at the top surface, with continuous inflow/outflow of materials

allowed.
5.2 Code Modifications

If it is attempted to directly model a translating vapour bubble using SIMMERC-III, the single vapour
bubble tends to break up, and vapour convects from one mesh to another, making it difficult to distinguish

between vapour loss by convection and condensation.

Therefore, to simulate the heat and mass transfer aspects of the case, the heat and mass transfer routines
only were coaxed into modeling single, moving bubbles. Ad-hoc change was introduced into subroutine
VCHMT to: (a) collect all the vapor in the bottom cell into a single bubble, with appropriate surface area,
and (b) ensure the liquid-side HTC is appropriate to the measured bubble velocity.
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5.3 Parametric Cases

To estimate the influence of non-condensable gas on the bubble collapse, the contact area available
for heat and mass transfer was reduced according to the non-condensable gas partial pressure (i.e. setting

input data item FPG4L=1). In addition, the influence of the time step size was investigated,
6. Results

The step change in pressure effected on the system causes temporary oscillatory befiaviour in the
SIMMER-III simulation. The oscillations are inertial, and are a function of the mesh geometry used.
Therefore the calculation was compared to the measured results only after the oscillations are sufficiently
damped. This is still short (about 10 ms) on the timescale of the bubble collapse. It was ensured that

vapour is not convected out of the bottom cell after this time.

The SIMMERC-III calculation is compared with the measured results in Fig. 3.  Collapse is calculated
on approximately the right time scale, but the rate of collapse is underestimated by about a factor of 2 (Time-
step size is influential only in the oscillatory phase). The shape of the radius versus time curve, however,
differs not only from the experimental results, but also from the detailed analysis reported by Wittke and

Chao (Fig. 1).

The bubble radius was calculated independent of SIMMER-III by the simple formulation described in
Section 3, using the conditions measured for experimental Run 1680. The approximate fonnula reproduces
the SIMMERC-III results almost exactly, which verifies that there is no anomaly in the code calculations.
The time-dependent temperature gradients reported by Wittke and Chao were compared with the gradients
implicit in the SIMMERC-III calculation. At small times the gradients calculated by Wittke and Chao are
much steeper than those used in SIMMER-III.  From this, it is concluded that the different shapes can be
attributed to the use of steady-state, rather than transient, heat transfer coefficients in SIMMER-IIL. -

The detailed analysis by Wittke and Chao calculates heat transfer based on potential flow around the
bubbles, which is appropriate if there is free circulation inside the bubbles. However the HTCs calculated
by SIMMER-III are based on rigid sphere empirical correlations. Therefore the simple formulation of
Section 3 was used to calculate the collapse of the bubbles using a Nusselt number appropriate for a freely
circulating bubble. The results are shown in Fig. 5. The calculated rate of bubble collapse is improved

considerably if a Nusselt number which takes account of internal circulation is used.
The influence of the FPG4L parameter was found to be negligible (Fig. 4).
7. Conclusions

SIMMER-III has been successfully used to simulate a translating vapour bubble collapsing in
subcooled liquid. The analysis has concentrated on the heat and mass transfer aspects of bubble collapse.

In addition, the heat transfer behaviour of SIMMER-III has been verified by an independent calculation.
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The calculated collapse is approximately on the same timescale, though somewhat slower than
observed. The application provides a verification of parts of the heat and mass transfer model of the code
within its known limitations. The difference between the calculated and observed collapse is partly
attributed to the use of steady-state, rather than transient heat transfer coefficients in SIMMER-III, but mainly

to the influence of circulation in the bubble on the external heat transfer coefficient.

The influence of non-condensable gas in reducing the rate of heat and mass transfer could not be
quantified due to the small amount of gas present in the experiment. Thus, a value for input variable FPG4L

cannot be recommended on the basis of these experiments.
8. Recommendations for Model Improvement

The heat transfer coefficients used to calculate heat transfer from droplets and bubbles in SIMMER-

III should be modified to take account of the effect of internal circulation.
9. References

1) D.D. Wittke and B. T. Chao: "Collapse of Vapor Bubbles with Translatory Motion", J. Heat Transfer,
Vol.89, pp. 17-24, Feb. 1967.
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Pressure boundary condition
Pr=99659 Pafort>0 Initial_Condition

Void fraction = zero
5 mm

{ Single-phase cell
: ] Liquid temperature = 95.06 deg C

Void fraction = zero
Liquid temperature = 95.06 deg C

Reference cell

5 mm

Void fraction = 0.051

7 Cell containing Gas temperature = 95.06 deg C

{vapour (bubble) Steam partial pressure = 84365 Pa

Noncondensable gas pressure = 600 Pa
Water temperature = 95.06 deg C

5 mm
Mesh cell length, Lc = 5 mm

Water column length, L = 15 mm

Fig. 2. Model and initial conditions for SIMMER-III representation of vapor bubble collapse in
Experiment 1680.
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Problem 5.4: Rapid fuel vaporization
“Rapid Fuel Vaporization”

W. Maschek, S. Kleinheins, C.D. Munz, E. Hesselschwerdt (FZK)

Outline of Case

During superprompt critical nuclear excursions the fuel is rapidly heated above its boiling point and
vaporizes. The vapor pressure build-up leads to a material disassembly and to nuclear shutdown. If a
significant superheating of the fuel could take place this shutdown could be delayed and the energy yield
would be increased. Another mechanism which can lead to rapid material disassembly is the build-up of

single phase pressures when the heated material expands and the void regions are eliminated.

The SIMMER-III Code is tested if it is capable to describe such rapid heating processes with material
expansion and pressure build-up. Both theoretical considerations and experimental results from rapid

vaporization tests (EEOS-12) serve as a basis for comparison.
1. Objectives of the Application

During superprompt critical nuclear excursions (e.g. caused by a recriticality) the fuel of an assembly
is rapidly heated above its boiling point and vaporizes. The heating rates during such an excursion go up to
a few 10° K/s. The vapor pressure build-up leads to an acceleration of the material and the material
disassembly results into a rapid nuclear shutdown. If a significant transient superheating of the fuel could
take place, the pressure build-up and the nuclear shutdown could be delayed and the energy yield of the
excursion would increase. Another important mechanism which can lead to rapid material disassembly and
nuclear shutdown during a nuclear excursion is the build-up of single phase pressures. Under the rapid
heating the fuel expands and any void region in the material-configuration is eliminated. The SIMMER-III
CodeD is tested if it is able to describe such rapid heating processes with pressure build-up.  Both theoretical
considerations? and experimental results from rapid vaporization tests (equation of state experiment: EEOS-

12)*-4 serve as a basis for comparison.
2. Description of Experiments

In the case of a significant transient superheat the fuel vapor pressure build-up would be delayed
leading also to a delay in the material disassembly process. This problem was addressed in a paper by
Fischer and Maschek.? In this investigation a bubble dynamics model was used to estimate the fuel
superheat during an excursion for a heating rate of 400 K/ms. The results lead to the conclusion that
superheat in the order of 20 K is to be expected, which is negligible in an excursion analysis. In-pile

experiments by Reil and Breitung®> 4 showed no indication of any significant superheat and thus confirm in
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a broad sense the results of Ref 2). A somewhat different situation arises when fission gas release builds
up a significant pressure before the fuel vaporizes. This case occurs with irradiated fuel, and was studied
in the "effective equation of state" (EEOS) series of in-pile experiments by Breitung and Wright.>> The
fission gas pressure is typically 2 to 3 MPa when the fuel reaches the liquidus point. A model for the
interpretation of the EEOS experiments with irradiated fuel was developed by Fischer®; it is in part based on
the bubble dynamics model of Ref. 2). The results of both theory and experiment are that in the initial part
of the transient, the pressure is essentially determined by the fission gases. However, when the fuel reaches
the boiling temperature determined by the inert gas pressure, rapid vaporization occurs, and tbe pressure then

follows the fuel vapor pressure curve. It is, however, not the sum of inert gas and fuel vapor pressure.
3. Analytical Solution
None.
4. Understanding of Phenomena
Based on the experiments® and the analytical investigations® the phenomena are understood.
5. SIMMERC-III Representation

Two types of SIMMER calculations were performed. In a first series of calculations vaporization
into the vacuum was simulated. In a second series the evaporation into a gas atmosphere of 20 and 35 bar
was simulated. In SIMMERC-III the thermal expansion of fuel is treated. Thus any void space in a material
probe with fixed boundaries is eliminated when the temperature increases and single phase pressures are built
up. In the case of evaporating into a gas atmosphere the gas is additionally compressed during the heat-up

process.
5.1 Geometry, Initial and Boundary Conditions

For the calculations a two cell geometry with rigid boundaries has been chosen with the initial liquid
fuel temperature of 3100 K.  The power of 8x10% W is deposited in a step like fashion during a time window
of ~ 22 ms, a heating rate of 400 K/ms and 650 K/ms is reached in the fuel sample depending on the mass of

the sample.
6. Results
6.1 Evaporation into Vacuum

By the calculations of evaporation into the vacuum the vapor equation of state should be checked and

especially the resulting superheat during evaporation should be calculated.

In SIMMERC-III the predicted superheat depends on the available void fraction as the available space

determines the amount of fuel vapor needed to build up a certain pressure. With a higher initial void fraction
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the superheat should therefore increase. In the calculations the initial void fraction is transiently reduced

during the heat-up by fuel expansion.

For the current calculations two different fuel samples of the same size but with different void fractions
of ~ 30% and 55% were assumed. The power input resulted in heating rates of ~ 420 K/ms and 650 K/ms,

respectively.

The results of the evaporation calculations are displayed in Fig. 6.1 (pressure), Fig. 6.2 (fuel

temperature), Fig. 6.3 (single phase pressure build-up) and Fig. 6.4 (superheat).

The calculations were performed with the default values of the interfacial area model, especially to
mention the input quantities:

NMAX = 10'! (Maximum nucleation site density)

TAUNUC = 10 (Nucleation time constant)

CTHETA = 10° (Coefficient in the exponenl of nucleation site density equation)

Those quantities could have a direct influence on the vaporization process.

In the Figs. 6.1 and 6.2 the pressure and temperature traces during the fuel heatup are given for both
void fraction cases. With the lower void fraction the thermal expansion of the fuel leads to a rapid pressure
increase by the build-up of single phase pressures after ~ 11 ms (Fig. 6.3). For the higher void fraction no
single phase conditions are reached under the given conditions. The superheat developed during the
excursion is displayed in Fig. 6.4 for the higher void case and shows that a superheat of approximately 30 K
is calculated. The superheat is rather constant over the temperature range. This value is in quite good
agreement with the predictions given by Ref. 2) where for a 400 K/s temperature ramp a superheat of 20 K
is given. When calculating the saturation temperature 7sa: = Tsar (Psar) and when comparing with the relation
Psar = Psar (Tsar) it was noted that the fit of the Ts.r curve shows some deviations when comparing with the Psar
curve of up to 2%. This translates into a temperature deviation of 10 - 15 K.  The above results concerning

the superheat must be seen under this uncertainty range.

To check the sensitivity of the evaporation model with relation to the parameters NMAX, TAUNUC
and CTHETA, the parameters were chosen as NMAX = 10!2, TAUNUC = 10° and CTHETA = 5000. The
calculations revealed that only a negligible influence .is exerted. by these parameters in the tested .range. In
an additional calculation the maximum bubble size was reduced from 107 to 10° m thus directly increasing

the surface area. As expected in this case the superheat was reduced to approximately 2 K.

In conclusion one can state that the superheat is calculated in good agreement with the theoretical

results of Fischer and Maschek? and also with the experimental evidence.

When heating up the fuel the liquid expands as is shown in Fig. 6.5. The extrapolation of the
Drotning” data was suggested in Ref. 9):
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p(T) = 8860 — 0.916(T — 3120)

This relation is formulated in SIMMER-III in terms of the specific volume.
6.2 Evaporation into an Inert Gas Atmosphere

In these calculations the fuel cells were pressurized with an inert gas with 20x10° Pa and 35%10° Pa
at the liquidus point. Again the default values in the IFA (interfadal area) model were used for the
calculations. With respect to the initial conditions and the heating rate, the calculations performed can be
compared to the experiment EEOS-12 with irradiated fuel. ©-® The measured pressure trace and the
analysis from Ref. 6) (shaded area) are shown in Fig. 6.6. The important result is that the pressure buildup
in the early part of the transient is essentially (but not completely) determined by the fission gas pressure,

until the fuel starts boiling. Then, the pressure follows the vapor pressure curve of the fresh fuel.

Thus under the rapid heating conditions of the experiment, the total pressure over irradiated (U, Pu)
oxide is controlled by a suppression mechanism. At any given temperature, the fission gas components
suppress fuel boiling if their pressure Pgus is higher than the fresh fuel saturation vapor pressure P of
unirradiated fuel. If Ps. exceeds Pgas, the total pressure is, to a first approximation, equal to Pswr. Under
the millisecond heating in the experiment, the total pressure from irradiated fuel may be taken as Py,s = max
(Pgas, Psar). In the EEOS-12 experiment the boiling point was reached at approximately 5150 K. The

pressure then follows the vapor pressure curve.

The SIMMERC-III calculated pressure-temperature dependency is plotted into the experimental
pressure trace of Fig. 6.6. As can be seen the exact experimental pressure development is not fully
reproduced by SIMMER-III. In the early part of the transient up to the boiling point, SIMMER-III can
partly calculate the pressure increase with its thermal expansion model. When boiling is reached at 5150 K
the calculated pressure is higher by approx. 40% compared to the experimental value. The difference in the
pressure development between evaporation into vacuum and against a pressurized gas, as calculated by
SIMMER-III can be seen in Fig. 6.7. The pressure is higher when fill gas is available because SIMMER-
IIT considers the gas pressure and the fuel vapor pressure as partial pressures and adds them. In Fig. 6.8 and
Fig. 6.9 the pressure and temperature traces are given for the evaporation into a pressurized gas atmosphere.
The pressure increases slowly at the start of the power transient which is caused by a compression of the inert

gas.

That the SIMMERC-III results do not fully agree with the experimental results is not surprising, as the
SIMMER-III code has not a detailed bubble dynamics model. In SIMMERC-III the gas and vapors present
in a cell are in the same bubble population, and the pressure is the sum of the partial pressures. In the early
part of the transient the gas temperature in the calculations lags considerably behind the liquid fuel
temperature (~ 300 K) because the large bubbles in the liquid are at rest. The heat transfer area is small and

therefore the thermodynamic pressure increase due to temperature rise is not well predicted. In addition

- 307 -



JAEA-Research 2019-009

SIMMER-III produces very little vapor below the boiling point. According to the bubble dynamics and
mass transfer model in Ref. 2) nearly half of the pressure in the gas bubbles at the boiling point is due to fuel

vapor.

Finally the influence of the time step size was investigated. For the calculation with 20 bars of fission
gas pressure the timestep was reduced by a factor of 10. As can be seen in Fig 6.10 the influence of time
step size is marginal. Thus, one can conclude that SIMMER-III simulation shows some deviations in the
early part of the transient, but they can be explained by the limitations of SIMMER-III modeling. In the
later part, SIMMER-III agrees well with the experiment.

7. Conclusions

The SIMMER-III code describes rapid vaporization processes with sufficient accuracy. The

superheat which drives the evaporation process is calculated in good agreement with theory and experiment.
8. Recommendations

When recalculating the EEOS-12 experiment (evaporation against a fission gas pressure) the early
pressure increase up to fuel boiling cannot be recalculated fully satisfactorily. A more detailed bubble
dynamics model e. g. discerning between gas and vapor bubbles would be necessary to match the detailed
features of the EEOS-12 experiment. Such a model is however beyond the scope of the code and might not

be of importance when using the code for accident simulations.
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Fig. 6.2. Fuel Temperature development of the rapid vaporization test into vacuum for material
void fractions of 30% and 55%.
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Problem 5.5: Boiling in a pipe
“Boiling in Pipe”

Yoshiharu TOBITA (PNC)

Outline of the Case

This case is EPRI Numerical Benchmark Test 1.3. Saturated water enters a duct of uniform
rectangular cross-section. The first quarter of its length is unheated, but heat is supplied to the remainder

of the pipe at a fixed rate, causing boiling, and a consequent acceleration of both liquid and vapor.
1. Objectives of the Application

This application is aiming to test the numerical algorithm in predicting the acceleration of two phase
flow by its own boiling. Since the momentum exchange function (MXF) between vapor and liquid is given

as the analytical condition, this application does not provide a test of the interfacial area and MXF model.
2. Description of the problem

This case is EPRI Numerical Benchmark Test 1.3.) Saturated water enters a duct of uniform
rectangular cross-section. The first quarter of its length is unheated, but heat is supplied to the remainder
of the pipe at a fixed rate, causing boiling, and a consequent acceleration of both liquid and vapor. Three
cases are considered:

(1) in the first, the influence of gravity is totally neglected;
(2) inthe second, the duct is vertical, with flow from bottom to top, and the effect of gravity is accounted
for;

(3) in the third, the pipe is horizontal, and the effect of gravity is again taken into account.

The task is to predict the distributions of steam and water velocities and enthalpies, of pressure and of
volume fraction, along the pipe. Special interest attaches to comparisons between the three cases. The
third case was not analyzed in this study because Cartesian coordinate option had not been available at the

time when this study was performed.

In order that attention can be concentrated upon other matters, the thermodynamic and other properties
of the liquid and vapor are to be represented in an idealized manner. Specifically:
- the densities p; and p, are taken as 1.0 and 1.0x103 kg/m?;
- the saturation enthalpies of the two fluid are regarded as independent of pressure and as therefore
having constant values, namely 2.5x10¢ and 4.0x10° J/kg;
- the effects of viscosity and thermal conductivity, other than those introduced indirectly by way of the

constitutive models (see below), are to be neglected.
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Inter-phase friction is supposed to obey the law:

fiz = cajazpy(uy — uy) (D

where f;, is the force per unit volume of space exerted by phase 2 on phase 1, the value of ¢ to be used is
50.0. Inter-phase heat transfer is to be calculated from the presumption that the phase-to-interface heat-
transfer rates are equal to the corresponding enthalpy differences times c;ca,a,, and ¢; is equal to 0.01 for
the vapor-to-interface transfer and to 1.0 for the liquid-to-interface transfer. The interface enthalpies are

taken to have the saturation values of the phase in question.

The inter-phase mass-transfer rate is to be deduced from a heat balance over the interface, the net heat

transfer being balanced by the enthalpy increase experienced by the vaporizing water.
3. Analytical Solution

None.
4. Understanding of Phenomena

Although no experimental data is available, several computer codes were applied to this problem.
Despite its apparent simplicity, the differences between each code were not small. ~ For the case of no gravity,
the void fraction and vapor velocity is deduced by simple energy balance consideration by Spalding.) The
void fraction at outlet is estimated to be 0.833 and outlet velocity 0.0501 m/1s, and the acceleration pressure

loss 0.496 Pa.
5. SIMMERK-III Representation
5.1 Geometry, Initial and Boundary Conditions for a Reference Case

A one-dimensional mesh was used, with 100 axial meshes as recommended by the benchmarking
specification. Because the flow is in steady-state, initial conditions are not part of the problem specification.
Since SIMMERC-III only analyzes the transient phenomena, the calculation was started from the situation that
the pipe was filled with single phase water. At the inlet to the duct, water is supplied at the mass rate of
10.0 kg/m?/s, with a momentum per unit mass of 0.01 m/s. At the outlet from the duct, the pressure is at
the reference value; this may be set to zero or at arbitrary pressure, because the absolute value of pressure
has no influence upon the calculation whatsoever. The heat transfer from the pipe wall is to be presumed
to enter the liquid only, at the rate of 0.5 J/kg/s; this occurs for the range 0.25 <z<1.0m. In SIMMER-III

representation, this heat input is supplied as volumetric heat generation per unit mass.

In the present calculations, the SAEOS model was used to evaluate the physical properties of vapor
and liquid. The constant values of vapor density and saturated enthalpies of vapor and liquid cannot be

reproduced by the SAEOS model. However the latent heat of vaporization was adjusted so as to be a

- 317 -



JAEA-Research 2019-009

constant value, 2.1 MJ/kg, which is the difference between the saturated vapor and liquid enthalpies

designated in the problem.
5.2 Code :Modifications

In order to realize the specifications on the material properties and constitutive models noted in section

3, some parts of the code were modified.
6. Results

The calculated pressure, void fraction, and velocity distribution is plotted for case 1 and case 2 in Figs.
1 — 8. Each case will be discussed in tum. In both cases the location at which the vaporization starts
shifted slightly to downstream by 0.05 m. This is because the inlet temperature is slightly lower than the
saturation temperature at the local hydrostatic pressure at 0.25 m. Though it is possible to set the boiling
point to 0.25 m exactly by performing try-and-error procedure in selecting the inlet temperature, we can put
up with this discrepancy because it does not affect the calculated results greatly and the try-and-error process

requires enormous computer resources because the number of meshes used in this study is rather large.
Case 1. No gravity

The differences of velocity between the phases are small in this case, for the friction constant specified.
The velocities calculated by SIMMER-III are in agreement with the ones by IMPI as shown in Figs. 5 and 7.
The predicted void fraction distribution agreed with IMPI and PHOENICS, the pressure distribution is also
close to SABENA and MINCS. However, SIMMER-III calculated the pressure gradient from the pipe inlet
to 0.25 m where no velocity increase is calculated and hence the pressure must be kept constant. The cause
of this problem is not clear for the moment. One explanation is the numerical precision is not enough to
resolve the small pressure difference around 0.5 Pa because the system pressure in this study is set to 0.1

MPa to prevent the water boiling.
Case 2. Longitudinal gravity

The influence of gravity along the duct ensures that SIMMER-III agrees with the other codes with
regard to pressure distribution (Fig. 2), no doubt because the hydrostatic influence dominates. The predicted
void fraction is in agreement with MINCS. The vapor velocity distribution is in good agreement with
PHOENICS and SABENA. The liquid velocity predicted by SIMMERC-III is consistent with the one by
PHOENICS and MINCS.

7. Conclusions

SIMMER-III has been used to simulate a boiling in a pipe flow with volumetric heating. The
calculated distribution of pressure, velocities and void fraction agreed with the other codes. The self-

consistency between energy deposition, fluid acceleration, and pressure loss was checked throughout the
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comparison with PHOENICS code and this proved the validity of basic numerical algorithm of SIMMER-
II.

8. References

1) D. B. Spalding et al., “Problem specification and collated solutions of the two-phase numerical-
benchmark experience 1986-7”, DOE/EPRI Second International Workshop on Two-Phase Flow
Fundamentals, 16-20 March, 1987, Troy, New York.
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Problem 5.6: Vapor condensation on structure
“Condensation of Vapor on Cold Structures”

Dirk Wilhelm and Fabien Boulanger (CEA-G)

Outline of the Case

In EXCOBULLE I-ter experiments, a mass of water is suddenly vaporized in the center of a cold steel
box. It then condenses at the wall. The pressure transient is recorded at the wall. The calculation of this

test allows to check the condensation models at walls in the code.
1. Objectives of the Application

This exercise was initiated to study the effect of condensation on structures. This effect may have
been a reason for the discrepancies of heat fluxes in the cover gas region of the SEBULON experiment

calculations, which is reported in Problem 5.7.

The present exercise is to recalculate two EXCOBULLE I-ter experiments in which the main

expansion volume is either void or filled with a non condensable gas.!
2. Description of the Experiment

The EXCOBULLE I-ter experiment consists of a cubic steel box with an open volume of 1.3x10-3 m?
and with a wall at room temperature. In the center of the box, a glass sphere containing 15 cm? of water at
140°C and 3.7x10° Pa is broken at time zero to release the water which evaporates rapidly. Consequently,

the water vapor condenses at the cold steel wall.

During the first 100 ms, a pressure transducer, mounted into the lateral wall, records the transient.
The pressure rises shortly after the rupture of the glass sphere, and the gradually decreases, to small values if

there is no non condensable gas present, to larger values if there is.
3. Analytical Solution

This basic problem is a test case for multiphase codes. A specific analytical model using the kinetic

theory of condensation can be found in Ref. 1).
4. Understanding of Phenomena

The condensation rates during such an expansion with non condensable gas cannot be described by
standard theory derived from the Nusselt model for liquid metals. The resistance due to the presence of non
condensable gases must be expressed by the vapor diffusion through the layer of gases which accumulates at

the interface.
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5. SIMMERC-IIT Representation
5.1 Geometry, Initial and Boundary Conditions

A 2-D mesh in Cartesian co-ordinates was used, as illustrated in Fig. 1. The volume inside the glass
sphere is cell (1,4) in the very center. The calculations were only possible-because the single phase water
which was originally confined to cell (1,4) was distributed over two cells, (1,4) and (2,4) which resulted in
two-phase conditions at time zero. The initial pressure in the water cell is 3.719x10° Pa by the EOS of the

code. The initial code water mass is 1.614x102 kg which is larger than the 14 g water of the experiment.
5.2 Parametric Cases

Two cases were recalculated: first with non condensable gas in the box, second without. Two

differencing schemes were tested.
6. Results
6.1 Case with non condensable gas

The non condensable gas pressure is set at an initial partial pressure of 0.15 bar. It was run both on
higher order differencing and on donor cell differencing. Figure 2 shows a comparison of experimental
pressures with the S-III result using donor-cell differencing. Higher order differencing produces a higher

peak at 2 ms, the rest of the transient being very similar.

The results show that the terminal pressure is too small. The code overestimates condensation at the

presence of an inert gas. This finding is conservative and should be regarded as appropriate.
6.2 Case without non condensable gas

The experimental gas pressure in the void was initially 0.1 Pa. Because of EOS limitations, this
pressure had to be raised to 1000 Pa. Figure 3 shows a comparison of experimental pressures with the S-
III result. The pressure peak in the beginning is calculated well, the pressure drop is slightly too fast, the

terminal pressure is good. The code represents the condensation under void well.
7. Conclusions

The code overestimates condensation at the presence of an inert gas, but this is conservative and shoold

be regarded as appropriate. The code represents the condensation under void well.

The recalculations of the EXCOBULLE I-ter experiments showed reasonable agreement between
experimental and code pressures. This implies that rapid condensation is being modeled correctly for

transients lasting several hundred milliseconds at small vapor densities.

- 325 -



JAEA-Research 2019-009

8. Recommendations for Model Improvement
None.

9. References

1) G. Berthoud: Etudes des phenomenes de recondensation d'un fluide diphasique chaud en presence de

gaz incondensables, Report CEA-R-5229, CEN/Grenoble, 1983
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Problem 5.7: Boiling pool with wall heat transfer

“Boiling Pools with Heat Transfer to the Wall”

Dirk Wilhelm and Fabien Boulanger (CEA-G)

Outline of the Case

A UOz molten pool is simulated by a 2-D water pool in a laterally cooled steel box. The lateral heat
fluxes are measured and the pool dynamics is visualized. A steady volumetric power is injected and the
pool response is recorded. Large efforts has been devoted to analyze those experiments. They are a
relevant situation to check the ability of codes to describe the complex situation encountered in boiling pool

configuration.
1. Objectives of the Application

The behaviour of a boiling pool of molten core materials is subject to a large uncertainty because it is
difficult to study it on a real scale. An attempt was made in the experiments SCARABEE BF2 and BF3.D
At the same time, the SEBULON experiment was perfonned at CEA Grenoble to study the fluid dynamics
boiling pool.?)

2. Description of the Experiment

The SEBULON experiment was perfonned to study the fluid dynamics of a volume-heated boiling
water pool with the advantage of being capable to visually observe the experiments and to measure the local
lateral heat fluxes with a high accuracy. The experiment was set up so that the fluid flow is practically two-

dimensional in a nan-ow rectangular-vessel.

The series No 4 was selected because it contains very different power levels and a good measurement
of the lateral heat fluxes.» There were four tests being recalculated the main parameters of which are listed
in Table 1. An important value for comparing basic hydrodynamics is the hold-up. It is not explicitly

given in Table 1, but can easily be calculated with

height while boiling — initial pool height

hold-up =
GIaEp initial pool height

Reference to this value will be made in the following description of the recalculations.
3. Analytical Solution

There is no analytical solution available. However, boiling pools are considered as a basic test case
for two-phase codes. These experiments have been recalculated with a specific code.¥ This basic code

was phenomena oriented, assuming the topology of the flow which is described hereafter.
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4. Understanding of phenomena

In the experiment, the pool was generally divided into four regions.?
- asingle phase pool at the bottom,
- atwo-phase region in the center with ascending water and bubble velocities,
- aliquid boundary layer with falling water velocities at the wall,
- azone of intennediate two-phase flow between the center and the wall in which an outward transport

of mass with condensing bubbles can be observed.

This natural convection pattern is typical for boiling pool experiments, with two water vortices

symmetric to the mid plane of the two-dimensional slab.
5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions

A 2-D mesh in Cartesian co-ordinates was used, as illustrated in Fig. 1. Because the experiment was
performed in a symmetric box the code model represents only one half of the box, from the center line to the

right lateral wall. The third co-ordinate perpendicular to the drawing has the dimension of 1 m.

In the experiment, the pool thickness is only 60 mm. Therefore, the total power input in the code
needs to be larger by a factor of 17 than in the experiment. In the experiment, there was a measurement of
the vapor flow out of the containment. Therefore, the upper bound of the code model was closed except for

the center cell to be able to compare vapor mass fluxes.

The wall at which the heat fluxes were measured is represented in the code by 30% volume of the

right can wall in the rightmost cells. The wall temperature was 293 K for all tests.
5.2 Code modifications

There was a small addition to the code to keep the internal energy of the wall constant at the given
value of the experiment. This is a very simple approximation, but it does not introduce a bias because S-111
heat fluxes are either below or above those of the experiment. The heat fluxes were calculated within the

postprocessor using the approximation:

Flux = Z ohAT

gas, liquids

where a is the effective volume fraction, / the heat transfer coefficient, and AT the temperature difference
between fluid and wall.  The heat transfer coefficient was calculated using the Dittus-Boelter

approximation:

k
h =— (5 + 0.025Re%8Pr03)
Dp,
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where £ is the thermal conductivity, D, the hydraulic diameter, Re the Reynolds number, and Pr the Prandtl

number.
5.3 Parametric cases

The calculation was started with the smallest energy concentration, but the four tests will be described

in the order of the experimental numbers. A coarser mesh is tested for the last case.
6. Results
6.1 test 4.504

The test No. 504 was performed with a deep pool at an elevated power level (30 kW). The initial
pool level is at 0.5 m. The pool boils after 2 seconds. We discuss the time after the first violent
evaporation when the pool has calmed down a bit, i.e. after 5 seconds. At that time, the pool surface stays
at about 0.55 m, compared to a value of 0.65 to 0.7 m of the experiment. The S-III hold-up is only 10%
compared to 30% to 40% of the experiment. The deviation is substantial and has a profound effect on the
redistribution of phases. Fig. 2 shows the average water volume fraction between 5 and 10 seconds for all
vertical cuts. Appreciable void fractions can be found above 0.3 m, by comparison, the single phase region

of the experiment extends to 0.17 m.

Fig. 3 shows the water velocities within the pool at three different times. The code calculates one or
two vortices of water in the pool, depending on the progress of time. At first, the pool movement is
according to that of the experiment, with water flowing down the wall. and rising in the pool center. Around
7 seconds, there are two vortices, one at the (single phase) bottom in the proper direction, and one at the pool

top in the wrong direction. Finally, the vortex of the top pool extends all the way to the pool bottom.

Consequently, the heat fluxes vary substantially with time and space. During the first four seconds,
the heat fluxes are often above those of the experiment. This cools down the pool, leading to a temperature
drop close to the wall from 373 K to 365 K, and down to 368 K in the pool center. Afterwards, the heat
fluxes are generally lower than those of the experiment. During periods of low heat fluxes, the temperatures

of the pool rise again, within six seconds to about 370 K close to the wall, and to 373 K in the pool center.

Fig. 4 shows a comparison of experimental heat fluxes (solid squares) and S-III profiles at four
different times. The code heat fluxes drop rapidly by two orders of magnitude in the cover gas region. The
experimental results show much larger values. One may suspect that this is due to an undervaluation of the
code condensation rate. However, the code has proven to model condensation correctly.® The large
experimental heat fluxes in the cover gas region can be explained by the effects the violent sloshing
movements have on the redistribution of the liquid phase towards the cover gas region. This helps to
transport energy to the upper part of the wall. Since the code calculates rather calm pool surfaces, these

effects are missing.
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Figure 5 shows the vapor volume flow through the stack for the calm period of the run. The vapor
mass flow through the upper exhaust changes rapidly. There is a net inflow of 2.2x10° m?/s after 5 seconds.
This value is subject to a large uncertainty because of the unsteady behaviour of the pool. The experiment

states a volume outflow of 3.45x10°° m?/s.
6.2 test 4.509

The test No. 509 was performed with a very deep pool at a low power level (5.5 kW). The initial
pool level is at 0.8 m. Because of the low power density, the profiles of void, velocity, and fluxes develop
slowly. At first, there is a downward water flow all along the lateral wall. ~After four seconds, the upper
region develops a behaviour different from that seen in the experiment. Figure 6 shows the water velocities
inside the pool. There are two vortices, one in the two-phase region with an opposite direction to that seen
in the experiment, and one in the single phase region with the proper direction. This results in a velocity

minimum at the wall at 0.45 m and a distortion of the heat flux profile.

Figure 7 shows a comparison of experimental heat fluxes (solid squares) and S-III profiles at late times.
The calculation was interrupted because of computer times larger than 70 hours. The figure shows that the
code heat flux level is the same as that of the experiment. However, because of the presence of two vortices,
there is a large variation along the lateral wall. Fluxes outside the pool are generally higher than those

observed in the experiment.

The void fractions at the top of the pool are small (up to 40%) which is consistent with experimental
observation. However, the liquid volume fraction above 0.8 m are too large. Figure 8 shows the
distribution of the radial water volume fraction close to the pool surface at four different times. There is a
pool center with less void. Above the liquid pool, the center remains liquid continuous. The pool surface
is not even as seen in the experiment. This may be attributed to the presence of the stack hole in the center
top. However, the mechanisms that drive this peculiar distribution are probably associated to the heat flux

shape and the non-homogeneous rejection of heat inside the pool.
6.3. test 4.518

The test No. 518 was performed with a deep pool at a medium power level (10 kW). The initial pool
level is at 0.5 m. The pool boils after 7 seconds. The pool surface stays rather calm and even. The pool
surface is at 0.53 m, compared to the value of 0.6 to 0.64 m of the experiment. The S-III hold-up is about
10% compared to 20% to 28% of the experiment. The single phase bottom of the pool extends to about 0.3

m, compared to 0.38 m to 0.43 m of the experiment.

The code calculates two vortices of water in the pool, one at the bottom (single phase) with the proper

direction, and one at the top of the pool in opposite direction of what is known through the experiment.
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Consequently, the heat fluxes have a minimum around 0.3 m elevation, the value of which is close to
that observed in the experiment. Figure 9 shows a comparison of experimental heat.fluxes (solid squares)
and S-III profiles at late times. Because of the presence of two vortices in opposite direction, there is a
substantial variation of heat fluxes calculated. The average heat fluxes are close to those of the experiment.
Both, experiment and code, observe a calm pool surface with heat fluxes that decrease rapidly in the cover
gas region. The mass flow through the upper exhaust changes rapidly only for the initiation of pool

evaporation. The net outflow is close to zero which is consistent with experimental observation.
6.4. test 4.533

The test No. 533 was performed with a shallow pool at a high power level (20 kW). The initial pool
level is at 0.2 m. The pool boils after 1 second. There is a pool collapse between 1.5 and 4 seconds. A
second steady boil-up starts around 7 seconds a time at which code time steps become very small. Therefore,
average data are extracted for this section of the calculation. The pool surface is at 0.28 m, compared to the
value of 0.38 m of the experiment. The S-III hold-up is about 40% compared to 90% of the experiment.
There is practically no single phase region in the pool, a finding that is consistent with experimental

observation.

The code calculates either two or one vortices in the liquid pool.  Figure 10 shows the water velocities
inside the pool at two times. The sense of the water velocity vortex is generally in the proper direction, with
rising water in the center, and descending water at the wall. If the void fraction of the pool decreases, there
is a tendency towards the vortex in the wrong direction. Therefore, axial water velocities at the wall which

should always be negative according to experimental observation, are sometimes positive.

Figure 11 shows a comparison of experimental heat fluxes (solid squares) and S-III profiles at late
times. The heat fluxes vary substantially with time and space which can be explained by the violent
evaporation and the resulting pool movements. In the pool region, the fluxes are similar to those of the

experiment.

For this period of later times, the code calculates a substantial loss of vapor through the stack. At the
average over 1.6 seconds, a vapor loss of 0.0107 kg/s has been calculated. If all this mass loss would
correspond to an energy loss out of the calculational domain, the associated power would be 24 kW which
would be half of the power rejected through the wall. The experiment shows a large amount of heat being
rejected through the wall in the cover gas region.  As for test 4.504, the violent sloshing movements lead to
a redistribution of the liquid phase towards the cover gas region.  This helps to transport energy to the upper
part of the wall. The code does not calculate this movement, nor the resulting heat fluxes. The mass flow
through the upper exhaust changes rapidly. It is therefore astonishing that the water surface calculated by the
code stays rather calm. The experiment states no net mass flow through the stack, an indication of the

efficiency of the steam condensation.
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The test No. 533 was recalculated using a coarser mesh (3x4 cells for the initial liquid pool). The
water velocity vortex is predominantly in the proper direction with water falling at the wall. However, it

changes occasionally towards the wrong direction, with a more stable situation at later times.

The water velocities are smaller than those of the first run. Therefore, the heat fluxes are smaller.
Figure 12 shows a comparison of experimental heat fluxes (solid squares) and S-III profiles. The S-III heat
fluxes have a sharp peak close to the pool surface which does not appear in the experiment. The heat fluxes
in the cover gas region are much lower than those of the experiment. The reason for this has been explained
for the reference calculation. The effects of the missing pool movements are intensified. Figure 13 shows
the water volume fractions along the pool at a late time. The average void fraction is substantially smaller

than that of the experiment. The pool surface is remarkably smooth and stable.
7. Conclusions

The recalculations of the SEBULON experiments were characterized by the same difficulties as during
the calculation of the hydrodynamics of bubble columns, which is reported in Problem 2.2. The code was
found to have difficulties to calculate the natural convection pattern typical for the experiment (Section 4).
Therefore, the redistribution of phases, crucial for calculating the prototypic transition phase, is subject to
inconsistencies. For the prototypic case, the redistribution of materials governs the volumetric heat
generated inside the pool and the contacts to the unmolten structures adjacent to the pool. The heat fluxes
at the wall are dependent upon the convection patterns of the pool. The major results of the SEBULON
experiments are the values for these heat fluxes. Because of the difficulties with the hydrodynamics, the

code heat fluxes are subject to inconsistencies.

However, the code heat fluxes are of the same order of magnitude as those of the experiment giving
rise to assume that the basic calculational code procedure to assess these fluxes is correct, with the local
velocities driving the heat transfer and standard forced convection engineering correlations to approximate
their magnitude. Moreover, a non-negligible influence of the cell size on the fluid velocities has been found.

This may influence the heat flux calculation considerably.

In addition to those problems, the pool-averaged values of the void fraction, defined by the hold-up,
are not calculated correctly. The void fractions of the code are much smaller than those of the experiment.
The critics® about the friction factors between the phases of the bubble columns need to be repeated.  This
may also influence the behaviour of the pool surface, because the code does not model the violent movement

for the tests at high power densities.
8. Recommendations for Model Improvement

The hydrodynamics is important because it governs the evolution of the prototypic liquid pool which

may either progress or rest locally contained. It clearly has to be improved.
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During those calculations over long times, the problem of instabilities should be treated. These
instabilities are not observed if there is no free pool surface. Since MC3D has similar difficulties, the reason
for these instabilities can only be explained by the imperfect description of the large gradients from liquid-
continuous to vapor-continuous flow at the pool surface. Indeed, first signs of instabilities have been found,
in MC3D and AFDM, in the cells of the free pool surface. This finding has also to be seen relative to recent
work that has been done to study the effects of the staggered mesh while solving the Navier-Stokes
equations.”© It is suggested to follow the development of research in this field closely, and to implement

any new models to reduce code instabilities.

Given the number of unresolved problems, it would be premature to expect valuable information from

a code study on transition phase pools.
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Table 1. SEBULON data and averaged SIMMERG-III results.
Power per Initial pool Height while S-1IT height
TestNo Power initial hoight height boiling | while boiling
4.504 30000 6000 0.5 0.65-0.7 0.55
4.509 6900 6900 0.8 0.8 >0.8
4.518 20000 20000 0.5 0.6-0.64 0.53
4.533 100000 100000 0.2 0.38 0.28
W W/m m m m
Single S-III single . . Average S-IIT aver.
Test No phase phase E);]l:)‘ias S_gi‘jlxn flux at the | Flux at the
height height wall wall
4.504 0.17 0.3 3.45 2.2 238000 110000*
4.509 0.7? 0.7 0.0 >( 66000 76000
4.518 0.38-0.43 0.3 0.0 >0 144000 150000
4.533 0.01 0.01 0.0 239000 170000*
m m cm’/s cm’/s W/m? W/m?

* = value average over a late period
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Problem 5.8: Two-phase blowdown: Bartak's pipe
“Rapid Depressurization of Superheated Liquids: Bartak' s Pipe”

Dirk Wilhelm and Fabien Boulanger (CEA-G)

Outline of the case

In Bartak's experiments, superheated water at high pressure is contained in a long pipe. One end of
the pipe is connected to a pressure vessel (volume 150 liter) and a pressure holder. The other end is closed
by a rupture disk. The disk is broken and the pressure is measured along the tube. A pressure wave travels
from the open end to the back end of the pipe. Non-equilibrium two-phase or single phase flow may be
dominant. The calculation of this transient allows to verify some characteristics of the interfacial areas

models.
1. Objectives of the application

This application is designed to verify the ability of the code to compute a pressure wave in a 1-D
configuration. In Bartak experiments, a non-equilibrium two-phase mixture exists at least for the higher
temperature case: thus it is an occasion to test the interfacial areas models. Note: a similar application based

on an other experiment is available in Problem 5.9.
2. Description of the experiment

In Bartak experiments!), superheated water is contained in a 1.70 m long pipe. One end of the pipe
is connected to a pressure vessel of 150 liter volume and a pressure holder. The other end is closed by a
rupture disk. At time zero, the disk is broken. Pressures are measured along the horizontal pipe during
the first 18 ms after the rupture of the disk. Two reference experiments were recalculated:
- «low temperature test» with a reference temperature of 220°C.

- «high temperature test» with a reference temperature of 290°C.
3. Analytical solution
4. Understanding of phenomena

A remarkable difference was reported between the «low temperature test» and the «high temperature
test»: The first one is characterized by a negligible pressure undershoot and pressure wave oscillations
within a predominantly single-phase flow. The second one is characterized by a significant pressure
undershoot and almost no pressure wave oscillations indicating that a non-equilibrium two-phase mixture

exists a long the entire discharge pipe.
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5. SIMMERC-III Representation
5.1 Geometry, Initial and Boundary Conditions

A 2-D mesh was used, as illustrated in Fig. 1. The first volume of the pressure vessel between 1.7
m and 2.2 m/s filled with water. The pressure holder is simulated by the uppermost row-of cells. The pipe
itself is introduced as a single row of cells.  The derivative of the specific volume with respect to the pressure

was evaluated at the given state usmg the steam tables, as already done in Ref. 1) for Edwards experiments.
5.2 Parametric cases
The two reference experiments were recalculated.
6. Results
6.1 Low temperature test (220 °C)

The initial water pressure is 120x103 Pa. The derivative of the specific volume with respect to the

pressure is dv/dp = —1.2x1012,

Figure 2 shows the S-III pressures at three selected locations. The results may be compared to Fig.

3 in which the experimental pressures are condensed. The S-III results compare well with the experiment.

The remaining discrepancies between experiment and calculation is due to the lack of the pipe wall in
the input data set, the problems during the rupture of the disk and the difficulty to describe dissipative
processes in technical systems with a one-dimensional approach. The oscillation of the pressures show that

the main flow is single phase.

The time the pressure wave runs from one end of the pipe to the other is calculated correctly. In spite

of the lack of wall friction in the code, the decrease in the pressure amplitude is calculated correctly.
6.2 High temperature test (290 °C)

The initial water pressure is 125x10° Pa. The derivative of the specific volume with respect to the

pressure is dv/dp = —3.2 x 10712,

Figure 4 snows the S-III pressures at three selected locations for the case of 290 °C.  The results may
be compared to Fig. 5 in which the experimental pressures are condensed. The S-III pressures show
oscillations around the saturation pressure. In the experiment, there are no such oscillations, and pressures
remain well below the saturation pressure. The time the S-III pressure wave travels has changed with the
value of dv/dp. The results should show substantial differences to the pressure history of the case of 220 °C
because of the development of two-phase flow in the pipe.  S-I11 is not capable to model the non-equilibrium

two-phase mixture present in this test.
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7. Conclusions

The two reference experiments of a pipe break show distinctive differences which could not be
calculated by S-III. This may be due to a lack of precision in the calculation of the interfacial areas. Not
only the steady state balances of interfacial surface area source terms need to be modeled correctly, but also

the transient behaviour.

It is not possible to assess the appropriateness of each of the models by recalculatini a few experiments.
A multitude of interactive parameters needs to be defined, many of which are unknown because there is a

lack of experimental information, especially for the time constants.
8. Recommendations for Model Improvement

The calculations of the transient interfacial areas need to be revised.  This should be done only during
and after the revision of steady-state models on bubble columns. The major objective is to identify the

orders of magnitude for the time constants of the different surface area source terms.

It is suggested to reduce the number of unknown parameters by reducing the number of models. One
could take advantage on the successful recalculation of Bartak's experiment with the AFDM code in order to

simplify the interfacial areas models.
9. References

1) J. Bartak: A studies of the rapid depressurization of hot water and the dynamics of vapor bubble
generation in superheated water, Int. J. of Multiphase Flow, Vol.16, No.5, pp. 789-798, 1990.
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Fig. 1. Mesh cell set of Bartak's depressurization experiment.
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SIMMER-I11 Bartak's Pipe Break 290°C
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Problem 5.9: Two-phase blowdown: Edwards' pipe (1)
“Rapid Depressurization of Superheated Liquids: Edwards' Pipe”

Dirk Wilhelm and Fabien Boulanger (CEA-G)

Outline of the case

In Edwards experiments, superheated water at high pressure is contained in a long closed pipe. One
end of the pipe is then opened and the pressure is measured along the tube. A two-phase flow exits into a
large discharge tank. A pressure wave travels from the open end to the closed end of the pipe in about 3.7

ms.
1. Objectives of the application

This application is designed to verify the ability of the code to compute a pressure wave in a 1-D

configuration. Note: a similar application based on an other experiment is available.
2. Description of the experiment

In Edwards experiments,! superheated water is contained in a 4.35 m long pipe. One end of the pipe
is closed, a rupture glass is located by the other end. In the test no 1 considered, the pressure is 1000 Ib/in?-
g and the temperature 467 °F. At time zero, the glass is broken. A two-phase flow exits into a large
discharge tank. The pressure is recorded along the pipe. A pressure wave originated at the glass travels

up to the closed end of the pipe in about 3.7 ms (Fig. 4).
3. SIMMERC-III Representation
3.1 Geometry, Initial and Boundary conditions

A 1-D mesh was used, as illustrated in Fig. 1. The wall structure was not introduced because the
time studied is so short that the transient can be calculated in an adiabatic way. The pipe end was simulated

by two void cells with a constant pressure boundary condition.

An orifice coefficient was occasionally used at the location of the rupture glass.  This does not change
the transient during the first 10 ms. The initial conditions are subject to some S-III peculiarities. If the
volume fraction of water in the pipe is specified to be 1.00 in order to model single phase conditions, a gas
pressure must not be defined in that region. Otherwise, the volume fraction definition may be overridden

by the pressure definition, and severe problems may occur after several tens of time steps.
3.2 Parametric cases

The impact of the water EOS has been tested.
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4. Results

Figure 2 shows the pressure history at four different locations:
- cell (1,1) at the closed end (0.064 m),
- cell(1,10) at 1.216 m,
- cell (1,20) at 2.496 m,
- cell (1,30) at 3.776 m close to the pipe exit.

First, the standard set of water EOS are used. The code calculates the pressure wave originating from
the rupture of the glass at the pipe end at time zero to arrive at the closed end of the pipe after 1 ms. There

is no pressure undershoot except in regions close to the pipe exit.

Second, the results can be improved considerably by specifying the proper value for the derivative of
the specific volume with respect to the pressure, dv/dp. This is a standard input to the EOS data. Figure
3 shows the pressure histories for a run with the dv/dp changed to that given by the steam tables at constant
temperature, dv/dp = —1.5 x 107122 The results have changed substantially. They are close to those
of the experiment. The pressure wave travels more than 3 ms from the rupture glass to the closed end of

the pipe. There is a considerable pressure undershoot at the closed end.

A third possibility to assess the sensitive EOS parameter is to use the isentropic sound speed given as
c=1265 m/s.) A first order approximation would yield dv/dp = —1/(cp)? where the density p at the
given state is 828 kg/m?.  This would yield a value dv/dp = —9.1 X 10~*2 instead of the default value of
—10713. Figire 4 shows the comparison of the S-III result with the pressure trace of the experiment.  This

result could still be improved by using smaller mesh cells.
5. Conclusions

The recalculations of the Edwards' pipe blowdown showed good agreement between experimental and
code pressures. This is due to specifying the appropriate value for the derivative of the specific volume

with respect to the pressure which is an EOS input parameter.
6. Recommendations for Model Improvement

None.
7. References

1) A.R. Edwards: T.P. O'Brien: Studies of phenomena connected with the depressurization of water

reactors, J. of Brit. Nucl. Energy Soc., No.9, pp. 125-135, 1970.

2) U. Grigull: Properties of water and steam in SI units, Berlin, Heidelberg, New York, 1989.
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Problem 5.10: Two-phase blowdown: Edwards' pipe (2)

“Edwards’ Pipe Blowdown”

Koji Morita (PNC)

Outline of the Case

The evaluation of the coolant discharge during the early stage of a loss-of-coolant accident (LOCA)
has been one of major concerns in the safety of water reactors. Edwards and O’Brien! have studied a rapid
depressurization phenomenon of subcooled water in a long horizontal pipe to provide quantitative
information on the behavior of water under blowdown conditions. Their experiments are well-known as
the Edwards’ pipe problem or the NRC Standard Problem No. 1 for evaluation of reactor safety analysis
codes. This problem involves the flash boiling of water from a long pipe closed at one end and suddenly

opened to the atmosphere at the other by the rupture of diaphragm.
1. Objectives of the Application

The pipe blowdown experiment contains physical process to test and verify the mathematical models
in the multiphase fluid-dynamic computer codes. The objective of this problem is to test the SIMMER-III
(S-III) fluid dynamics modeling on several important thermal-hydraulic effects: one-dimensional two-phase

flow dynamics, flow regime transition, I[FA source terms, and non-equilibrium vaporization.
2. Description of the Experiment

Edwards and O'Brien" experimentally studied depressurization phenomena of initially nonflowing
subcooled water in a horizontal pipe. One of the experiments consists of the breaking of a rupture disk at
the end of a pipe containing compressed water at 1000 1b/in?g (6.99608 MPa) and 467 °F (514.817 K).
When the rupture disk breaks, a decompression wave propagates through the water, dropping the pressure to
the saturation level. The water then flashes, and the two-phase fluid and superheated steam flows out the
rupture until the pressure drops to the ambient conditions. In the experiment pressures were recorded at
several positions along the pipe and temperature and void fraction were measured at a station near the middle

of the pipe.
3. Analytical Solution

No analytical solution is available for this problem.
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4. Understanding of Phenomena

The problem has been investigated using two-phase analysis codes: non-equilibrium models were
proposed for flashing flow assuming a constant number of bubbles per unit volume of mixture and/or per
unit mass of liquid" 2> and a distributed nucleation model was used in which the nucleation rate was
estimated by applying correlations previously developed for the nucleation of a subcooled liquid near a heated
surface.¥ However, the modeling of the flashing of a liquid flowing in two-phase state remains a largely

unresolved problem because of its mechanical and thermal non-equilibrium processes.
5. SIMMERC-III Representation
5.1. Geometry, Initial and Boundary Conditions for Reference Case

The reference calculation was performed using the following specifications:

a. The horizontal pipe was modeled as one-dimensional geometry and was equally zoned with 40
mesh cells, each of length 10.24 cm.  To take account of the expansion effect the ambient conditions external
to the pipe were modeled as an exit region of 8 m long with 5 mesh cells, each of length 1.6 m. The

acceleration constant of gravity in the axis direction was set to zero to apply the code to the horizontal system.

b. A horizontal pipe wall was simulated by setting structure components to account for the wall
friction, although the wall can be treated as adiabatic due to the highly transient process during the
decompression. The closed end of the pipe was set to an adiabatic wall with zero velocities across the
boundary. The exit region was enclosed with a rigid and adiabatic wall except for the top boundary where

a constant pressure 0.101325 MPa and continuous flow conditions were specified.

c. Edwards and O'Brien! reported that the exit area was reduced by 10 to 15% due to unclean
breakage of the rupture disk in the experiment. This area reduction was modeled by specifying an
appropriate orifice drag at the broken end of the pipe. In S-III, the orifice coefficient c, at the top edge of

a cell is defined by the following equation:

Ap = c,p|V] O]
where Ap is the pressure drop across the orifice [Pa], p is the fluid density [kg/m?®], and ¥ is the flow

velocity [m/s].  According to Bird et al.,? the mass rate of flow through a pipe which has a thin plate orifice

with a hole is given by

@
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where c; is the discharge coefficient which approaches about 0.61 for a high Reynolds number, S is the
cross-sectional area of the pipe [m?], S, is the cross-sectional area of the hole of the orifice plate [m?], and

w is the mass rate of flow (= p|¥|S) [kg/s]. From Egs. (1) and (2), ¢, is expressed by

SR

Assuming 15% reduction of cross-sectional area, ¢, = 0.516 is obtained. Although Eq. (2) may be
inappropriate for two-phase flows, this orifice coefficient was approximately used at the cell of the broken

end of the pipe.

d. The pipe inside initially was filled with a single-phase subcooled water at a uniform 502.2 K and
6.99608 MPa. As suggested by Hirt and Romero,? the lower water temperature was chosen rather than
514.817 K in the experiment to account for the difference in the local and bulk temperatures during the

decompression. For the exit region air at 0.10325 MPa was initially specified.

e. The thermodynamic properties of water were calculated using the simplified analytic EOS®
instead of the S-III standard AEOS for water. The parameters were determined based on the properties at
514.817 K.9 This is because the temperature change in the problem is not large and the SAEOS may give

more exact properties over a narrow temperature range rather than the standard AEOS.

f.  The pool flow map were used for the calculation of flow topologies. The bubble nucleation was
allowed as far as the bubbly flow region exists. For a flag to control the definition of Acpp_p by
convection, IFAOPT(3)=3 was selected, where Acpp_,p isan IFA of the continuous phase (CP) component
which is transferred from the bubbly flow region to the dispersed flow region due to the convection between
cells which have different void fraction. By this selection, the loss of Agp which is caused by the
reduction of bubbly flow region is compensated so that the total IFA between CP component and vapor is

conserved depending on the amount of the bubbly flow region through the transfer.

g.  The heat transfer empirical correlations for fluid/structure, fluid/droplet and fluid/bubble contacts
were modified to be appropriate for the moderate Prandtl-number fluid, water. The heat transfer form

continuous fluids to the pipe wall was calculated based on the Dittus-Boelter correlation:

K
h= D (5.0 4+ 0.023Re, *®Pr04) 4)

where D, is the hydraulic diameter [m], h is the heat transfer coefficient [W/m-K], and k is the thermal
conductivity of continuous fluid [W/K]. Re, and Pr are defined using the properties of continuous fluid

as follows:

v|D
Reh=P|H| h (5)
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Pr =— (6)

where ¢, is the heat capacity at constant pressure [J/kg-K], ¥ is the velocity of continuous fluid [m/s], u
is the viscosity [Pa s], and p is the density [kg/m?]. The heat transfer from continuous fluids flowing

around bubbles and water droplets were calculated by the following correlation given by Bird et al.”:

K
h= Dy (2.0 + 0.60Re,; "> Pr1/3) (7)
where
Avld
Re, = pl - I ®)

d 1is the diameter of bubble or water droplet [m] and A¥ is the velocity difference between continuous and

dispersed phases [m/s].

h. The calculation was performed using a constant time step of 0.1 ms as far as the numerically

stable calculation was carried out.

The schematic and nodalization diagram for the reference calculation is shown in Fig. 1. Locations
of the gauge stations, GS1, GS4, GS5, and GS7 are also indicated in Fig. 1. Pressures measured at GS1,

GS4 and GS7 and temperature and void fraction at GS5 were compared with the calculated results.
5.2 Code Modifications
None.
5.3 Parametric Cases
5.3.1 Time and Spatial Discretization

The reference calculation was repeated with a smaller time step of 0.01 ms or with 80 mesh cells in

the pipe region to eliminate time- or spatial-discretization errors or give more accurate numerical integration.
5.3.2 Flow Regime

A different flow regime map was applied to the problem. According to the discussion by Jones®), for
rapidly expanding systems the transition to slug or churn flows may be inhibited until quite large void
fractions up to over 0.7: The bubbly or bubbly-slug regime is assumed to exist for void fraction under 0.8,
the dispersed flow is for void fraction over 0.9, and the region between 0.8 and 0.95 is considered as a
transition zone coupling slug and dispersed flows. To reproduce the above flow transition criteria on the S-
III flow regime map, az = 0.8 and ap = 0.95 were used, where aj is the maximum void fraction in the

liquid components at which the bubbly flow regime can exist, and aj, is the minimum void fraction in the
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liquid components at which the dispersed flow regime can exist. The bubble nucleation was also allowed

as far as the bubbly flow region exists.
5.3.3. Water temperature

In the reference calculation the initial water temperature was chosen as 502.2 K rather than 514.817
K reported by Hirt and Romero?. They suggested that liquid in the vicinity of a vapor bubble is somewhat
cooler than the bulk of the liquid because of the loss of latent heat required for boiling. A saturation pressure
corresponding to 514.817 K is above that experimentally observed after the initial depressurization and the
water boiling. For the purpose of predicting the temperature difference between the bubble interface and
the bulk liquid, Stuhmiller and Ferguson® considered a growing vapor bubble of radius 755 [m] with the
vapor saturated at the current liquid pressure. The thermal energy required to grow this bubble is provided

by cooling of a thin liquid layer around the interface:
AgpopLc (T, — Th = aG,Bthlg ©)

where Agp is the IFA of vapor bubble per unit volume [m™'], ¢, is the specific heat of liquid [J/kg-K], /1,
is the latent heat of vaporization [J/kg], T, is the bulk liquid temperature [K], T is the bubble interface
temperature [K], a;p is the volume fraction of vapor bubble, & is the effective thickness of cooled layer
around a growing vapor bubble [m], p, is the liquid density [kg/m3], and p; is the vapor density [kg/m?].

Stuhmiller and Ferguson® obtained the following relation based on the turbulent diffusivity argument:

6 = V00Try (10)

Using the relation A p = 3a; /75 5, the temperature difference can be expressed by

h
T =1, — 126°"% (11)

PLCL
The essentially same equation as Eq. (11) has been derived by Alamgir et al.'?®  To test the above discussion
the bulk liquid temperature used for the calculation of interfacial energy balance between vapor and liquid
was replaced with Eq. (11) in the S-III phase transition model. In this calculation, the initial liquid
temperature was set to 514.187 K and the SAEOS parameters based on the properties at 514.817 K were

used.
5.3.4 Nucleation model

A different nucleation model, which is one of the IFA source terms, was applied to the problem.
Riznic and Ishii'" proposed the following equation for the effective nucleation site density N, [m] for

flashing flow:
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—4.4

1 1 20Tsq¢ £00%) (12)

Np = —{—
b Ddz %Z(TL_ sat)thlg

where D, is the bubble departure diameter [m], Ty,; isthe saturation temperature [K], and o is the surface

tension between liquid and vapor [N/m]. The property function is correlated in terms of the density ratio as

A -3.12 A 413
F(p*) = 2.157 x 107 (—p) (1 + 0.0049—‘0) (13)
Pc Pc

where Ap is the density difference between liquid and vapor [kg/m?]. A bubble departure diameter is

determined by Kocamustafaogullari’s model,'? given by
Dy = 2.64 x 10756 (—) (—p) (14)
glp P

where @ is the contact angle [degree] and g is the gravity [m/s?]. The frequency of bubble departure is

estimated by the expression by Zuber!?):

0.25
794p ) (15)

D,f =1.18 (
af pL?

where f is the frequency of bubble departure [s'!]. Although originally the correlation Eq. (12) was
developed for pool flow and convective boiling and the data was correlated by using different effective
superheat for those two types of boiling, Riznic & Ishii generalized this correlation even for the flashing flow

by introducing the appropriate superheat in the boundary layer where the bubble is generated.

According to the linearized formula of the S-III IFA source terms, the IFA source term of bubble

nucleation per unit volume is expressed by

A2 —Ag
SG,B,Nz—G'BJ,ZN u (16)

where AZ gy is the equilibrium IFA of bubble nucleation per unit volume [m™'], S; py is the IFA source

term of bubble nucleation per unit volume [m!s!], and t) is the time constant of bubble nucleation [s].

Using the equilibrium radius of nucleation bubble, the equilibrium IFA is given by

3agp

a7

e J—
GBN = =
T6,B,N

where 75py is the equilibrium radius of nucleation bubble [m]. The bubble number density per unit

volume M, [m3]determined from the effective nucleation site density, Eq. (12), is obtained by

M, =Nb% (18)
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where f is the volume fraction of liquid-continuous region, and ag is the volume fraction of structure
field. The equilibrium radius of nucleation bubble in Eq. (17) can be defined as the bubble departure radius
D;/2 until the actual bubble number density determined from agp and a bubble radius 755y exceeds

My, where 15y is defined by

6N = jz—z"i (19)
As the result the equilibrium radius of nucleation bubble is given by
1/3
répN = Max %, (AP;ZIG\/Z) / ] (20)
The time constant of bubble nucleation is simply defined using the frequency of bubble departure:
y=f"1 21

In this calculation, Eq. (16) with the correlations, Egs. (12)-(15), was used for the calculation of the
IFA source term of bubble nucleation instead of the standard S-IIT model, which is same as the AFDM

model!¥.
6. Results
6.1 Reference Case

Results of the reference case are compared with the experimental data in Figs. 2. As the
decompression wave passes through the pipe, the local pressure drops down to the saturation pressure and is
maintained at this level until most water disappears. This initial non-equilibrium sate was generally well
reproduced by the reference calculation, where the pressure goes below the saturation pressure due to the
delay in vaporization. The final blowdown phase which occurs as the superheated steam flows out of the
pipe shows good agreement with the experimental data. Near the open end of the pipe the calculation shows
more rapid pressure drop and lower pressure than observed in the short-term behavior. This may be
influenced by the unclean breakage of the rupture disk in the experiment or the numerical conditions to

represent the exit region outside the pipe.

In this calculation effective IFA source terms were the bubble nucleation in the bubbly flow region
and the droplet flashing in the dispersed flow region. Another terms have no contribution to IFA changes.
It seems that as a bubbly mixture is filled with small bubbles flow structures may be characterized by the
intensive coalescence of bubbles which results in the formation of large bubbles. However, the IFA model

predicted no effect of bubble coalescence in the reference calculation.
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6.2 Time and Spatial Discretization

Short-term pressure histories in the case of a smaller time step are shown in Fig.2-1 compared with
the experimental data and the reference calculation. More reasonable early blowdown behavior was
reproduced by more accurate time integration. In this case, no remarkable improvements was observed in
the long-term behavior. On the other hand, the calculation using smaller spatial resolution gave no

significant change in both short- and long-term behaviors.
6.3 Flow regime

Long-term pressure histories in the case using a different flow regime map are shown in comparison
with the experimental data and the reference calculation in Fig. 2-2. Comparisons of void fraction and
liquid temperature are made in Figs. 2-3 and 2-4, respectively. In this case, less difference was observed in
the short-term behavior. As shown in Figs. 2-3 and 2-4, a slower discharge rate and temperature drop were
predicted than the reference case and this produced a slower rate of depressurization during the late time
transient. This is because the bubbly flow regime was applied to the higher void fraction flow, in which a
higher vapor-liquid momentum coupling is calculated. However, the flow regime applied to this case

underestimated the discharge rate than observed.
6.4 Water temperature

Results of the case using the measured initial temperate are compared with the experimental data and
the reference calculation in Fig. 3. The comparison with experimental data are good for both short- and
long-term blowdown histories. Another two models have been proposed to predict or represent the
temperature difference in the problem: Hirt and Romero? expressed the temperature difference as a
function of the local Reynolds number to represent the effect of turbulence development. However, this
parametric model requires an a priori knowledge of the temperature difference as an initial condition.
Rivard and Torrey® proposed a model based on the conduction limited model using the effective thermal
conductivity of the liquid. Although the model can predict the temperature difference directly from the
measured initial data model constants should be determined empirically. On the other hand the present
expression Eq. (11) predicts the temperature difference theoretically and its applicability is supported by the
fact that the recovery pressure level after pressure undershoot evaluated by Eq. (11) well correlates

experimental data from many available sources.'?”
6.5 Nucleation model

Results of the calculation using the different nucleation model are compared with the experimental
data and the reference calculation in Fig. 4. Although the pressure undershoot due to the initial non-

equilibrium state is slightly overestimated and its recovery to the saturation pressure is dull, the general short-
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term blowdown behavior is reasonably simulated. In the bubble nucleation model used in the reference

calculation, which is same as the AFDM model,'¥ Ag v is determined independently of 7§ p y:
E‘,B,N = (367TMb)1/3aG,BZ/3 (22)

where M, is defined as a function of liquid superheat and was correlated to specific experimental data of
Ref. 15). A fault in this formulation is that the model does not explicitly predict 7§y in a physical way.
This fact can be seen in Fig. 5.  The bubble radius is restricted by the input minimum bubble radius, 7 g min
(= 5.0x10° m), during the flow exists in the bubbly flow region. In addition, M}, in Eq. (14) reaches to
the input minimum nucleation bubble density, My mq, (= 10'' m3), just after the liquid becomes the
superheated state. Therefore, it can be said that the results of the reference case, which are fortuitously
reasonable, were obtained under the control by the input parameters on the bubble nucleation. On the other
hand, as shown in Fig. 6, in the present case the bubble radius and the bubble number density predicted by
the model are used in the calculation without restrictions to their ranges. This means that the obtained

results simulate the physical process on the blowdown behavior based on the experimental correlations.
7. Conclusions
The following conclusions were obtained from this assessment study:

a. The reference calculation gives relatively good agreement with experimental data and demonstrates
computational capability of S-1II because no attempt was made to improve the agreement adjusting

model parameters.

b. It was also shown, however, that this good agreement was fortuitously obtained under the control by

the input parameters that effect on the bubble nucleation behavior.

c. A parametric study indicates that the solutions during the short-term transient are sensitive to the

accuracy of time integration.

d. The simplified flow regime map used in the standard S-1II generally well simulates the highly transient

blowdown behavior, and

e. The system pressure is largely governed by the liquid temperature due to phase transition so that the
vapor state is thermally equilibrated with the liquid sate. This means that a model is required to

appropriately represent the liquid temperature difference between bulk and interface.
8. Recommendations for Model Improvement
The following model improvements are recommended:

a. A proposed nucleation model in which the radius of nucleation bubble is explicitly predicted is
recommended for the calculation of flashing flows. The model can estimate the nucleation rate based

on the generalized correlations for pool flow and convective boiling.
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A theoretical expression was tested to predict the liquid temperature difference between bulk and
interface.  Successful results were obtained by applying this expression for the calculation of
interfacial energy balance between vapor and liquid in the S-III phase transition model. However,
further investigation will be required so that the model describes a relaxation effect of the temperature

difference as turbulence is generated.
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Fig. 6-1. Bubble radius and pressure histories with the present nucleation model.
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Problem 5.11: Thermite injection into sodium: THINA
“Rapid Thermite Injection into Sodium”

Dirk Wilhelm and Fabien Boulanger (CEA-G)

Outline of the Case

In THINA experiment no 564, a thennite mixture (76% iron, 24% alumina) is injected into a sodium
pool. The thermal energy of the mixture is partly converted into mechanical energy. The efficiency of
this conversion is measured (0.21%). Detailed injection conditions are available from the experiment and

previous code studies. They are used to calculate this test.
1. Objectives of the Application

This application is to study the perfonnance of S-III on problems of fuel-coolant interactions, based
on THINA 564 experiment. This has already been done!), but the present study has been performed with

more realistic initial conditions.
2. Description of the Experiment

Within the THINA apparatus, the test 564 is run using a thermite mixture of 76% iron and 24%
alumina injected into the sodium pool. The thermal energy of the mixture is converted into mechanical

energy. The efficiency of the conversion from thermal energy to mechanical energy was only 0.21%.
3. Analytical Solution

No analytical solution is available. But, during the course of the THINA program, the analysis of
the experiments was supported by calculations with AFDM.?  This was done to generate additional data for

the experimentalists which were not available by measurements or observations.

Although the efficiency of the energy conversion was very low, it was difficult to achieve measured
mechanical energies with AFDM, given the conditions of the melt injection (a compact molten thermite flow
during the injection). The code injection times were much smaller than those measured in the experiment.
The major reason was the observation that the injected thermite contained a residual volume fraction of non
condensable gas and vapor remaining from the chemical reaction. Using this void fraction in the code, the

injection procedure was slowed down and lowered the conversion efficiency.

While AFDM calculations were performed mainly to show differences using the same initial
conditions for three THINA experiments, it was observed that the injection times of the code for alumina-
dominated thermite were reasonable while iron-dominated thermite yielded longer injection periods

compared to those of the experiment. While Ref. 2) still states that this may be due to initial bubble
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diameters, it may also be due to different void fractions because the iron is at the bottom of the component
separator. However, it is suggested to start SIMMER calculations with a void of 5%. The present study

is to use the injection conditions which were found to be necessary for the AFDM calculation.
5. SIMMERK-III Representation
5.1 Geometry, Initial and Boundary Conditions

A 2-D mesh was used, as illustrated in Fig. 1. It shows the characteristic length of the injector colwnn
necessary to have inertia effects dominate the first 30 ms of the injection. ~ As suggested, S-1II calculations

are started with a void of 5%.
6. Results

Due to very small time steps, the calculation of the first 200 ms took 85 hours. The run was therefore
not repeated although it failed to shut the injector valve. Therefore, the calculation will only be discussed

up to 140 ms.

Figure 2 shows the ejected mass with an acceleration period of about 30 ms, and a linear rise of
inventory afterwards. Figure 3 shows a comparison of experimental pressures in the sodium pool (dashed
lines) compared to the S-III pressure at the corresponding location. The injection time during the first 100
ms is calculated well, the experimental injection starting a little bit later due to effects of the injector nozzle.
The pressure traces compare well with those of the experiment. After 100 ms, the pressures of the
experiment rise considerably. This is not modeled by the code. Except for some non energetic pressures

spikes, the pressures remain low.

Figure 4 shows a comparison between the pool levels of the experiment® and the calculation. After
100 ms, the experimental pool level rises faster than calculated. However, there are already distinctive
differences between experiment and code at earlier time, as can oo observed in Fig. 5. This figure shows
the maximum extension of the two phase region in the sodium pool of the experiment (dashed line) and the
sodium volume fraction contours of the code at 60 ms. The dashed line should be compared to the contour
of 0.9 volume fraction. While the code predicts a reasonable radial extension, its two phase zone does not
progress fast enough in axial direction. If the liquid thermite jet would be more compact in the calculation,

this would probably lead to a faster axial penetration.

There are obviously substantial difficulties to describe these processes. Figure 6 shows the same
contours at 140 ms, where the experimental extension of the two phase region (dashed line) is far ahead of

that of the code.

To study the thermite droplet size, Fig. 7 shows these along the center line even beyond the time of
the experimental injection period. It shows that the droplet radii vary between 0.1 mm and 0.6 mm. In

Ref. 3), the thermite particle radii found in the post-mortem analysis were generally of the order of 0.2 mm,
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with a distribution ranging from 0.02 mm to 1 mm. Therefore, the size calculated by the code seems to be
reasonable, although a direct comparison of droplets early in the transient and particles late in the transient

may be premature.
7. Conclusions

Using the knowledge of the experiment and the parallel analyses, it has been found necessary to model
the injection process differently to the calculation performed earlier. The injection process dominates the
way the thermite is distributed and thereby the contact to the volatile sodium which will ultimately lead to
the conversion of thermal to mechanical energy. In this calculation, the injection and expansion processes
are reasonably well calculated. Compared to the previous calculation), the thermite droplet size is better

predicted.

While the conversion efficiency in the experiment is already low (below 1%), the code is likely to
produce even much smaller values. Not only thermite-sodium contacts at times of a larger void fraction in
the sodium pool are low, they are also low from the very beginning. Since the most uncertain values which
govern these contacts are the interfacial surface areas, it is likely that the code does not come close to what

is needed to describe the thermal interaction.
8. Recommendations for Model Improvement
No recommendation are given from this calculation because of the integral nature of the experiment.
9. References
1) K. Morita, et al.: private communication.

2) D. Wilhelm: Numerical Simulation of the THINA Thermite Injection into Sodium with the AFDM-
Code, Kernforschungszentrum Karlsruhe internal report 18.02.01P10A, August 1991.
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