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The SIMMER-III and SIMMER-IV computer codes, developed at the Japan Atomic Energy
Agency are the codes with two- and three-dimensional, multi-field, multi-component fluid-dynamics
models, coupled with a space- and time-dependent neutron kinetics model. The codes have been used
widely for simulating complex phenomena during core-disruptive accidents in liquid-metal fast reactors.
Advanced features of the codes in comparison with the former codes include: stable and robust fluid-
dynamics algorithm with up to 8 velocity fields, improved representation of structures and multi-phase flow
topology, comprehensive treatment of complex heat and mass transfer processes, accurate analytic
equations of state, a stable and efficient neutron flux shape solution method and decay heat model.

This report describes the models and methods of SIMMER-III and SIMMER-IV. For those
individual models, the details of which have been reported elsewhere, only the outlines of the models are
presented. The reports of code verification and validation have been already published.
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1. Introduction

1.1. Perspective and Objectives

The consequences of postulated core disruptive accidents (CDAs) have been one of major concerns
in the safety of liquid-metal fast reactors (LMFRs). Although the extensive safety design effort for accident
prevention has made the occurrence of such an event extremely unlikely, the importance of CDAs is
emphasized from the viewpoint of safety design and evaluation to appropriately mitigate and accommodate
their consequences and thereby to minimize the risk to the public. A mechanistic analysis of CDA
sequences requires a comprehensive simulation of transient heat-up, melting, interactions and motion of
reactor core materials, and their influence on the reactor neutronic behavior. The SIMMER-II code!- ?
developed at the Los Alamos National Laboratory (LANL) was the first of a kind that calculates a coupled
behavior of multi-field, multi-component, fluid dynamics and space-dependent neutron kinetics. The code
has played a pioneering role in mechanistically analyzing the CDA sequences and phenomena. Successful
and useful applications of the code, on the other hand, have identified several limitations in the major areas
of fluid dynamics, particularly in: the number of velocity fields, mass, momentum and energy constitutive
relationships; the numerical solution methods; the equation-of-state (EOS) formalism; etc. To improve
some of these limitations, an international research program was performed to develop a prototype three-
field fluid-dynamics code, Advanced Fluid Dynamics Model (AFDM)¥, with advanced models and
solution methods. Although some of the AFDM technology are well advanced, but the code is of limited

scope and cannot be applied to reactor calculations.

Based on these experiences, the development of a next-generation code, SIMMER-III, was initiated
at the Japan Nuclear Cycle Development Institute (JNC), the present Japan Atomic Energy Agency (JAEA),
initially in collaboration with LANL under the agreement with the United States Nuclear Regulatory
Commission. After the LANL effort, led by the SIMMER-II and AFDM developers W. R. Bohl and F. R.
Parker, was terminated with completion of an adiabatic version (three-field fluid convection with no heat
and mass transfer nor neutronics models), the model elements necessary for SIMMER-III have been
developed at JAEA and incorporated into Version 1. SIMMER-III was then coupled with the SIMMER-II
based neutronics module for Version 2%, which was ready for reactor accident calculations. Since the
completion of Version 1 of SIMMER-III, the code development and assessment program has been joined
by AEA Technology, United Kingdom (for two years only), Forschungszentrum Karlsruhe (FZK)',
Germany, and Commissariat a I'Energie Atomique (CEA)?, France. The CEA partner also included Institute
of Protection and Nuclear Safety (IPSN)®. The two-dimensional SIMMER-III fluid dynamics was extended
to three dimensions in SIMMER-IV and was interfaced with the two-dimensional neutronics in Version 1°.
Retaining the same physical models and solution methods except for the dimensions of fluid motion and
the treatment of structure walls, SIMMER-III and SIMMER-IV have been further developed and upgraded

! the present Karlsruhe Institute of Technology (KIT), Germany
2 the present Commissariat & 1’Energie Atomique et aux énergies alternatives (CEA), France
3 the present Institut de Radioprotection et de Stireté Nucléaire (IRSN), France



JAEA-Research 2024-008

to Version 3% and Version 27, respectively. SIMMER-IV Version 2 has the three-dimensional neutronics
model contributed by the KIT.

The purpose of SIMMER-III/SIMMER-IV is to alleviate some of the above limitations in the
previous codes and thereby to provide the next-generation tool for more reliable analysis of CDAs. The
SIMMER-III/SIMMER-IV  codes are two-/three-dimensional, —multi-velocity-field, —multiphase,
multicomponent, Eulerian, fluid-dynamics codes coupled with a two-/three-dimensional space- and energy-
dependent neutron kinetics model. A code development task could be easy to get into the situation that
fundamental issues are studied endlessly for a long time. To avoid such situations, a modeling scope was
carefully selected to make the code be the state of the art but still based on the achievable technologies. The
codes are intended to be a generalized code that is useful for analyzing relatively short-time-scale
multiphase flow problems with or without neutronics. Although the original objective is primarily to
resolve some of the key LMFR CDA issues, their flexible framework enables us to apply the codes to
various areas of interest including: accident analyses of any types of future or advanced fast reactors,
severe-accident thermohydraulic problems in current- and future-generation light water reactors, and

general types of multiphase flow problems.

It is noted again SIMMER-III and SIMMER-IV completely retain the same physical models except
for the dimensions and the treatment of can walls at cell boundaries. Therefore, in many parts of this report,

the code name is referred to only as SIMMER-III, unless noted differently.
1.2. Summary of SIMMER-III/SIMMER-IV Models

The features of SIMMER-III/SIMMER-IV models are summarized in this section. A more detailed
description of the code framework and modeling scope is presented in Chapter 2, emphasizing salient and

improved features over the previous SIMMER-II.

The multiphase fluid-dynamics approach is based on the four-step algorithm developed and
successfully implemented in AFDM®, in which complex intra-cell heat and mass transfer calculations are
separated from the inter-cell fluid convection. Intra-cell heat and mass transfer updates are modularized
such that future improvement can be implemented easily. A multi-velocity-field convection algorithm is
based on Eulerian, semi-implicit, staggered-mesh treatment. The number of velocity fields is increased up
to eight (7 liquids and 1 vapor). A higher-order spatial differencing scheme is employed for improved
spatial resolution by reducing numerical diffusion, while the first-order donor cell differencing is available
as well. The solution procedure is similar to AFDM, but is further advanced with an improved pressure
iteration scheme. For the equations of state (EOS) and thermophysical properties, efficient and accurate
analytic equations, typically simple temperature polynomials, are used and they are fit over a wide
temperature range up to the critical point based on the available experimental data base. A non-ideal gas

EOS is used for vapor components, especially for better modeling sodium vapor at high temperature.

The model for multi-phase flow topology covers both the pool and channel flow regimes with
smooth transition between flow regimes for the entire void fraction and flow conditions. Convection of
interfacial areas is modeled by extending AFDM approach by defining as many as 11 convectible

interfacial areas with source terms that model the phenomena such as generation, breakup and coalescence
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of fluid particles. Binary contact areas are defined for each pair of components among fluid energy
components and structure surfaces. The heat-transfer coefficients are defined for all the binary contacts
using available engineering correlations. The coefficients are interpolated for the interpolated flow regimes.
Using the binary contact area and heat-transfer coefficient, the heat and mass transfer is calculated from the
energy balance at the contact interface, which determines the rates of non-equilibrium melting/freezing and
vaporization/condensation, or heat transfer. An accurate and stable solution method is employed in

calculating non-linear and non-equilibrium vaporization/condensation processes.

For the structure model, a fuel pin is represented by two-node pin fuel and cladding in the standard
simple model. A model for detailed fuel-pin representation with radial temperature distribution is also
developed as an option, but the model still requires further elaboration. A can wall, with two-node
representation, is placed on each of lateral mesh-cell boundaries and fluid is not allowed to flow across the
cell boundary when the wall is intact. The melting and breakup of the structure components are modeled

mostly by a thermal condition. The lateral inter-cell heat transfer is treated when a can wall becomes thin.

The neutron kinetics is modeled by an improved quasi-static method, in which a time-dependent
neutron transport equation is factorized into: a shape function that represents the neutron flux distribution
but changes only slowly with time, and an amplitude function that accounts for time evolution of the
reactivity and reactor power. The neutron cross sections are updated based on the distributions of material
densities and energies calculated in the fluid-dynamics and structure models. A basic approach of the
neutronics model is the same as the former SIMMER-II code, except that the former S, transport solution
method is replaced with a more advanced and efficient model using the diffusion-synthesis acceleration
technique” and the neutron diffusion and point-kinetics options are no longer included. From the power
distribution determined in the neutronics calculation, the energies of the fluid-dynamics components are

updated for internal nuclear heating.

A verification and validation program for SIMMERC-III has been conducted since the beginning of
the code development. The program, called the “code assessment program”, was conducted in two phases.
The Phase 1 assessment is intended to verify individual fluid-dynamics models of the code, while Phase 2
is for comprehensive validation of integral and inter-related accident phenomena. In this stepwise approach,
SIMMER-III coding was largely debugged and verified in Phase 1 stage. The program was conducted in
collaboration with KIT, Germany and CEA, France and the results and major achievement are jointly

synthesized and documented in detail'® 'V
1.3. Previous Reports and Structure of Present Report

The development of SIMMER-III and SIMMER-IV has been a long-lasting effort starting from at
around 1990. A full code documentation was repeatedly proposed but has never been initiated due mainly
to frequent personnel changes in JAEA. Some of the individual models are written as JNC reports. For
other models, some drafts of the reports or informal technical memoranda were written either in English or
Japanese. The documentations of the recent model addition and changes have not always been complete.
Thus, the purpose of this reports is to provide a complete documentation of the SIMMER-III/SIMMER-IV

models and methods.
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The reports of individual models already published or under preparation are listed below (available

from the web site of JAEA*). The model descriptions available in these reports are not reproduced in the

present report; however, the model summary and the changes after the issuance of the original reports are

included. The use of the codes with brief program and input/output descriptions are available as well

6),7)

Analytic Equation-of-State Model: INC TN9400 2000-005 (1999)'?

Analytic Thermophysical Property Model: INC TN9400 2000-004 (1999)'3

Heat- and Mass-Transfer Model INC TN9400 2003-047 (2003)!4

Structure Model: INC TN9400 2004-043 (2004)'>)

Heat Transfer Coefficients Model: JAEA-Research 2024-009 (2024)'0

Multi-phase Flow Topology and Interfacial Areas Model: JAEA-Research 2024-010 (2024)'7)

Momentum Exchange Functions Model: JAEA-Research 2024-011 (2024)'®

In the rest of this report, the overall code framework and geometrical model of SIMMER-III and

SIMMER-IV are introduced in Chapter 2. The area of major improvement over the previous SIMMER-II

is also reviewed. In Chapter 3, the solution procedure of fluid-dynamics model is presented, followed by

detailed description of fluid convection algorithm. The intra-cell heat and mass transfer processes is

covered in Chapter 4. Chapter 5 describes the fuel-pin and structure model. The equations-of-state and

thermophysical properties models are given in Chapter 6, and the neutronics model and method in

Chapter 7, the initial and boundary conditions in Chapter 8, the special models of a limited scope in

Chapter 9, and the concluding remarks in Chapter 10.

4 https:/jopss.jaea.go.jp/


https://jopss.jaea.go.jp/
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2. SIMMER-III/SIMMER-IV Code Framework

2.1. Scope of SIMMER-III/SIMMER-1V Models

At the beginning of the SIMMER-III development project, the guidelines were set up such that a
new project should be well-focused. First, the most important purpose of SIMMER-III is to provide a new
LMFR safety analysis code that can replace the former SIMMER-II, which had been used widely through
the 1980s. Hence the new code is intended to resolve major problem areas in SIMMER-IL. At the same
time, SIMMERC-III is oriented towards, not a basic research tool, but a safety analysis tool sufficiently
reliable and practical for full reactor materials and geometries. Second, the first full-scope code version
should utilize achievable technologies then. It was felt inappropriate to initiate long-term research activities
because they are easy to hit dead rocks, even though it was challenged to make a new code as advanced as
practicably achievable. Third, experience in the AFDM project is reflected as far as reasonable. The lessons
learned, positive or negative, from the project were valuable in designing SIMMERC-III. Forth, the new
code must be designed to be versatile and flexible. Although SIMMERC-III is primarily applied to LMFR
safety analyses, its application areas should not be restricted. This aspect is especially important since the
code must be extensively tested against various experiments, many of which use non-reactor materials and
geometries. Fifth, as a coupled code system the accuracy or modeling details of individual models are
suitably balanced. Also computing cost as a system must be compatible with the computer technology
available then. Finally, the code assessment (verification and validation) program is performed in parallel

with code development.

Major model improvement and extension, such as three-dimension SIMMER-IV and more than 3
velocity fields, have been made after the first fluid-dynamics version of SIMMER-III with the initially
planned scope was completed. The resultant scope of SIMMER-III/SIMMER-IV and salient features are

summarized as follows:
(1) Dimensionality. Two dimensions (SIMMER-III) or three dimensions (SIMMER-IV).

(2) Full LMFR core materials. Five main materials are: fuel, steel, sodium, control and fission gas,
in possible solid, liquid and vapor states. Different sets of other materials can be defined as sub-

materials.

(3) Multiple velocity fields. The three-velocity-field approach of AFDM was extended to up to
eight fields (7 liquids and 1 vapor), allowing different components to move at different

velocities.

(4) Fluid-dynamics algorithm taken from AFDM. This includes Eulerian staggered mesh, semi-
implicit scheme with higher-order spatial differencing, time-factorization technique (a four-step

algorithm) for temporal differencing, virtual mass treatment, etc.

(5) Momentum diffusion terms. A viscous drag term is included in the momentum equation to treat

momentum diffusion along a velocity gradient.
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Pool and channel flow regimes, by extension of the interfacial-area convection model with time-
dependent source terms. Flow properties of ill-defined flow topologies are determined by

interpolation between well-defined topologies.

Heat transfer coefficients based on quasi-steady-state heat transfer correlations. Fluid particles
are treated as rigid spheres but the effects of internal circulation and oscillation are considered.

Film boiling heat transfer on hot droplets or particles is modeled.

All the dominant mass transfer paths, due to melting/freezing, vaporization/condensation,

fission-gas release and structure breakup are modeled.

An improved fuel freezing model, taking into account the imperfect contact between molten

fluid with structure surface and the resulting supercooling of fluid upon freezing inception.

Improved analytic equations of state (EOS), from solid to super-critical point, that are
sufficiently accurate and thermodynamically consistent, with modeling a non-ideal gas law for

vapors and liquid compressibility.

Thermophysical properties (TPP) defined by analytic functions such as simple temperature

dependent functions.

EOS region concept. Different EOS and TPP data can be specified for the same material in

different regions.

Two-node representation of the structures that interact with fluid. The can walls to simulate the
fuel subassembly duct walls are distinguished between left and right (SIMMER-III) plus front
and back (SIMMER-1V).

Detailed treatment of fuel pellet interior for future possible extension of a detailed pin model. A
multi-node radial heat-transfer model has been developed, and other advanced features are
further to be developed.

Inter-cell heat transfer between the same liquid components, axial heat conduction in the

structure components, and axial fluid-to-structure heat transfer.

Flexible and versatile boundary conditions for fluid dynamics. Virtual walls can be placed on

any mesh-cell boundaries to restrict fluid flows.
Simple pump and loop model to simulate an external loop.

Improved quasi-static method for time-dependent neutron kinetics. The modeling basis is

adopted from SIMMER-II, and a simple decay heating model was added.

Cross-section method taken from SIMMER-II but has been enhanced to include neutron up-

scattering.

Internal heat sources given by the neutronics model or by user-specified power-vs-time table

and power density distribution.
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(21) The neutron flux shape solution method is based on a diffusion-synthesis-approximation method

taken from the DANTSYS package. External neutron sources can be defined.

(22) Improved user friendliness. This includes: easy input specifications (free-format NAMELIST
and built-in default values), improved robustness with automated self-diagnosis and time-step

control and trouble-shooting, variety of output files for post-processing, and so on.

(23) Parallelization of parts of fluid dynamics, matrix solvers, and neutronics for efficient parallel

computing.

Many of the problem areas and shortcoming of the former SIMMER-II have been improved.in
SIMMER-III/SIMMER-IV. These improved features are listed in Table 2-1.

2.2. Code Framework and Geometry

2.2.1. Overview

The conceptual overall framework of SIMMER-III/SIMMER-1V is shown in Fig. 2-1. The entire
code consists of three modules: the fluid-dynamics module, the structure (fuel pin) module, and the
neutronics module. The fluid-dynamics portion, which constitutes about two thirds of the code, is
interfaced with the structure model through heat and mass transfer at structure surfaces. The neutronics
portion provides nuclear heat sources based on the mass and energy distributions calculated by the other
code elements. The nuclear heat source, without calculating the neutronics, can be optionally provided by

power-versus-time table based on input specification and specific power density distribution.

To increase the computational efficiency, an optimized hierarchy of three-level time-step control is
implemented; that is, the fluid-dynamics, reactivity (and fuel pin heat transfer), and flux-shape time steps in
the order from the smallest. Each level of time steps is automatically determined in the code depending on
changes in dominant physical properties. No non-physical time step control is implemented. In general, one
shape step contains several reactivity steps, and one reactivity step contains several fluid-dynamics steps.
The power amplitude equation is solved at every reactivity step for smaller internal steps and the calculated
amplitudes are parabolically fitted to determine internal heat generation rates projected over the next

several fluid-dynamics steps.

The calculation of fuel-pin heat transfer is separated from the fluid dynamics. This idea was taken
because the fuel pellet interior responds to change in ex-pin fluid thermal state only slowly. Future
elaboration of a detailed pin model would be merited if excessive computing cost is reduced. Because of
the tight relationship between fuel temperature and reactivity, these two calculations are operated at the
same time steps in a standard option. For a simple pin model (SPIN), however, there is an option to force
the fuel-pin heat transfer time steps to fluid-dynamics time steps. This option might be recommended since

the computing cost of SPIN is negligibly small.

The overall calculational flow of SIMMER-II/SIMMER-IV is depicted in Fig. 2-2. After reading
input data, fluid-dynamics mesh cells are initialized. Then the initial neutronics calculation is performed,
stationary or transient depending on input specification, to determine the neutron flux shape and power

distribution. The overall computational flow is controlled by successive fluid-dynamics cycles. When the
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reactivity step is reached, the control is transferred to the neutronics model. The fuel-pin heat transfer is
calculated first to account for the effect of fuel temperature on reactivity. After a series of reactivity steps,
each of which contains a series of fluid-dynamics steps, and when a shape step is reached, a neutron flux

shape is re-evaluated.

2.2.2. Computational geometry

For two-dimensional SIMMER-III and three-dimensional SIMMER-IV, either cylindrical or
Cartesian coordinate systems can be used. As an example, a basic geometric structure of SIMMER-III for a
two-dimensional r-z system is shown in Fig. 2-3. An x-z or one-dimensional system can optionally be used
for various fluid-dynamics calculations. The direction of gravity is set, by default, to an axial z direction,
but an inclined (tilted) geometry is optionally used for an x-z system. Fluid-dynamics mesh cells are
indexed radially by i and axially by j, with their input maximums /B and JB, respectively. Each cell is
surrounded by four adjacent cells from left, right, bottom and top. To handle problem boundary cells, for
example i = 1 or /B, in the same manner as the interior cells, fictitious boundary cells are defined outside
the real mesh cells. In other words, the fluid dynamics treats (/B+2) times (JB+2) cells. This is so even in
one-dimensional cases. The cell variables are stored in a one-dimensional array with index ZJ. The four
adjacent cells are indexed: 1J-1 for left, Z/+1 for right, IJ-IB-2 for below, and 1J+IB+2 for above.

The SIMMER-IV code is a direct extension of 2D model to either »-8-z (cylindrical) or x-y-z
(Cartesian) geometry. The geometric structure of SIMMER-IV for a three-dimensional x-y-z system is
shown in Fig. 2-4. To retain the code structure and programming commonly between the two codes, the
same geometry index and velocity variable are used for an axial direction as shown in Table 2-2. The
geometry index and velocity of the added coordinate (either y or ) are k and w, respectively. The axial

index j and the velocity v are used commonly to the 2D and 3D systems.

The neutronics mesh is a sub-region of the fluid-dynamics computational mesh. In a typical
calculation of an LMFR core, the neutronics model only simulates the reactor core where the fuel exists
and the calculation is reasonable; however, the fluid-dynamics simulation covers regions outside the core as
well. When an accurate calculation is necessary for a neutron flux shape, each fluid-dynamics cell can be
further sub-divided into multiple neutronics cells having equal volume. It is noted that the neutronics mesh
should cover those regions where the fuel can present during a course of transient calculation. Otherwise,
the reactivity worth of the fuel escaping from the computational mesh is simply lost, and this can be non-

physical.
2.2.3. Fluid-dynamics mesh cell

In a mesh cell of SIMMER-III/SIMMER-1V fluid dynamics, an amount of each material is specified
by its volume fraction and temperature. The specified temperature and pressure are used in the EOS model

to calculate the specific volume. Then the macroscopic (smear) density of material M, p,,, is calculated by:
Pu = ay /Uy, (2-D

where a), and vy, are the volume fraction and specific volume of material M, respectively.
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In each mesh cell, the structure-field volumes are defined for the fuel pin and can wall components,
which are stationary and provides walls containing fluid flow. Unlike SIMMER-II, the can walls with
refrozen crust fuel attached on them are distinguished between left and right cell boundaries for improved
simulation of a core melt-out behavior. In addition, the structure surface nodes are separated from the
interior nodes, except for the cladding, to better simulate their thermal response upon contact with the fluid.
To model the void spaces inside the fuel pin and the gaps outside the left and right can walls, no-flow
volume fractions ayp are specified. These volume fractions sum up to form the total structure volume

fraction as, the volume that cannot be used by fluid flow.

The remaining volume (1 — as) is occupied by fluid having three velocity fields. When the cell
vapor volume fraction falls below a certain small non-zero value ,, the mesh cell is regarded as single
phase. This treatment is necessary, even in SIMMER-III, for the numerical reason that a vapor state is
explicitly treated even in a single-phase liquid cell. The treatment of single-phase cells consistent with two-
phase cells eliminates such problems observed in SIMMER-II as vapor mass non-conservation and
unphysical pressure behavior upon phase transition. The value of oy can be made reasonably small (for
example, 10™%), compared with the former codes (typically 0.05), so that any errors associated with this

approximation are negligible.
2.3. SIMMER-III/SIMMER-1V Components

The complete lists of the structure-, liquid- and vapor-field components are shown in Tables 2-3
through 2-5. In these tables, the lower-case subscripts denote density components while the upper-case
subscripts denote energy components commonly used throughout SIMMER-III/SIMMER-IV.

The changes and improvements made from the previous SIMMER-II are as follows:

® The crust fuel, re-frozen fuel from once-molten state, is distinguished between left and right can

wall surfaces.
® The can walls are distinguished between left and right cell boundaries.

® The fluid-dynamics structure field only treats the pin fuel surface node. The interior of pin fuel

and fission gas in a pin are modeled in a pin model separately outside the fluid dynamics.
® Each can wall has two nodes, surface and interior.

® The control material (typically B4C) is assumed to stay in solid state as structure pellets or solid

control particles.

® Fission gas can be present both in liquid fuel and fuel particles, in consistency with the initiating
phase code SAS4A.

Similarly to SIMMER-II, the fuel components are divided into fertile and fissile in their mass
(density components) to represent different enrichment zones in the core. However, the two materials are
assumed to be mixed intimately, and hence the single temperature is assigned (energy components).

Namely, the macroscopic (smeared) densities of a fuel component have the following equivalence:

Ps1 = Ps1 + Ps2 , for pin fuel surface node,
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Ps3 = Pss + Pse , for left crust fuel,

Ps2 = Ps3 + Psa , for right crust fuel,

DPsa = Ps7 + Psg , for front crust fuel (SIMMER-IV only),
Pss = Pso + Ps10 , for back crust fuel (SIMMER-1V only),
P11 = P + Prz , for liquid fuel,

Pra = Pi1s + Pie , for solid fuel particles,

PL7 = Pro + P11 , for solid fuel chunks, and

Pe1 = Pg1 + g2 , for fuel vapor.

A common practice used for dividing fuel isotopes into two in mixed oxide LMFRs is to assign UO; to

fertile fuel and PuO, and other minor actinides to fissile fuel.

Since the component specific volumes are used in the SIMMER-II/SIMMER-IV EOS model,

macroscopic densities are converted to volume fractions by:
Um = PmUnm - (2-2)
It is noted that microscopic densities, p,,, = 1/v,,, used in SIMMERC-II are not used.

The pin fuel interior component is not included in Table 2-3, because it is treated only in the fuel-
pin model. The pin interior is modeled by one-point temperature node in a standard simple model (SPIN) or
a radial temperature distribution is calculated in an optional detailed model (DPIN). The components
defined in the pin models are listed in Table 2-5. The intra-granular and inter-granular fission gas
components in the former SIMMER-II are not distinguished in SIMMER-III, because such detailed
treatment is judged to be beyond the scope of this code. Improvement exists, however, in the modeling of
fission gas in the liquid-field fuel components and this eliminates a problem of instantaneous release upon

fuel breakup and unphysical pressurization observed in SIMMER-II.

The default assignment of fluid components to the three velocity fields is also shown in Tables 2-3
and 2-4. Velocity field 1 contains heavier liquids and field 2 lighter liquids. This default and standard
selection is made such that the relative motion of fuel with either steel or coolant can be simulated. The
assignment of liquid components can be modified by user-specified input. Velocity field 3 represents the
vapor mixture. It is noted that the three-velocity-field model in a SIMMER-III multi-component system
differs in concept from a three-fluid model in advanced single-component two-phase flow codes. In the
latter case, liquid is distinguished between liquid film on the structure surfaces and droplets in an annular
dispersed flow, while in SIMMER-III multiple liquid components are simply grouped into two liquid

velocity fields. The vapor species are assumed to be completely mixed and a single energy is assigned to

,10,
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the vapor field. The number of velocity fields are later increased to 8 (7 liquids and 1 vapor), so that all the

fluid energy components are allowed to move at different velocities.

In the EOS and TPP models, properties are defined for the five basic materials: fuel, steel, sodium,
control and fission gas. There is no distinction in properties between fertile and fissile fuel, namely between
UO; and PuO,. However the current EOS model has a concept of EOS regions, and different properties can

be assigned for a same material in different regions.

Finally, the internal heat sources due to nuclear heating are defined for the five heat source
materials: fertile fuel, fissile fuel, steal, sodium and control. No heat source modeled for fission gas is

considered to be a reasonable assumption.

2.4. Verification and Validation

A verification and validation (V&V) program for SIMMER-III has been conducted since the
beginning of the code development. The program, called the “code assessment program”, was conducted in
two phases. The Phase 1 assessment is intended to verify individual fluid-dynamics models of the code,
while Phase 2 is for comprehensive validation of integral and inter-related accident phenomena. In this
stepwise approach, SIMMERC-III coding was largely debugged and verified in Phase 1 stage. The program
was conducted in collaboration with the KIT, Germany and CEA, France and the results and major
achievement are synthesized and documented in detail'®-!'D. The most of the assessment results of
SIMMER-III hold in SIMMER-IV as well, since the physical models verified and validated are common to

both the codes except for difference in dimensions.

The assessment program has confirmed that the performance of SIMMER-III and SIMMER-1V is
mostly satisfactory. The codes therefore are reliably applicable to a variety of integrated problems in
reactor safety analyses. However, it should be noted, at the same time, that the assessment study has
identified many problem areas and model deficiencies that require code improvement. This is especially
true for the Phase 1 assessment, in which early SIMMER versions then available were used and some of the
unsuccessful calculations were later revised in the Phase 2 stage. In addition, there are fundamental
difficulties in Phase 2 in which complex and inter-related phenomena were studied, because available
experimental data base were very limited in both scale and material simulation. All the negative
conclusions were documented in the assessment reports as proposed by the individual authors, so that the
codes must be used carefully in reactor calculations knowing the limitations and model deficiencies. The

V&V study is a continuing effort as long as the codes are usefully applied to reactor and other calculations.

,11,
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Table 2-1. SIMMER-III/SIMMER-1IV models.

Items SIMMER-II SIMMER-III/SIMMER-1V
Dimensions 2 2/3
No. of velocity fields 2 up to 8 (7 liquids and 1 vapor)
Pin fuel nodes 1 2 (surface and interior)
No. of can wall components 1 2/4 (left and right/left and right /+front
and back)
No. of can wall nodes 1 2 (surface and interior)
Fuel-clad gap conductance No Yes
Fission gas in pin fuel Intra- and inter-granular gas Fission gas in pin fuel
Fission gas in liquid field No Fission gas in liquid fuel, fuel particles
and fuel chunks
Control Pin fuel and liquid Pin fuel and control particles
Equation of state (EOS) Simple analytic EOS functions Accurate analytic functions consistent

with thermodynamics

No. of EOS materials

5 (fuel, steel, sodium, control and
fission gas)

5 each for different regions and sub-
materials

Thermophysical properties

Mostly constant except for liquid

Accurate analytic functions consistent

density and sound speed) with thermodynamics
Gas EOS Ideal gas Non-ideal gas
Single- to two-phase No explicit treatment of vapor Vapor state in single-phase cell treated
transition state causing abrupt change consistently with two-phase cell

Fluid convection algorithm

Combined explicit (single-phase
flow) and implicit method

Consistent semi-implicit method

Spatial differencing

First-order donor cell

Higher-order scheme

Intra-cell mass and energy
updates

Rates of change determined at the
beginning of cycle

Intra-cell updates separately from fluid
convection in the four-step algorithm

Multi-phase flow topology

Dispersed (droplet) flow regime
only

Both pool and channel flow regimes with
smooth transition

Interfacial areas

Instantaneous

Convection with source terms

Melting and freezing (M/F)

Equilibrium transfer except for
fuel crust freezing

Both equilibrium (bulk) and non-
equilibrium (contact interface) transfer

Fuel freezing

Solid particles (bulk) and crust
(conduction-limited) formation

Solid particles (bulk) and fuel-caps
freezing (incomplete contact and fuel
supercooling) for crust formation

Vaporization and
condensation (V/C)

Only at liquid-vapor interface

All the dominant interfaces including
between different materials

Neutron kinetics

Improved quasi-static method

Improved quasi-static method

Cross-section method

Down-scattering only

Full scattering

Flux shape solution method S, transport (TWOTRAN) or Sn transport (TWODANT/THREE-
diffusion DANT)

External neutron source No Yes

Decay heat No Yes

Input specifications

Classical card image

Free-format NAMELIST with built-in
default/recommended values

Parallelization

Scalar

Parallelized as far as possible

,12,




JAEA-Research 2024-008

Table 2-2. SIMMER-III/SIMMER-IV geometry indices and velocities.

L SIMMER-III (2D) SIMMER-1V (3D)
Direction - - — — : - o -
index | Cartesian | cylindrical | velocities | index | Cartesian | cylindrical | velocities
Transverse . - u . X - u
(left-right) ! * !
Transverse
(front-back) j j B ] k Y o W
Axial v . - v
(down-up) J z ‘ / ‘

Table 2-3. SIMMER-III/SIMMER-IV structure-field components.

Density components (MCSR)

S-11I/S-Iv*

sl/sl
s2/s2
s3/s3
s4/s4
55/s5
56/56
--/s7
--/s8
--/59
--/510
s7/s11
58/s12
59/s13
s10/s14
s11/s15
--/s16
--/s17
--/s18
--/519
s12/520

Fertile pin fuel surface node
Fissile pin fuel surface node
Left fertile crust fuel

Left fissile crust fuel

Right fertile crust fuel

Right fissile crust fuel

Front fertile crust fuel*
Front fissile crust fuel*
Back fertile crust fuel*

Back fissile crust fuel*
Cladding

Left can wall surface node
Left can wall interior node
Right can wall surface node
Right can wall interior node
Front can wall surface node*
Front can wall interior node*
Back can wall surface node*
Back can wall interior node*

Control

S-11I/S-Iv*

,13,

Energy components (MCSRE)

S1/51

$52/82

S3/83

/1S4

--/85

54/56
S5/87
S6/58
S7/89
$8/510
--/811
--/812
--/S13
--/S14
S9/515

Pin fuel surface node

Left crust fuel

Right crust fuel

Front crust fuel*

Back crust fuel*

Cladding

Left can wall Surface node
Left can wall Interior node
Right can wall Surface node
Right can wall Interior node
Front can wall surface node*
Front can wall interior node*
Back can wall surface node*
Back can wall interior node*

Control
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Table 2-4. SIMMER-III/SIMMER-1V liquid and vapor components.

Density components “m” Energy components “M” Velocity fields “g”
(MCLR) (MCLRE) default recommended
/1 Liquid fertile fuel L1 Liquid fuel ql ql
12 Liquid fissile fuel gl ql
/3 Liquid steel L2 Liquid steel q2 q2
/4 Liquid sodium L3 Liquid sodium q2 q3
/5  Fertile fuel particles L4  Fuel particles ql ql
l6  Fissile fuel particles ql gl
I7  Steel particles L5 Steel particles ql q2
/8  Control particles L6 Control particles q2 q4
19  Fertile fuel chunks L7 Fuel chunks q2 q5
/10 Fissile fuel chunks q2 q5
/11 Fission gas in liquid fuel ql ql
/12 Fission gas in fuel particles ql gl
/13 Fission gas in fuel chunks q2 q5
(MCGR) (material component) *

gl Fertile fuel vapor G1 Fuel vapor q3 q6
g2 Fissile fuel vapor q3 q6
g3 Steel vapor G2 Steel vapor q3 q6
g4 Sodium vapor G3 Sodium vapor q3 q6
g5 Fission gas G4 Fission gas q3 q6

* All vapor components, behaving as a vapor mixture and having the same temperature,

are treated as a single energy component “G” and assigned to the same velocity field.

Table 2-5. SIMMER-III/SIMMER-1V fuel-pin components.

Simple model (standard)

a Pin fuel interior node
b Pin fuel surface node (= S1)
c Cladding (= $4)

Fission gas in pin fuel

Detailed model (optional)
(NP) Pin fuel radial nodes
(NPB) Pin fuel surface node (= S1)
(NPB+1) Cladding (= 54)
(NP) Fission gas in pin fuel
Fuel-Pin Cavity (MCCR)

cl Fertile cavity fuel

c2 Fissile cavity fuel

3 Dissolved fission gas in cavity
c4 Free fission gas in cavity

,14,
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Fig. 2-3. SIMMER-III r-z geometry and mesh cell configuration.

(Dispersed flow regime and intact structure)
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3. Fluid Convection Algorithm

3.0. Overview

3.0.1. Background of models and methods

The central portion of the SIMMER-III code is a generalized framework of multiphase,

multicomponent fluid dynamics that models time-dependent, interacting flows of all the LMFR core

materials in physical states (phases) predicted in severe accident sequences. A fluid component exchanges

heat and mass with other fluid components and structure surfaces. Internal heat sources are provided by

nuclear heating calculated by the neutronics model. The basic concept of the multiphase, multicomponent

flow representation is the same as the former SIMMER-II"" but the modeling framework and solution

algorithm were totally re-designed and significantly advanced by taking advantage of experience gained in

the AFDM project®, which demonstrated that a computational approach for two-dimensional, three-

velocity-field, multiphase flow is technically feasible.

Some of the unique features of the SIMMER-III/SIMMER-IV fluid-dynamics algorithm are

summarized below:

Two dimensions (r-z or x-z) for SIMMERC-III, or three dimensions (x-y-z or r-6-z) for SIMMER-
1v;
Full LMFR core materials (fuel, steel, sodium, control and fission gas);

Up to eight velocity fields (7 liquids and 1 vapor) with flexible velocity-field assignment for

liquid-field components;
Semi-implicit method for consistent and accurate mass and energy convection;
First-order donor-cell or higher-order spatial differencing with Eulerian staggered mesh;

Time-factorization technique, the so-called four-step method, which decouples the treatment of

complex intra-cell transfer processes (in Step 1) from fluid convection (Steps 2-4);
Multiple flow regimes for both the pool and channel flows with interfacial area convection;

Improved and thermodynamically consistent analytic equations of state (EOS) with a non-ideal

gas law and liquid compressibility;

Improved pressure iteration procedure that eliminates internal iterations for mechanical
equilibrium;

Virtual mass terms for improving numerical stability;

Robust characteristics with physics-based time-step control and time-step recalculation

capability; and

Flexible and versatile boundary conditions with optional internal virtual walls.

The fluid-dynamics model has been designed to retain generality and modularity as far as

practicable, and hence future extension and improvement or model replacement are well possible.
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3.0.2. Interaction with other models

In the four-step algorithm, the inter-cell fluid convection calculations solve the fluid-dynamic
equations for mass, momentum and energy conservation without source terms due to intra-cell heat and
mass transfers (Step 1). Calculations of Step 1, which are decoupled in the present four-step algorithm,
provide the initial conditions for fluid convection. End-of-time-step updates of densities, energies,

velocities and pressure due to convection are then used in the next time step.
To solve the convection equations, the following information is required:
® Component macroscopic densities and specific internal energies updated through Step 1;

® Component specific volumes and volume fractions, EOS pressure, and other thermophysical
properties (TPP) calculated by the EOS and TPP models;

® Hydraulic diameter for each cell updated by the structure model (in Step 1); and

® Momentum exchange functions and interfacial areas evaluated and updated through Step 1.

The convection provides the following information to other code models:

® The end-of-time-step macroscopic densities, specific internal energies, velocities and cell

pressure to be used in the next cycle; and

® Component macroscopic densities and temperatures to be used in the neutronics model.

In Section 3.1, the fundamental differential equations are described first with presenting the overall
solution algorithm and the summary of Step 1 operations. The detailed description of Step 1 models and
methods are given in Chapter 4. Sections 4.2, 4.3 and 4.4 provide the formulation of fluid convection

calculations in Steps 2, 3 and 4, respectively.
3.1. Fluid-Dynamics Method

3.1.1. Fluid-dynamics components

The SIMMER-III/SIMMER-IV codes treat, in two/three dimensions, multi-velocity-fields,
multiphase fluid flows that exchange mass, momentum and energy with structures through various transfer
processes with and without phase transition. Nuclear heating provides internal heat sources to fluid
components. The SIMMER-II/SIMMER-IV fluid components (liquids and vapors) are listed in Table 2-3.
The components are categorized into three: density components written as subscripts “m”, energy
components “M”, and momentum (velocity) components “q”. The number of velocity fields (momentum
components) was initially 3 in early SIMMER-III versions, and has been extended up to 8, by which all the
fluid energy components (7 liquid and 1 vapor mixture) can be assigned separately. An example velocity

field assignment recommended for reactor calculations is also shown in Table 2-3.

3.1.2. Fundamental differential equations

The independent variables representing mass and energy are macroscopic (smear) densities and

specific internal energies, respectively. This selection was made of these independent variables based on
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experience and consideration in the AFDM program. The macroscopic densities are written with the bar

over the symbol p,,, and they are defined by the volume fractions and the specific volumes v,, as:

- _ am
Pm = Up, : (3'1)
In SIMMERC-III, the specific volumes are generally used in the EOS model, in contrast to the microscopic

(thermodynamic) densities, p,, = 1/v;,, used in SIMMER-II and AFDM.

The fundamental differential equations approximated and solved in the SIMMER-III fluid dynamics
are given below. In addition to the mass, momentum and energy equations, additional EOS relationship is

required for closing the fluid-dynamics equations set that correlates internal energy to pressure, for instance.
(1) Mass conservation equation
The general form of the mass conservation equations is, in abbreviated form:

;

where I, is the total mass-transfer rate per unit volume from component m. The structure components are
stationary and hence the second term of Eq. (3-2) is zero. Many mass-transfer paths exist in the SIMMER-
II multicomponent system, such as melting/freezing, vaporization/condensation, fission-gas release and

structure breakup.
(2) Momentum equations

A momentum equation is required for each velocity field. In the standard 3-velocity-field treatment,
the liquid-field components are assigned to either velocity field 1 or 2, and all the vapor-field components
are assigned to velocity field 3. This treatment of velocity field assignment has been enhanced, allowing up
to 8 liquid velocity fields. A conservative form of the convective term is used in SIMMER-III, because it is
more advantageous for transient multiphase flows that are the main application area of the code.

d0p,v ) _
% + z V- (PmVqvq) + aqVp — pgg + Kosvq — Z Koq' (v = vq) —VM,

meq q (3_3)
== g Mg g + H(Ty vy ],
ql

where the term on the right-hand side is the momentum sources due to mass transfer and H(x) is the
Heaviside unit function defined by H(x) = 0 for x < 0, H(0) = 1/2 for x = 0 and H(x) = 1 for x > 0.
The K45 and K ;7 terms on the left side are the momentum exchanges of velocity field g with the structure
and another velocity field, respectively. VM, is the virtual mass term for velocity field g and the treatment
of this term is discussed later in this chapter. The structure components are assumed to be fixed in space
and hence acts as an infinite momentum sink. This means the total momentum of a system cannot be
conserved in SIMMER-III/SIMMER-1V.
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The viscous drag term is not included in Eq. (3-3); in fact, in early SIMMER-III versions the
viscous shear force between the liquid-field flows in laterally adjacent mesh cells was not modeled. The
turbulence model is not included, either. Even though these terms may become important for such
situations that small-scale experiments are modeled in small cells, they are known to be less important for
reactor application with employing rather large mesh cells. In later SIMMER-III versions, explicit
modeling of the viscous diffusion term has been attempted and made available as an input option, despite
the difficulty to generalize the formulation in multi-component, multiphase systems. To avoid complexity

the viscous model is described separately in Section 3.5.
(3) Internal energy equations

An internal energy equation is required for each of the structure and fluid energy components. A
single equation is solved for the vapor internal energy which is defined as a mixture of vapor species.
However, the convective term treats the individual vapor density components; this is required with higher-
order differencing. Similarly to the momentum equations, a conservative form of the convective terms is
used in SIMMER-IIL.

dpue ) Ja
% + Z V- (pmemvy) +p [B_tM +V- (anq)]
meM

),
- ﬁ_M Z quq(vq - vCI') ' (vq - vcﬂq) + Kqsvq - (Uq - qu) +VM,
"l (3-4)

) (vq - vGL) =Qn + QuIy) + Qu(h, a,4T),

where the terms on the right-hand side of the equation denote the specific energy sources due to nuclear
heating, mass transfer, and heat transfer to energy component M. No convective term is necessary for the
structure components that are stationary. The third term on the left-hand side is the pressure-volume work
term that accounts for the volume change of the fluid components. The work term also appears in an
equation of a liquid component because the liquid compressibility is modeled in SIMMER-III/SIMMER-IV.
The fourth term on the left side represents the energy transfer due to interfacial momentum exchange (drag

heating).
(4) Interfacial area equations

The convection of interfacial areas (IFA) is modeled in SIMMER-III/SIMMER-IV. The method
used is basically the same as one developed for AFDM, but has been improved by increasing the number of
convectible IFAs for more flexible and consistent treatment. A basic concept of the model is to convect
dominant IFAs at the velocities of associating fluid energy components. In other words, surface areas of
some energy components are convected and thereby transient evolution of IFAs is traced. This treatment is
expected to allow better simulations of transient multiphase flows where heat and mass transfers are

occurring at component interfaces. The equations for convective IFAs are written as
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JdA
E)—tM +V-(Ayv) = Z Sk » (3-5)
3

where Ay, and Sy, are the convectible IFAs and IFA source terms, respectively. The changes of interfacial
areas are treated as source terms due to hydrodynamic breakup, flashing, turbulence-driven breakup,
coalescence, and production of droplets or bubbles. The subscript M represents a fluid energy component
associating the relevant convectible IFA. The source terms are calculated first without convection term and

the convectible IFAs are then updated using the end-of-time-step fluid velocities.

3.1.3. Overall solution procedure (4 step method)

The overall fluid-dynamics solution algorithm is based on a time-factorization approach, so called
the four-step method, developed for AFDM, in which intra-cell interfacial area source terms, heat and mass
transfer, and momentum exchange functions are determined separately from inter-cell fluid convection.

There are four steps in this algorithm as shown in Fig. 3-1.

Step 1 updates Egs. (3-2) to (3-5) for intra-cell transfers while ignoring the convection terms. The
models and methods of individual Step 1 operations are described separately in Chapter 4. Here the overall

calculative flow through Step 1 has the following operations:

(1) Call EOS routines to initialize component volume fractions and thermodynamic state of each

cell.

(2) Perform energy and mass transfer operations associated with fuel-pin or can-wall breakup

whenever a break-up criterion is satisfied.

(3) Determine structure configuration and calculate structure heat-transfer coefficients and

hydraulic diameter.

(4) Update convectible interfacial areas and determine binary contact areas between energy

components.
(5) Calculate momentum-exchange functions.
(6) Calculate fluid heat-transfer coefficients.
(7) Calculate fission-gas release from liquid and particulate fuel.
(8)  Update internal energies due to nuclear heating.

(9) Perform heat and mass transfer operations due to intra-cell heat transfer, melting/freezing and

vaporization/condensation.
(10) Calculate can-wall heat transfer.
(11) Calculate inter-cell heat transfer.

(12) Update velocities and interfacial areas based on mass transfers.
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These operations are performed in series in the order listed above. Macroscopic densities and
specific internal energies are updated successively at each operation of intra-cell transfers. One exception is
the calculation of inter-cell heat transfer due to heat conduction. This is an inter-cell transfer but is
evaluated in Step 1 because the transfer is independent of inter-cell fluid convection. There is no direct
coupling between two or more operations and this may potentially introduce inconsistencies. For example,
the operation for can-wall heat transfer changes the wall temperature and hence possibly influences the heat
and mass transfer on the structure surface. Such inconsistencies cannot be adjusted in the same time step
but are only corrected in the next time step. Since rather fine time step sizes are used especially for highly
transient cases, the Step 1 procedure is considered well acceptable. More coupled procedure might be
theoretically possible, but the cost-effectiveness of such additional development efforts may have to be

carefully judged.

The most complexed operation in Step 1 is the vaporization and condensation model. This is due
mainly to non-linear nature of phase transition processes where the thermodynamic state and saturation
properties of the vapor mixture are very sensitive to small variations in heat and mass being transferred. For
this reason, an iterative solution procedure is implemented to obtain converged and consistent solution.
This complex procedure and models of Step 1 operations are the characteristics of transient multiphase
multicomponent flows simulated by SIMMER-III and the central reason why the intra-cell transfer is
decoupled from the inter-cell convection. Finally, it is mentioned that the Step 1 is normally responsible for

more than a half of the total computing cost of SIMMERC-III even with the neutronics model.

3.1.4. Fluid convection algorithm

Steps 2, 3 and 4 are to solve fluid convection by integrating Egs. (3-2) - (3-5) while ignoring the
source terms on the right-hand sides. The equations solved in the convection part of the fluid-dynamics

algorithm are:

95
e v G 0.
dp,v _ _

aqt 14 Z v (pqu”q) +agVp — pgg + Kqsvq — Z Kaqr (vq' - vq) -VM, =0, (3-7)

meq q’

dpye ) da
(I?Wt L Z V- (pmemvy) +p [a_tM +V. (anq)]

meM
5
- ZKq’q(vq — V) (Vg = Vgq) + KosVq - (Vg —ys) + VM,
Pm (3-8)
q
(vg—ve.)| =0,and

0A
—2 4V (Ayvy) = 0. (3-9)

Jat
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The summary of the fluid convection algorithm is described in this section, and the full description
of detailed formulation with differenced equations are given in Sections 3.2 through 3.4. First Step 2
explicitly estimates the end-of-time-step variables to initialize for the pressure iteration. While the first-
order donor-cell differencing scheme is optionally used, a higher-order spatial differencing is the standard
scheme to reduce numerical diffusion. The latter was based on the AFDM formulation and is described in
the AFDM manual®.

Step 3 performs the pressure iteration that obtains consistent end-of-time-step velocities and
pressure using a multivariate Newton-Raphson method. During the pressure iteration, only selected
sensitive variables are allowed to change from the Step 2 estimates to limit the number of necessary
operations. These variables are: the total density of fuel components, the density of steel, the density of
sodium (and control particles), the total density of vapor mixture, the vapor temperature, and the difference
between EOS pressure and cell pressure. In addition, an advantage over the previous AFDM approach is
the elimination of an inefficient internal EOS iteration to obtain mechanical equilibrium among
compressible fluid components. This is done by defining the EOS pressure as a function of the cell pressure,

which is related to the amount of liquid compression.

Finally Step 4 performs mass, momentum and energy convection consistently based on the semi-
implicit algorithm. The interfacial areas also convect consistently at the converged end-of-time-step
velocities. A summary of the above four step updates of variables is schematically shown in an abridged
form in Table 3-1, where a parenthesized number denotes the corresponding step in which a variable is

updated.

3.1.5. Geometries and coordinates

As already shown in Table 2-1, a consistent use of geometry indices and velocity variables is
maintained for SIMMERC-III and SIMMER-IV. Even for a 3D system, the same axial index j and velocity v
are used as 2D. The third dimension added for SIMMER-1V is represented by the index k and velocity w. In
the staggered mesh cell formulation, the macroscopic densities, internal energies and cell pressure are
defined at the cell center, and the velocities are defined at cell boundaries. An example for the 2D
SIMMER-III case is shown in Fig. 3-1.

For typical reactor calculations, a cylindrical geometry is used in 2D SIMMER-III simulation. For
3D simulations with SIMMER-IV, a use of a Cartesian (rectangular) coordinate is recommended instead of
a cylindrical coordinate, which has non-uniform mesh-cell volumes, becoming very small near the

centerline.
3.2. End-of-Time-Step Estimate (Step 2)

The second step of the SIMMER-III four-step algorithm is an initial preparation for the fluid
convection equation solutions. Step 2 estimates the end-of-time-step field variables by integrating the
conservation equations without source terms in Egs. (3-6), (3-7) and (3-8). The convection terms are treated
explicitly in Step 2, with ignoring the interfacial drag heating terms that are included later in Step 4. The

purpose of Step 2 is to initialize the pressure iteration in Step 3.
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3.2.1. Mass and energy equation updates

The EOS information necessary for Step 2 is evaluated at the end of Step 1 that updates field
variables based on intra-cell heat and mass transfer. Namely, based on j,, and Tj, updated in Step 1
transfers, the specific internal energies é;; are determined. Consistent values for the macroscopic densities

and the energy component volume fractions are also determined.

There are two options for a spatial differencing scheme: a first-order donor-cell differencing method
and a higher-order differencing method. A basic concept of the latter option is to convect a slope of the
variables in each donor cell in each direction, which is calculated from the values of these variables in the
neighboring cells. The latter option is the standard option in SIMMER-III/SIMMER-IV since the
experience with AFDM suggested that the scheme retain much higher accuracy with reduced numerical
diffusion and is well acceptable for both the computing cost and stability. However, because of complexity
of the formulations of the higher-order differencing, the equations for the first-order donor-cell differencing
are mainly presented in the rest of this chapter unless stated differently. The original formulation of higher-
order differencing in AFDM is described in detail in Appendix C of the AFDM document®).

Equation (3-6) for mass convection is expressed in finite-difference form as:

“n+l1 _ =n — At

Pm = = Pm

Apnrt ~n> 51 i R
[ L<pmr1 Uq kj Ak<prrrllwt?>ji n Aj<p77711v‘;l)ik-|

(3-10)
réAx; ré Ay Az

)

where
Aifij = fivrjzns = fimajzmg Bictii = furvrszg = fuk-1/2,00 Bifie = fijrre = firj-1/2 -
¢ = 1 for the cylindrical geometry, and
¢ = 0 for the rectangular geometry.

A general Cartesian coordinate system (x,y,z) is used in this chapter, but this might be better written as
(r,62) for the cylindrical geometry. In the documentation of former two-dimensional codes, SIMMER-II
and AFDM, the coordinate system (r,z) were constantly used and the directions are called “radial” and
“axial”. Since the model description of this report has taken advantage of the previous documentations of
the two-dimensional codes, the words radial and axial are sometimes used to indicate x and z directions,
respectively. The brackets notation in Eq. (3-10) indicates a variation of donor-cell differencing. For the

first-order donor-cell option, they are:

(Fréu) ¢ fuej 1 tnjzpy 2 0 (-11a)
r°u). i = Nir1/2kjUit1/2,k,) ; ’ o
i+1/2,k,j  i+1/2k,] firrkj i Uip1j2k; <O
fiej if Wigjs172 20
(fW)l’k_'_l/Z'] — Wi,k+1/2,j ) ) and (3'1 1b)
ik+1,j if Wi, je1/2 <0
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fik,j if v jr1220
<f17)i,k,j+1/z = Vik,j+1/2 _ . (3-11¢)
Lk j+1 if Vg jr12 <0

For the higher-order differing option, they are expressed as:

e — ..
ru =T u
(f >i+%,k,j i+%,k.j i+%.k,j

Ax; r0f At 2 0f
lk] l 4 .
[fuk 2 (GX)”‘fl - 7(ri+1/2,k,jui+1/2,k,j) (a)ikj if Uir1/2k,; 20 (3-12a)

¢ 2
7 Ax; af) At . <6f)
i+ — (== -= — if <0
l[flk] + 2 (ax i+1,k,j 2 ri+%,k,jui+%'k'j or i+1,k,j ! ui"’%'k'j

(fw)lk+ ] Lk+%,j
Ay, 0fy | At 2 of .
L _ e . >
I:flk] > (6)/) > (Wi,k+%,j) (ay)ikj if Wiky1/2520 ; (3-12b)
an
Ay, (0 At 2.0 ’
R O < COH I B TAEE
2 \0y ik+1,j 2 bhtad dy i,k+1,j
<f )lk]+ I.k,j+%
af At 2 (Of .
! [fuq N aZ)ikj] - —(Vi,k,j+1/2) (5) ; if Vigj+12 =20 (3-12¢)

Az; af c’)f '
=245 .
[flk] aZ)lk]+1] (U1k1+1/2) (aZ)lk]+1 if Vikj+1/2 < 0

The field variables on the right side of Eq. (3-10) are those obtained from Step 1. The spatial derivatives in
the above equations are described in Appendix C of the AFDM manual Volume V¥, together with the
detailed derivation of the higher-order differencing. It is noted that if the spatial derivatives are ignored,
Egs. (3-12a) - (3-12c¢) reduce to the first-order donor-cell differencing in Egs. (3-11a) - (3-12c¢).

For the energy equation, the liquid energy component densities are used as:
Pr1 = pu + Pu,
Pr2 = P13
PL3 = Pia
Pra = P15 + P16 »
Prs = P17,

Pre = Pig,and
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Pr7 = Pio + Pi1o -

The estimated end-of-time-step volume fractions are determined from the densities calculated in Eq.
(3-10), as:

aptt =2 ang (3-13)

agtt =1-ag™ - Z A - (3-14)

Then the energy equation in Eq. (3-8) is expressed in a finite-difference form as:

[zngzn,.Ssn .- _
1 _ A1<Pr ert uq>k. A (preror) . A(prervr).
& = =yt | ErijkPri; — At L L ik
' Prikj | ' | rfoL- rfAyk Az; |

— Draj (@ — o)
S
Ai<a?n- ug>kj M@ g) Aj(d?ﬁg)ikl

+
ré Ax; i Ay 44 |

(3-15)

— Atpy ik [

where the subscript » denotes the energy component. The convection terms with bracket notation are
expressed similarly to the mass equation for both the first-order donor-cell and higher-order differencing

schemes, by defining

(prerréag) ;= (5%‘#112),”.(@5‘), (3-16a)
(5pé,tlw;)ﬁ = (5pw;)ﬁ(ép>,and (3-16b)
(prerog),, = (prog), (&r). (3-16¢)

The remaining field variables on the right side of Eq. (3-15) are those obtained from Step 1. The pressure

appearing in the pressure-volume work term is taken from Step 3 of the previous time step.
DPrikj = Pikj,forr =L1,L2,..,L7. (3-17)

It is noted that the work term is evaluated by only for the liquid energy components. Based on the
experience with the previous AFDM code, evaluating the work term for the vapor field in Step 2 turned out
to be not cost-effective and hence is omitted. The terms convecting the volume fractions are evaluated

similarly to the mass convection and hence are not repeated here.

To avoid numerical problems with “underflow”, all smear (macroscopic) densities evaluated using
Eq. (3-10) are limited to a minimum of 10729 kg/m3. When the density minimum occurs, setting the

internal energies to a minimum value predetermined for each material. The present choices are the
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sublimation energies of the materials defined in the EOS model. The vapor field should be present even in a

single-phase cell, and hence no adjustment is made for the vapor energy.

After Egs. (3-10) and (3-15) are evaluated, the EOS is inverted to obtain the temperatures and

volume fractions consistent with the new densities and energies.

3.2.2. Setup for momentum equation

The next operation in Step 2 is to use the momentum equations to calculate new velocities and
velocity derivatives with respect to pressure. The SIMMER-III/SIMMER-IV allows to assign each of the
seven liquid energy components arbitrarily to one of up to seven liquid velocity fields. In the standard
procedure with the three velocity fields, defaulted in the code, the heavy fluid components (liquid fuel, fuel
and steel particles) are assigned to g1, the light fluid components (liquid steel, liquid sodium and control

particles) to g2 and the vapor mixture to ¢3.

Pq1,ikj = Praikj t Prainj + Prsikj + Pr7ikj »
Pqz,ikj = Pr2,ikj T Pr3ikj + Pre,ikj »and
Pgs,ikj = PG,ikj = Pg1,ikj T Pgz,ikj T Pg3ikj + Pga,ikj T Pgs,ikj -

For an extended procedure with eight velocity-field assignment, the liquid energy components, L1
to L7, can be assigned respectively to different velocity fields, g1 to g7, and thereby the motion of
individual liquid components can be traced independently. It is noted the increased number of velocity
fields requires more computing cost. By increasing the number of velocity fields from 3 to 8, the number of
inter-field momentum coupling terms increases from 3 to 28 and the number of fluid-structure friction
terms increases from 9 to 24 for SIMMER-III (15 to 40 for SIMMER-1V). The volume fractions for the

velocity fields are defined similarly.

To set up velocity calculations, the following four coupled preliminary operations are performed: to
adjust momentum exchange coefficients, to average cell centered quantities, to evaluate virtual mass

coefficients, and to evaluate convective terms of the momentum equations explicitly.

First, the momentum exchange coefficients are adjusted if a two-phase to single-phase transition has

occurred. In Step 1, the a4q, and by, were determined for eventual use in the expression of the momentum-

exchange function:
Kaq' = Aqq' + baq| Vg — Vg - (3-18)

If a single-phase cell is predicted, @2+ < 0, the momentum coupling with the vapor field is tightened for

the liquid velocity field M having the largest volume fraction, by resetting a4 as.

agme = 101°(1 — a5) /(plype) , where M = {m|mwallx[aqm]}. (3-19)

Second, because the velocities are evaluated on cell boundaries, cell-centered quantities are

averaged. The results are:
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_ pq,ikjrizAxi + ﬁq,i+1,k,j7‘iilei+1 320
pq,l+ = 4 { A A ) ( - a)
(Ti31/2)* (Ax; + Axiy4)

— pq lk]AYk +pqlk+1]Ayk+1

P ,and 3-20b
T ) By + Ay (3-208)
pq lk]AZ + pq i k]+1AZ
Papr = Azj + Azjyq ’ (3-20c)
where

(Firie)’ = (F +75,)/2 ,and
A+=((+1/2,k,j),t+= (i, k+1/2,j) and 6+= (i,k,j+1/2).

The a4s and bgg components of the fluid-structure momentum-exchange functions K s and the a,q, and
bq

densities for consistency. Because of the large fractional changes can take place over a time step, the

¢ components of the interfield momentum-exchange functions K, are averaged similarly to the

loss/gain of mass and momentum in a cell requires a further adjustment on the interfield momentum
coupling. To maintain a similar force per unit mass on the estimated end-of-time-step densities, the

adjustments are

dgat = agq [(p5* A )/ (P76:)] (3-21a)
biait = baq/[ (55 *05)/ (3 hqr)] (3-21b)

ags = ays(py+*/py) and (3-22a)
bt = bls(pntt/Bn) . (3-22b)

The volume fractions are averaged differently. Namely, the straight area averaging determines ag

on cell boundaries. This means, for the radial boundary (x direction),

4
s 1 Ax; + ag, i+1k} l+1sz+1

{Axl +r L+1Axl+1

A+ = (3-23)

Since the cell-dependent structure volume fractions are time independent during convection, no tilde

notation is required. The vapor volume fractions on radial cell boundaries are calculated as

( ) ag i/ (1 — asxj) for pix; = Pivik,j
g+ = (1 —asas . (3-24)
agivip/(1— Asivip) for pix; < Pirik,j

Because the volume fractions must sum to unity,

apa+ =1 —asae — g2+ (3-25)
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The component-wise effective vapor volume fractions are averaged on radial cell boundaries as

a
_ qm,A+
Agmar = =g—— g a4 » (3-26)
m=1 Xqm,+
where
Agma+ = Aqm,ikjTiBX; + Agm i+1k,jTi+10%i41 - (3-27)

A similar procedure is taken to average the variables at the other boundaries (in y and z directions).

Third, the virtual mass terms calculated in Step 1 are used. The physical background and purpose of

implementing the model are discussed in Appendix A of the AFDM manual Vol. V¥.

Fourth, the convection terms of the momentum equations are evaluated explicitly. For the radial (x)

direction, the convection term is given by

_ 10 10 .
Vs = rfax(pq ug?) + = < dy (auqwq) + Z(pquqvq)

1 _ ~
[<pn ( n)l+1,k.j<ug)i+1,k1 <pn ‘a n>lkj(u2)ikj]

(r’i+1/2)chi+1/2

1 - ~ ~
(r' ; ){Ay [(p,’; ‘?)z+1/2 k+1/2]( n)l+1/2,k+1/2,j
i+1/2 K

_[Gnsn ~n -
<qu‘1 >i+1/2,k—1/2,j<uq>i+1/2,k—1/2.j] (3-28)
= ~n
A [(Pq q)1+1/2 k]+1/2<u )l+1/2,k,j+1/2
~n
( )L+1/2,k,j—1/2(uq)i+1/2,k,j—1/2] !
where the donor cell evaluation of the terms with bracket is
<’[)r(uq>i+1,k,j - [<'5r€uq>i+1/2,k,j + <p_r{uq>i+3—2,k,j] /2 (3-292)
('[)Wq>i+1/2,k+1/2,j - [(pwq>i,k+1/2,j + <p_wq>i+1,k+1/2,j] /2 (3-290)
(’[)vq)i+1/2,kj+1/2 - [(pvq>i,k,j+1/2 + <pvq>i+1,k,j+1/2] /2 (3-29¢)
Uit1/2k,j for (pr{u)HLk’j =
Witk = . ) (3-29d)
Uiyz—pk,;  for (pr u)HLkJ <0
U1+1/2,k,j for (pW)iis1/2k+1/2, = 0
(u)i+1/2,k+1/2,j = B ,and (3-29¢)
Uit1/2,k+1,) for (pW)iiv1/2k+1/2,j <0
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Uit1/2,k,) for (pv)it1/2kj+1/2 = 0
(u)i+1/2,k+1/2,j = . (3-291)
Wistj2kje1 FOT {PV)iv1 2k j41/2 <O

For the y direction, the convection terms are given by

10 i a .
CVgv = ox (Pgwqruy) t3, (pqwtf) +£(pqwq”q)

= rc’Axi [(pn ‘a n>1+1/2,k+1/2,j(W‘?)i+1/2,k+1/2,j
BT, sy s ]
1 [( nypn ~n

+ riAyk PaWq >1 k+1,j<Wq )i,k+1,j B <52W‘?)ikj<w‘?)ikj] (3-30)

n
w,
[Pq Yq Lk+1/2]+1/2( >l,k+1/2.j+1/2

</3q q>1k+1/21 1/2(Wn>lk+1/2,j—1/2]'

For the axial (z) direction, the convection terms are given by

. 1
CVao+ =% 7 ox (pq”qr ”q)+ (pqvqwq)+ (pq )

~ ¥Ax, [(Fgre )22\ P8 Desa s oo

— (BT 1T ee)
+ ﬁ |(Baréwy), ser/z12\ P gz a2 (3-31)
L2 Ll WO (o WSRO

~n

[(5gﬁgll)i_k_j+1< q >i,k,j+1 - (521117‘?)”(](17‘111)”(}] :

+
Azjy1y2

The donor cell evaluation of the terms with bracket in Egs. (3-30) and (3-31) is obtained similarly to the x
direction. The velocities in the above definitions are obtained from dividing the momentum fluxes at the
appropriate boundaries by a momentum-averaged density. In the reduction to the first-order differencing,

where the velocity derivatives are zero, it is only the sign of the velocities that is important.

3.2.3. Velocity solution procedure

After setting up the momentum equations in the previous section, the momentum equations are
solved explicitly for velocities. In SIMMER-III there are up to eight momentum fields (three in the
standard option) that are coupled each other through interfacial drag. Because of the direct relationship
between velocities and interfacial drag, the momentum equations are solved using an iterative procedure. If

strong interfield coupling is applied to previously loosely coupled fields, more iterations can be required to
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achieve the convergence necessary to allow later determination of interfacial energy dissipation using the

calculated velocities.

There are three operations performed in this section. First, momentum averaging is applied to
couple momentum fields. Two momentum fields are regarded as coupled if the momentum exchange

coefficient is sufficiently large, namely
Agqr = 10°(1 = ay) . (3-32)
The averaged velocity from two coupled momentum fields, for example for the axial boundary, is given by

pq.é’ ﬁq.é’ + pq'.s‘ ﬁq'.s‘
F_’q.é’ + pq',f

qE = an = (3-33)

where the quantity ¢ can represent either 8 + 1, 7 + 1 or A + 1 momentum cell in x (radial), y or z (axial)
direction. This must be done on all the boundaries of the cell. The number of interfield momentum
couplings is 3 for the standard three-velocity-field model, but it increases as many as 28 for the eight-field
model. In Eq. (3-33) and the solution procedure below, the velocities used in the equations of motion are

indicated using upper-case ¥ for all the directions.

Second, the finite difference representation of the momentum equations may be placed in the

general form

ﬁn+1Vn+1 + Ath Bn+1

n+1_ Vn+1
qmefff qm.§
m
~n+1 n+1
—AtZ( te+ b Vi ) Ve

qa (3-34)
% 1 1
—png — AtCVqe — ﬁn+ V(?S_Z qmefffvmf +773J§ ’
m
where Kq5¢ = g + by |V, . The last term on the
RHS of Eq. (3-34) is defined in three directions as
~ ~ ﬁ?++11k] 15351
flgis = —Atag3L ——p———, (3-35a)
l‘+§
- nsr Pt — Pikj
ittt = —Ata{{}iW ,and (3-35b)
i+§ i+7
- o1 Pikjr1 — Plky
by = Atprbig — At Z{Zi”AZ—”- (3-35¢)
]'+§

The gravity term appears only in the axial direction. Although they are not explicitly shown, the centrifugal
force and Coriolis’s force may be added to Egs. (3.39) and (3.40), respectively, when a three-dimensional

cylindrical model is to be used.
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The virtual mass coefficients are then defined and the vapor virtual mass term is given by

BIt' = agers eV Mg, and (3-36)
BeE' = —ag VM, (3-37)
where
Agerr = g/ Z Aqm - (3-38)
m

The term VM is the cell averaged virtual mass coefficient computed in Step 1.

The velocity differences in the inter-field drag terms in Eq. (3-34) are simply evaluated by

Varag = Vare = Vag o (3-39a)

Varge = Varg — Vg (3-39b)

Vye =V, and (3-39¢)

Voe = VIEr. (3-39d)
Because the pressures are those at the beginning of the time step, pl’}“ =P i3

These reduce the momentum equations to a simultaneous set of three linear equations in three

unknowns, which is expressed in a matrix equation of the form:

SeVi*t = Dg ,or (3-40a)

S11 S1z Si3] [Vig]  [due
S21 S22 S23 ]72,; = |dze]. (3-40b)

S31 Ss2 Szz) [V3g ds ¢

This matrix is 3 by 3 for the standard three-velocity-field model, where the elements of the matrix S; are

given by:
S116 = Pret + AtKyse + At(Kip e + Kizg) — (@efr)* Bt (3-41a)
S126 = So1.6 = —DtKipg — A1 arr e Bot Qrefre (3-41b)
S22 = 53?1 + AtKyse + At(Kize + Kaze) — (07;1:}]‘ ¢) 5{;‘?1 , (3-41c¢)
~n+1
Stag = Sag = —AtKizg + @rreBot (3-41d)
5235 - 5325 - _AtK23f + ~gz}f€ﬂg-§l ,and (3-416)
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S33§ = ‘5;}-1 + AtK3s'f + At(K13'$ + K23'€) - B'g’-gl ) (3'41f)
where Kg,q¢ = aq,qg + g,zlg ,q,5|. The vector Dg is given by
_ zn 7 7 An+1[vy
dog = PaeVas = AtCVqe — Bt (Ve — @qterreVare — QgperreVanel + gk - (3-42)

The extension up to an 8 by 8 matrix equation for more than the standard three velocity fields is
straightforward and hence not repeated here. The matrix equation is solved for velocities using a Gaussian

elimination method.

The iterative procedure is performed in the following way. After initial pass we examine if the

estimated velocities are too large, again for the case of three fields,

1
{acgl + bg§'1|VG S+ VGS| + a;‘;;
+ b1“| Vet — Vg™ + V8 — Vg |+ 35 (3-43a)
+ by |Vt — V”’f1 +VF =V} > Kes + Kiz + Kas .

For the eight velocity-field case, a general expression is given by

7
1 - _ ~ _ . .
~n+1 n+1|yyn+1 n § ~n+1 n+l |fn+1 n+1 n n
7 Aags + bGS |VGS + VGS| + aqm,G + qu | - qu + VG - qul

(3-43b)
> Kgs + Z qqr
q¥q!

If this is the case, the beginning-of-time-step velocities are insufficient to determine the drag, and hence

iteration must be performed using velocities estimated at t = t™ + 1/2 At,

Vargs = Vargg = [Vn+1 Vit + Vg e — V], and (3-44a)
Vae = = [ VL. (3-44b)

Now, we solve the equation
SESVIY = Df, (3-45)

where 6_I7§n+1are the correction to _I7§"+1. The matrix coefficients, again for the three-field case, are

Sfl,f pf? + AtK1ks,¢’ + At(Klkz,f + K1k3,§) (d?;}f ¢) E(T;hgtl ) (3-46a)
Siae = Sare = —AtK{ ¢ — @i eBet @ratr (3-46b)
Syae = Pag + ALK e + At(KlG e + K5 o) — (@557, Bett (3-46¢)
Sia¢ = Sze = —AtKiG ¢ + afs Bt (3-46d)
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Skye = Shye = —AtKE o + @35} et and (3-46¢)
ks = Pyt + Atk ¢ + At(KfS s + KJ5¢) — Bat'. (3-46f)
where
Kc;(S Z [an+1 n+1| V(ZE” ~and (3-47)
— 1 [~n+1 + bn+1 Vk + Vn _ Vn ” (3-48)
qqlf ) Aqqré qq".§ a. qn.é qll-

The Qé‘ vector is given by

— 2n 7 =n+17k S+l
dag = PagVas — Py ‘fq,f AtCVqe + 713? o
An+1[7 7n ~n+ 7 7N
+ Bat Veg = Vi — Gatery, 5( —Va18) = Agserre (Vo — Vanl
(7n
— At |lantt 4 prtt Vq,f + q, Vq.s‘ + quf
Agsig T Pgsg 2 2
(3-49)
~n+1 n+1
+At2(aq’q ba'as qs‘|) ‘a8
ql
where
e -
q'q &= [ Vq,S + Vqri,i - Vc:i] . (3-50)

Absolute convergence would be on a suitably small value of dg ¢, but relative convergence of the

vapor velocity is considered to be sufficient.
|sVE* /i < g, . (3-51)
The typical and default value for the convergence precision &, is 107%.

Following the velocity calculation, the velocity derivatives with respect to pressure must be
calculated for use in Step 3. Assuming that the inter-field differences between the beginning and end-of-
time-step velocities remain in the same sign, they can be obtained by differentiating the matrix equation for

the velocities. Namely, we got in a matrix form
S— ov =R. (3-52)
-_— ap —_— -

Equation (3-52) has the same coefficient matrix as before. Namely, for the first calculation the matrix is §

in Eq. (3-40); for later iterations it is S* in Eq. (3-45). The R vector is simply given by
At

L+1/2)<sz+1/2

Tgr+ = qA+ r (3-53a)
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At (3-53b)
Tgep = @1 — ,and
et v (r i+1/2)§AYk+1/2

At
— AN
Tgo+ =&

+1
Sry— 3-53c¢
q,0+ AZ]‘+1/2 ( )

The evaluation of the velocity derivatives with respect to pressure in the three directions completes the

major operation in Step 2.

Finally, the estimated vapor velocities obtained from converging the momentum equations are
limited to 1.4 times the Courant velocity criterion. This is because vapor velocities can sometimes become
large if step reductions in momentum coupling are determined in Step 1. A large increase in liquid/vapor
slip cannot lead to an increase in surface area and associated momentum coupling until the next time step.
Limiting the estimated vapor velocity allows the pressure iteration to converge, although without
necessarily eliminating the pressure difference driving the velocity increase. Then the large vapor velocities
can reappear in Step 4. Accommodation is accomplished in subsequent time steps by reducing the time-step

size and/or increasing momentum coupling.
3.3. Pressure Iteration (Step 3)

Step 3 of the SIMMER-III four-step algorithm performs an iteration to obtain the end-of-time-step
cell-edge velocities that are consistent with cell-centered pressures. During the pressure iteration, errors in
some important variables are reduced to near zero. Since this is the central step of the fluid convection
algorithm, a historical perspective is reviewed first. Then the following operations performed in Step 3 are
described.

(1) Define expressions whose residuals are reduced,
(2) Expand each expression in the independent variables,

(3) Express all changes in terms of the cell pressure changes, which are obtained from a system of

linear equations,
(4) Solve a system of equations for the cell pressure changes and update the other cell variables, and
(5) Check the convergence of pressure iteration.

Finally, the options for matrix solvers are described. The EOS model provides the state variables
and their derivatives that are necessary to complete the pressure iterations. The definition and functional

forms of these quantities are documented in the EOS model description'?).

3.3.1. Background

In SIMMERC-II, it was attempted, in the pressure iteration, to reduce the error to near zero in the
overall liquid mass for single-phase cells or the overall vapor mass for two-phase cells assuming that the

derivatives of density with respect to pressure were constant. This approach resulted in inaccuracies in
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some situations requiring very short time steps or problems in vapor convection at two-phase/single-phase

boundaries.

In AFDM, it was attempted to eliminate the SIMMER-II problems by forcing consistency between
end-of-time-step pressure and the EOS. The important conservation relationships selected for AFDM to be
reduced to near zero were: the overall densities of heavy liquid components, the density of a light liquid
component and the overall densities of vapor mixture, and the vapor internal energy. Separated treatment of
heavy and light liquid densities and conservation of vapor internal energy with the pressure-volume work
term were crucial for obtaining stable and consistent results of pressure iteration. Other variables were
extrapolated at the beginning of the pressure iteration and then re-evaluated using the converged velocities
and pressure. Since compressibility of liquid components were modeled in the AFDM EOS, an internal
EOS iteration was required within pressure iteration for obtaining the mechanical equilibrium between
liquid volume fractions and EOS pressure such that the vapor volume fraction was computed consistently
with the EOS pressure. This procedure sometimes had unacceptable computational penalty especially when
a tabular EOS option was used in AFDM.

In SIMMER-III/SIMMER-1V, a basic approach for pressure iteration is direct extension of AFDM
to a full multi-component system. The conservation relationships to be reduced to zero are further
elaborated to separate liquids into three. Even after the numbers of liquid components and velocity fields
are increased during later code improvement, a policy of grouping liquids into three is retained. A major
improvement over AFDM is elimination of the internal EOS iteration to obtain mechanical equilibrium.
This is done by compressing liquids by the cell pressure, not the EOS pressure, in the pressure iteration. As
a result, the present EOS model defines the EOS pressure as a function of the cell pressure. The procedure
set up then for the pressure iteration is to reduce the difference between the EOS pressure and the cell

pressure to zero, without requiring the internal iteration.

3.3.2. Expressions for residual errors

The mathematical expressions providing residual errors that are to be reduced to zero in the pressure
iteration are described. The absolute values are reduced of the results of six calculations to the residual
quantities: the pressure residual, the four density residuals and the vapor internal energy residual with work
term. These residuals were selected based on consideration on their sensitivities on pressure iteration and

experience in AFDM.

First, to obtain a consistent pressure, the residual error in pressure is given by

kK _ ok K
€ikj = PEos,ikj ~ Pcellikj » (3-54)

where p,’;‘os,ik ; denotes the EOS pressure and pfe”’ik j the cell pressure, and £ is the iteration index. The

quantity px, s,ikj calculated by the EOS model is defined as a function of

Plhfos,ikj = f(as' 5fm» (ém{l)o' 5’5m; Tak; ﬁfell)! (3-55)

where the structure volume fraction ag was determined in Step 1, and the liquid internal energies are

determined in Step 2. The other quantities are varied during the pressure iteration.
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A call to the EOS routine provides plI:SOS,ik i ok, @ and &¥, and the derivatives of pX,s, a¥ and e}
with respect to Pr1, Pr2> Pr3> P> Peenr a0d Tg, where the subscripts R1 to R3 indicate three liquid groups.
The expressions for these quantities are given in the EOS description'?. To avoid oscillation between
single phase and two phase in successive iterations, a special adjustment procedure is implemented when a
previously two-phase cell goes into single phase. This adjustment is performed for those cells where @7 >
0 and @X@E~1 < 0 such that the vapor field is coupled to one of the liquid fields in a similar fashion to Eq.
(3.19) as described in Section 3.2.2. This must be done on all four boundaries of the cell by mass averaging

both the velocities and the velocity derivatives with respect to pressure.

Second, the errors in mass conservation are reduced for the following four densities, which

represent fuel material, steel material, sodium and vapor, respectively.

Pr1 = Pr1+ Pra t Pre + PL7» (3-56a)
Prz = P2 + P15 (3-56b)
Pr3 = Pr3,and (3-56c¢)
Pe = Pg1 + P2 t Pg3 t Pga - (3-56d)

Then the errors in mass conservation are given in the general form by

=Kk =n
P —p 8
D i = mA—tm + V- (prvitt), (3-57)

for m=R1, R2, R3, G.
Third, the error in the vapor internal energy with pressure-volume work term is calculated by

=n+1 sk =n SN
_ (Pa,ikj)oec,ikj ~ PG,ikj€aG,ikj
eGikj At

D + V- (pgegvith) + pg,ikjv vttt

T — Tk (3-58)

k
+ Dg ikj o

The é(’;‘_l-kj term is obtained from the EOS call necessary to evaluate Eq. (3-58). The pressure p’g,l-kj is
calculated for the first pass to the pressure iteration (k=1) as
Péak; = CVMGT(Pyikjr 0, @gj > 0 and &gy > 0), (3-59)
where &g ij = @g ;i from Step 3 on the previous time step, and for the subsequent iterations calculated as
P&k = CVMGT (P ikjr O, @ > 0 and péze; > 0). (3-60)
Here CVMGT(A, B, T) is a function that returns A if T is true, and B if T is false.
3.3.3. Expansion of residual errors

The six relationships defined in the previous section are each expanded to first order in a Taylor
series, with assuming the macroscopic densities, the temperatures and the cell pressure being the

independent variables. Namely, the six expressions are expanded in terms of Apgq, APr2, 4Pr3, 4p¢, AT
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and Ap..y;. After obtaining 4pg,, Apg, and 4p;, the individual material density components are obtained
by assuming that the macroscopic density ratios within a given material to define mass residual are constant,

or

Pl
A = <m> Apr1 = X110R1 (3-61a)
pRl 0

N R
Apry = =n31 | DBPr2 = X128PR2 (3-61b)
pRZ 0

Apy3 = Apgs, (3-61c)

Apr1 = X14BPr1 (3-61d)

(3-61e)

[N
i
]
N

Il
=
=~
”
>
el
]
N

Apr1 = X168PR1 (3-611)

Apr1 = x170pp, ,and (3-61g)

“n+1
Apgm = (%) Apg = XgmDpg , form=1, 2, 3 and 4. (3-61h)
G 0

The resultant expressions are given by

G
ag'k' ag'k' _ ag‘k‘
Eikj + =——— MDcerrij + Z L Apmyisj + s ATg i = 0, (3-62)

ODceln,ikj i 0Pm,ikj 0T ikj

for the expansion of EOS,

ODpikj . 0D ijk 0D ijk
T Apmikj ¥ 5 DPcewtixj * 53—
Pm,ikj

ITLRTL]T

Do,k Apcenitik+1,j+1 =0, (3-63)

+
apcell,iil,kil.jil

apcell,ikj

for the expansion of the mass conservation relationships for m= R1, R2, R3 and G, and
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0D, deg,ikj deg ik deg ik
Deg, i Z L ABmikj + 5 ATg i + 5 ADcerr ik
ik " Qeg ix; 1apmikj 0T i tej Wcerinj 7
G
oD, D, )
+ — AT ij + Z—- AP ik —G”AP 1Likj
aTG,iki e mep1 apm,ik} mt ] apcell ikj ety (3_64)
aDeGik
+ —]Apcell,lil,kil,]il =0,

for the expansion of the vapor energy equation, where (i£1, k+1, j+1) means that six terms are summed for
1, & ), (-1, &, )), G, k+1,)), (G, k-1, /), (i, k, j+1) and (i, £, j-1).

3.3.4. Formulation of pressure equation

The equations (3-62) - (3-64) are solved using the EOS derivatives, the derivatives from the higher-
order differencing and the constraint that the velocities depend only on pressure using the velocity
derivatives from Step 2. Algebraic manipulation of Egs. (3-62) - (3-64) resulted in a matrix equation of a

form

AikjDXij = =Bk jAPi—1k,j — B2,ijAPis1,k,j — B3ikjAPik—1,j — BaikjAPik+1,j
— - = 3_65
— Bs ik jAPik,j—1 — Be,ikjAPik,j+1 — Sikj (3-65)
where the vector Aa_c’l-kj represents the six residuals, Apeeyyikj» APr1,ikj» DPR2,ikj» DPR3,ikj» DPg,ikj and AT ;.

The coefficient matrix A;y; is 6 by 6, and expressed as

(11 Q12 A3 G14 Q15 Qg6
ay; Az 0 0 0 0
4 asq 0 ass 0 0 0 366
=g, 0 0 a, O 0 (3-66)
asq 0 0 0 ass 0
g1 A2 A3 Qea A5 Cegd

The values of coefficients involve the derivatives of & j, Dy i j and D, ik given in a generalized form by

apg = Zlgs for r=1,2,..,5and s=1,2, ..., 6, (3-67)
where

Y1 =€) (3-68a)

VY2 = Dra,ij » (3-68b)

¥3 = Dra,ikj » (3-68c¢)

¥y = Dg3ikj » (3-68d)
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Vs = DG,ikj;

$ = Pcettikj »
&= pRl,ikj ,

$3 = pRZ,ikj ,

&y = pR3,ikj ,

s = Paikj »

¢6 = Tg,ikj »and

oD aD

€G,ikj aeG,ikj
Aos =

¢

€G,ikj

<

deg,ik j

The B vectors of Eq. (3.65) are given by

[ 0W1/0Di—1k) ]
0¥, /0pi—1k
3 0%¥3/0pi—1k 3
L] 0¥y /0pi—1p; | 2]
0¥s/0pi-1k j
_aDeG,ikj/api—Lk,j_
[ 0W1/0Dik+1,) ]
0¥,/ 0P; k+1,j
3 0¥3/0P; k+1,j B
e 0¥y /0pigs1; | S
0¥/ 0P k41,
[0De; 4/ OPije+1,5] 0
[ Sikj T [ Apikj
Dpa,ikj APy, ikj
§ikj = ZRZ’ikj ,and AX;; = A/?Rz'ikj
R3,ikj APR3,ikj
D ik j Apg ixj
-Dec,ikj . L ATG,ikj |

[ 0¥1/0Dik,j-1

Dea,ikj/api,k,j—l_

[ 0V /0Div1k,) ]

0¥/ 0Pis1 k)
0¥/ 041k,
0¥,/ 0Div1k,)
0¥s/0Pis1 k)

_aDeg'i]'k /api+1,k,j_

0¥,/ 0Pk, j-1
0%¥3/0p;k,j-1
0¥,/ 0pikj-1
0%¥s/0p;k,j-1

,Bs ik =

s Beikj =

[ 0¥1/0Dik 1 ]

_aDeg_ikj/api,k,j+1_

[ 0¥1/0Dik-1; ]

0¥, /0P k-1,
0¥3/0p; k-1,
0¥,/ 0pi k-1,
0¥s/0p; k-1,

aDeG,ijk/api,k—l,j_

0¥,/ 0Dk, j+1
0%¥3/0p;k,j+1
0¥,/ 0Dk j+1
0¥s/0pik,j+1

(3-68¢)

(3-69a)

(3-69b)

(3-69¢)

(3-69d)

(3-69¢)

(3-691)

(3-70)

(3-71)

To examine these in more in detail, the first row of A;y; involves the derivatives of g ; defined by
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— n+1 +1 T7n+l1  xn+1 ~n+1
&ikj = Pros.ikj (@, PLm's (EfmDos P T, Peen) — Deeliyikj - (3-72)

In the EOS model, both the two-phase and single-phase pressures, Py ikj and P14,k j» are computed and the
maximum is taken to get pgos ik j» unless specified otherwise by user input. Let us obtain the derivatives for

the two-phase case first. The element a4 is written as

dcini  OPros.iki
ikj pEOS,lk] _1’ (3_73)

a11 = =
apcell,ikj apcell,ikj

where pgos,irj comes from the EOS as

1—agimPem 1—agzmpem

, T, 0.2
PemBRuTe PemAczm (Tc M)
PEos,ikj = Z[ = - ~ Z Pem - (3-74)
m

Then the partial derivative of pgog i j With respect t0 peeyy i j is defined as

aPEos,ikj _ 0Pem
apccll,ikj m a)OGm m

9Pem aULml (3-75)

aULm apcell .

where the specific volume is defined as the inverse of microscopic density v;,, = 1/p.m,. Using the current
EOS functions, the derivatives of the partial pressure of vapor components with respect to the vapor

microscopic density is given be

ame _ RMTG 3 (2 + aG3Mme)meaGZ,M (TCTt,M) (3_76)

0pem (1= agimPem)? (1 + agsmpem)? '
where

Pe .
Pem :(1_—7,‘;5) if ag <0,or
Pem .
Pem = — , if ay=0,and
om T - as — (1= ag) Xm PLmVim 0

9p¢ .

ﬁ=0, if a;<0,o0r

9Pem Pem

= 1-— D , if >0,

avLm 1 _ as _ (1 _ ao)aL [( ao)me] 1 aO
where

a, = Z PrmVim

The derivatives of the liquid specific volumes with respect to cell pressure is
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0V, (aULM)
= , 3-77
apcell ap erm ( )

as given by the EOS relationships. This completes the necessary expressions for a,, for the two-phase case.
The coefficient a,, is given as

afikj _apEOS,ikj
0Pr1ikj  OPruikj
_ (@) aPEos,ikj_l_(@) OPEos,ikj _I_(%) OPkos,ikj
Pr1i/y OPL1ikj  \PR1 Pr1/ o OPLe,ikj (3-78)
n (,f_)ﬂ) OPEos,ikj
Pr1

aip =

o 9PLaikj

)

o 9017,ikj

where the derivative of pgog ix; With respect to the liquid density is described as

OPkos _ 0Pem (9Pem
= ) (3-79)

0PLm r 0Pem \0Prm

for the two-phase case, where pg,, is the microscopic density of vapor component m. The new expression

in the parenthesis is

9
9Pam _ o if @z <0,and (3-80)
a.DLm

0pem _ (1 — ag)PemVim

—= = . ,if ag =0 (3-81)
ame 1- as — (1 - ao) Zm PLmVULm ¢

Similar expressions can be written for a;3 and a4 as

0 d i b 0 i
s = (@) TPeosiky (pﬂ) TPEOSIK]. ang (3-82)
Pr2/ 0P12,ikj Pr2/ 0PLs,ikj
OPEos ij
Ay = ———. 3-83
" 0p13,ij ( )
The derivative with respect to the vapor density is
- 0DEos, ik _ Z (ﬁGm,ikj) ODEos,ikj 384
1 0P¢,ikj Peikj ) OPemikj (3-84)
m 0
where
0 0 0
P_Eos _ me( p_Gm)’ (3-85a)
ame ame ame

with
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pem _ 1
— = - . (3-85b)
0pem max[ay(1—as), 1—as— (1= ay) Xm PrmViml
Similarly, a,¢ is expressed as
. = afikj _ aPEos,ikj _ z ame,ikj
16 OTg ks g in; —GTG ) (3-86a)
for the two-phase case, with
0Dem _ PemBRum _ O'ZpgmaGZ,M (TCrt,M)o'8 (3-86b)
0Te  1—agimPem (1 + agampPem)Terem \ Tg
The definition of the single-phase case is the p;4 > pg, where
e 3-87
= —_ B - a
p1¢ pcell aaG/apce” ( )
such that
o 3-87b
E=——, -
06/ 0P e (3-870)

In determining the derivatives for the expression of €, only the numerator is differentiated. This makes the

expansion equation become

G

aaG"k' _ aaG"k'

5 L ].Apm,ikj + T__l]_ATG,ikj =0. (3-88)
m,ikj G,ikj

0ag i
G,ikj
g ikj t 3 ——APce,ixj +

OPcet,ik j =

Convergence of the iteration means a; ~ 0. For a flag, when p,, > p; and a cell is single-phase, the a;

returned from the EOS should be set to —1072°. However, a positive value while in the EOS is still

acceptable. Because the vapor volume fraction is defined by
ag=1—as— Z PLmVim » (3-89)
Lm

the derivative with respect to cell pressure is given by the EOS as

dag Z_ <6vLm>
Dot L, PLm ap : (3-90)

€Lm

Then, with the above prescription, for the single-phase case, the coefficients a,;- a4 are

afikj

a1 = =-1 (3'91)

apcell,ikj

- Gy _ (99/9Pri)itg
= ﬁlel,ikj (Pag/ ﬂpcelz)ik/ ’

with (3-92a)
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dag [(ﬁu) (ﬁm) (ﬁLe;) (ﬁw) ]
—=—(\—) Vy1+t|—) Vs +|—) Vig+|\— ) v 3-92b
0Pg1 Pr1/ H Pr1/ L Pr1/ Lo Pr1/ L7 ( )
PL2 (ﬁLs) ]
a —_— +(—] v 3-93
1= (aaa/apceu)[ pralo " o)y G-93)
Ur3
A4 = 57— ,and 3-94
1 = 0ag/peen) (99
a15 = a16 = 0 . (3'95)
For a,,, defined as
0Dg1,ikj
a,, = —, (3-96a)
2 apcell
we need the expression for Dgq i
= ~n+1 = o~
R - BAPRTTRE )y | AT ik A ORIRT o |
Dpijkj =——7— + 7 + (3-96b)
At r® Ax; Ay Az;
mER1 i 3

For the donor-cell differencing, there are no non-linear terms and we can sum all the g%, to p%, inside the

brackets. This means, for the donor-cell case,

= ~n+1 =N ~~
1 [ a<pglr<ug1 >k,jl 1 A a(PmW}reLlH)] 1] 1 A a<pR1vR1+1)tk:|
i - - ~ - ~ 1| -

421 = K 3-97
2T Ay ik Ay; OPikj AZ Opix; ( )
where
olFrcant),
' apikj
=n
=S Oir1/2k, | PRUIKS U an, 2 0
— li+1/2 Er -
Pikj PR1i+1,j u:l++11/2k1 <0 (3-98a)
n ~n+1
_ r{ au,:_l/z'k’j pRlvikj ul—l/z,k,] < 0
i+1/2 apikj =n >0
PR1,i-1k,j [t 1/2 k,j
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P )
Ay 3
Dikj
o . wtl >0
awikH/Zj PR1,ikj ik+1/2,j =
- Op;; = ~n+1
Pij PR1ik+1,j Wik1/2 <0 (3-98b)
=n ~n+1
aWi’k_%’j PR1,ikj Wi,k—%,j <0
OPikj | PRrik—1; W?,:_ll >0
k=]
= 5 . pntl
A O PRTR e OWigejurse | PRUIKI Vijejri/z = 0
j a L. - a P = ~n+1
Pikj Pikj PR1,ik,j+1 Dikj+1y2 <0
= ~n+1 -
ik j1/2 PRu,ik; Dikj-1/2 <0 (3-98¢)
g |3 -
Pikj PR1ik,j-1 Dikj-1/2 =0
The velocity derivatives with respect to pressure come from Step 2. We have
0Ui—1/2,k,j 0Ui—1/2.k,j
o (3-99a)
apikj api—l,k,j
OWik-1/2, Wi k-1/2,
i Ve Nl Ve N (3-99b)
apikj api,k—l,j
Vi k,j-1/2 Vi k,j-1/2
it AP L) L (3-99¢)
apikj api,k,j—l
for determining derivatives on the left and right boundaries.
The terms a,,, a3, and az3 are given by
(3-100)
(3-101)

Dy 1
227 57 T ap
apRI,ikj

0Dpy i1
R2,ikj and
(3-102)

az_q1 = )
OPcelt,ik j

a3_1 = E .
where a;_; is evaluated similarly to a,; with R2 replacing R1. The terms a,q, a4, s and agg all involve

errors of density equations and can be obtained similarly. The term ag4; involves an error in vapor energy

equation and is written as
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aDeG,ikj aDeG,ikj aeG,ikj

g, = (3-103)

OPcetikj  0€c,ikj OPcellikj

The error D is expressed, for the donor-cell option, as

€G,ikj
=~ +1 ~ i~ ~
_ (Pg,ikj)oeg,ikj - pg,ikje(r;l,ikj
€Gikj At
_:TL“'TL('*TL =N ~N ~ =1 oA ~
BlpERETTL);  AGRERWE) | ANPERE Tk
{Axl Ayy AZj

ﬁ?(;}k] [ag-:lclj ag,ikj] (3_104)

At
{~n+1 _ o
_ [A i{agriug )k_j+Ak<agwg+1>” A(agng)i,kl

r.<~ Ax; Ay Az i

L

D

+

where ﬁ;ﬂ;}k i = Deotlik ; for a cell that has been two-phase throughout the pressure iteration, and ﬁg;}k ;=

0 otherwise. The derivative with respect to cell pressure is given by

D, n+1
ODegyy; 1 [t — al ] + prh 0ag,ikj
ag Jikj aG,ikj pceell,ikj

OPceltikj T At OPcelt,ikj
N Ai(dgﬂﬁg)k,j+Ak<&gV~"3)j,i+Aj<d353)i,k
rfoi Ayy AZj
{~n+1
T A.a( G +L[A 7a<aawn+l>”‘] (3-105)
ceett .zA ; OPikj Ay; ODixj
1] o &”ﬁ"“
+—[A- (G )Lk] )
AZj apikj
for P2¢,ikj = Pcell,ikj » O
D, . .
%9 =0 for pyguj = 0. (3-106)
apcell,ikj

With the vapor volume fraction playing the role of density, all terms in the above expression can be
determined using relationships already defined. The second term in ag4 is only non-zero when a,; > 0. The

derivatives with respect to vapor energy is given by

Pegins _ =(p gtkl,) /At (3-107)

deg,ikj

and the derivative of the vapor internal energy with respect to cell pressure is given by

dec iki 1 ae a 0V
Gikj _ =n+1z jrtl Gm [Z Pem Lml’ (3-108a)

apcell,ikj .DG ikj a Pem aULm’apcell
AR] em

where
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TG 0.2
Oegm _ 08a62.m <TCTt,M) (3-108b)

0pem agay (1 + agsy)

)’

and the other derivative components are already known. The term a4, also involves an error in vapor

energy equation and is written by

aDeG,ikj aDeG,ikj aeG,ikj

Agy = = — , (3-109a)
02 0Pr1ikj  O€gikj OPR1,ikj
where
~n+1 ~
al_?ea,ik,- _ Dipins ( afrél“ ) (3-109b)
0PR1,ikj At \OPgy,ikj

for which the expressions exist. The derivatives of the vapor internal energy with respect to densities are

dartt _ deg ikj [(@) apcm_l_(@) ame_I_(p_i) 0Pem
0PR1,ikj et 0P6m,ikj | \Pr1 0 0p11 Pr1/, 014 Pr1/, 015
N (p'ﬂ) 0pem N (p'ﬂ) ame] (3-110a)
Pr1/ oy 9PLe Pr1/ oy 0PL7 '
where
deg ikj _ (ﬁ?m,ik}') <aeGm,ikj>. (3-110b)
ame,ikj Pa,ikj ame,ikj
The terms a43 and ag, are similar to ag,, and the term a4 is
Qs = _eG,Lk] + < eG,lk]) _G,ij , (3-1113)
apG,ikj aeG,ikj apG,ikj
with
0De \i
— =0, (3-111b)
apG,ikj
and
g _ Z ('56_’”) 0¢s 3-111
00¢,ikj b Pe /o 0Pem (3-111c)
Finally, the term a¢g is written as
Qe = €G,ikj + €G,ikj G,ikj ' (3-1128.)
0T oegikj ) TG ik

with
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oD

€G,ikj

=0. 3-112b
a7, 0 ( )

The derivative of the vapor internal energy with respect to vapor temperature requires the expression of the

vapor internal energy

ec(Te) = Z P eGm(TG)/Z Ay (3-113a)
m m
where
T 0.2
0.8 (—G)
. AT 1+ agouplm (3-113b)
€cm = €gm t+ a In ,and
G3M Pem
Pem = Pin ) (3-113c¢)
" omax[ay(1 - ag), 1 — a5 — (1 — ap)a]
with
pr+t
a, = y =, (3-114a)
Prm
where
Prm = PrmPewis €Lm) - (3-114b)

Thus, the derivative is expressed by

Oegm _ Oegy aga,m 0.16 [1+ agsmpém 0.2 agsm 0pé
= 02 08 + 0.8T, " . (3-115)
T 0T agamTrim \Tg 1+ agzmpem 1+ agsmpem 97T
with
dedy d aPcJ;r,M
n ’
are ' TaT,

from the EOS relationships. This completes the terms in the matrix A;y;.

For the vectors §1,ik j» ...,§6,l~k j» the pressures in the neighboring cells affect the velocities in the
convective terms. Many repetitious formulas could be written. Here only one example is written for a

typical term, the fourth component of Ez,ik j» defined as

0¥,  0Dp3;

= ) 3-116
ODis1kj ODi+ik ( )
For the donor-cell case, the expression for Dgg ;; and the derivative are
= = AFn {~n+l =n ~ =N ~
PR3 ikj — PR3,k Ai{Prar* >k,j DelpraWrs )i Di{PRs TR ik
Dgs3,ikj = AL + + (3-117)

réAx; e Ay Az;
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=n ..{~n+1
aDR3‘ikj 1 a(pR3r uR3 >k,j
aPi+1,k,j rfoi 5Pi+1,k,j
¢ 3-118
r u =n ( )
i+3 O azivzkj (PR3, Ups,i+1/2k,j = 0
Y . . ) zn ’
1 Ax; OPit1,k,j Pr3i+1k,)  UR3i+1/2kj <0
where
Jdu 1
OuUps ; ; R3,i+3,k,j
R3,i+1/2kj _ +3 J_ (3-119)
aPi+1,k.j apik}'

3.3.5. Solution of changes in cell variables
By multiplying Eq. (3.65) by Ai_klj, the vector AX;; is expressed as

N _ 118 — —
Ay = —Anli[BrikjAPi-14ej + B2ikjDPir1kj + B ik jDPik-1,f

+ By injAP: k+1,j+Bs ik jADi k j—1 + Be ik jAPij j+1 + Sikj] - (3-120)

This equation represents six equations, one for each element in AX;; ;. The first equation is an implicit
relationship between cell pressure changes and neighboring cell pressure changes. The change in cell
pressure can be computed if the first row of 4{]-1 is available. The inversion of 6 by 6 matrix A; is
performed by a band matrix solver. At the same time, the matrix multiplications are performed to determine
the four off-diagonal elements for the subset of Eq. (3-120) describing the cell pressure variations. Since Eq.
(3-120) couples the pressure changes with neighboring cells, treatment of boundary cells must be explained.
The pressure in all boundary cells is assumed to remain constant throughout Step 3, regardless the
boundary condition option selected by the user. This means that §1,ik j = 0 on the left boundary, §2ik =0
on the right boundary, §3‘ik j = 0 on the front boundary, §4ik j = 0 on the back boundary, and Es,ik j =
§6,L- jj = 0 on the bottom and top boundaries. As a result, Eq. (3-120) only couples real cells. Also values of

-

Sikj are zeroed to eliminate these boundary cells from the convergence criteria.

Three solution methods are available for solving the set of N equations describing the pressure
changes, where N is the number of real computational cells. These matrix solvers are described later in
Section 3.3.7. Once the pressure changes Ap;,; are determined, they are back-substituted into the other
expansions to obtain Agq, APr,, APrs, APp; and AT;. A limiter is introduced to clip densities during the
two-phase to single-phase transition. Here, an estimated end-of-time-step liquid volume fraction is
computed as

PIstt 4 x11ApRs + PIst 4 x120Pk; + Pt 4 xi30rs  PI A X1adPRe

(&Eﬂ) t =
L es = = = =
1 e A it
pls '+ x150pro2 | Pl t X16BPr1 | PL7 -t X17APR1 (3-121)
+ n+1 + =n+1 + =n+1 .
PRz Pr1 Pr1

Then if (&{‘fklj)est + agr; > 1 and &Ié,ikj > 0, we apply the limiter to Ap, as
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. . . 1—as+ 1072tk =k
Apg = min |Ap,, 1—a a’G‘ -1)p41, (3-122)

where £ is the iteration index and g=R1, R2 and R3. The velocity changes are determined by

i+1/2,k,j i+1/2,k,j ap 12k Di+1,k,j Dikj|» (— a)
1+ K, ]
=whk! Ou [Api k41, — Apixj] ,and 3-123b
lk+1/2] iLk+1/2,j — ap er1/2,) Dik+1,j Dikj|» ( )
L,k+ ¥l
N o av
V% jv1/2 = Dikjeryz — (%)k . [ADik j+1 — DPikj] - (3-123¢)
Lk,j+

Then on the left, front, bottom, right, back and top boundaries,

~k _ k-1 ou
U3k, = Us/okj — % ok .Apz_k,j , (3-124a)
Je.j
k-1 ow
13/21 = Wi3/2j (6p>.3/2 _Api,z,j , (3-124b)
i,3/2,
v
vi’fk,3/2 = lk k%/z (a—) Apika, (3-124¢)
ik,3/2
ak =gkt (% A ;
1B+3/2,k,j = UB+3/2k,j ap ok PIB+1,k,j » (3-1244)
B+3/2,k,j
w _ger (W Apixpss;,and
i,kB+3/2,j — WikB+3/2,j ap /. . DikB+1,j » (3-124e¢)
i,KB+3/2,]
2y = ey — (2 Ap;
i,k,JB+3/2 — Vik,JB+3/2 ap B2 Dik,jB+1 - (3-1241)
Lk,JB+

In the above equations the velocity derivatives come from Step 2. After unfolding the changes in the

densities, temperatures and velocities based on Ap;;, all the variables are updated as

pr1 = i+ xp1 bRy s (3-125a)
P2 = izt + x128ppz s (3-125b)
iz = prs* + x50, (3-125¢)
PLs = Pia " + X1abppe (3-125d)
Pi's = Pis " + X150Pgz (3-125¢)
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Pre = Pls " + X16DPr1 (3-125%)
pry = biyt + X170pR1 (3-125g)
pk. = pkl + xemApg , for m=1,2,3 and 4,and (3-125h)
TE =Tk + x4, AT . (3-1251)

The only additional limit is that the overall vapor density cannot be decreased by more than 90% in
one iteration. The individual density components are updated based on the assumed constant mass ratios
existing within a momentum field. All densities and temperatures are then reflected from the last real cell

into the boundary cells in the radial direction.

3.3.6. Convergence criteria for pressure iteration

Two convergence criteria are basically used for the pressure iteration. First, the absolute values of

R
each component of the S ; vector are compared to input convergence criteria.

leliil <€, (3-126a)
|DE,| <€, (3-126b)
|DE;| <€, (3-126¢)
|Dks| <€, (3-126d)
|D&| < €, ,and (3-126¢)
|DE| < er. (3-1261)

Here it is noted that if the user sets these criteria too tightly or the coefficient matrix form Eq. (3-120) is
sufficiently ill-conditioned, enough significant figures may not be available to achieve the attempted

accuracy. The standard convergence criteria currently defaulted in the code are:

€, = 10 [Pa], (3-127a)
€, = 107*[kg/m?] ,and (3-127b)
er =10 [J/kg] . (3-127¢)

For the vapor specific internal energy, the convergence criterion roughly corresponds to a temperature

precision of 1.0 K or less.

The second convergence criterion examines satisfaction of the inequality,
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max[|ny;|, |10 x Apf ]
max||pk,|, 10-20]

., (3-128)

where 7y ; is the first element of A{kll-§ik j- If more than one iteration has been done and inequality in Eq.
(3-128) is satisfied, further iteration is judged to be impractical. If further iterations are required, control is

transferred to the calculation of new residual derivatives.

3.3.7. Matrix solvers for pressure iteration

There are three matrix solvers currently available in SIMMER-III/SIMMER-IV. For a one-
dimensional problem, the pressure change equation in Eq. (3-120) is reduced to a tridiagonal matrix, in
which each cell is coupled with two adjacent cells. A standard tridiagonal matrix solver is employed in this

case.

For a two- or three-dimensional problem, two types of matrix solvers are optionally used: a direct
banded-matrix solver based on an outer-product Gaussian elimination method; and an iterative solution
method based on the partial conjugate-gradient, either an ILUBCG or ILUCR type. The former banded-
matrix solver is taken from AFDM and the detailed description is available in AFDM Manual Vol. V,
Appendix X. In the latter method, the convergence criterion taken for a matrix equation,

-

A% =b (3-129)

is written as

1S

|A% = b|
T < eitrf , (3-130)

where the typical value of €;¢,.¢ is 1076 to 1078.

It is noted that the experience in using the options for matrix solvers has suggests that the direct
solution method be faster when the number of mesh cells of the problem is smaller than about 1,000. On
the other hand, the iterative partial conjugate gradient method is obviously faster when the number of mesh
cells exceeds about 1,500. Based on experience of using the two types of iterative solvers, ILUBCG has a

better convergence property than ILUCR.

3.3.8 Optional acceleration technique for pressure iteration

An optional acceleration technique based on Steffensen’s method is implemented for cases when
difficulty is encountered in converging the pressure iteration. The method is known to be effective, in
general, when an oscillatory behavior is encountered between iterations. In this method, a new estimate in

an iteration variable x* is defined from the previous two iterations as

(xk—l _ xk—2)2
xk _ Zxk—l — xk—z )

k — k-2
Xnew = X -

(3-131)

For application to the present pressure iteration, Eq. (3-131) is reduced to
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6k6k_1
Sriew = St —gk=T" (3-132)

and is applied individually to each of six independent variables separately by user specification. Note that

the use of this acceleration technique is not always effective and hence is not recommended for a standard

use.

3.4. End-of-Time-Step Values (Step 4)

The fourth step (Step 4) of the SIMMER-III/SIMMER-IV four-step algorithm does the final update
for densities, velocities and material temperatures. The basic approach is to use the results of Step 3 to re-
evaluate the conservation equations and invert the EOS. Step 4 also interweaves several other operations.
The interfacial areas used in Step 1 are also convected with the same velocities used for mass, momentum
and energy convection. The mass/energy outflows/inflows at the boundaries of the problem are evaluated.

Finally, using the end-of-time-step velocities, the interfacial frictional dissipation terms are determined.

3.4.1. Final mass update

An EOS call at the beginning of Step 4 is omitted to save computational effort. The liquid specific
volumes 974t required are taken from the values determined on the final iteration in Step 3. This is

justified by the fact that liquid specific volumes have only weak dependence on the pressure.

~n+1 W':111+1

Using the velocities g and ﬁg‘“ from Step 3, the end-of-time-step densities must be

updated for all components. The finite difference equations are

1 1
Prikj = Prmixj — At APt )"J + A G )Jl + (pmv‘?H)i'k (3-133)
m,ikj — Fm,ikj Tl-(Axi riquk AZj ’

where the convective terms are evaluated similarly to Step 2, although the velocities used are those

determined in Step 3. The beginning-of-time-step densities in Eq. (3-133) are those from Step 1. After

determining the energy component densities, pit+1, estimated end-of-time-step liquid volume fractions can

be obtained from

apyt = ontarmt (3-134)
3.4.2. Intermediate updates of internal energies

New estimates for the internal energies for liquids and vapor are

" 1 )., =
&lik; = ZnrT {elfik,-pﬁ,ikj
r,ikj
1 1
e [A i(prréerunt )k'j .\ A(pherwit )j‘l, s Aprer v,?“)i'k
rfAx; rlAy; Az; (3-135)

— Wik + Xr,ikj}'
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where the convection terms are evaluated similarly to Step 2, although the velocities used are those
determined in Step 3. Again, the beginning-of-time-step densities in Eq. (3-135) are those from Step 1. In
Eq. (3-135), W, j; denotes the pressure-volume work term and X, j; is an addition to the liquid equations
when the vapor pressure-volume work term is zero. The latter is included to conserve energy. The values of

W, ix; are given by

~n+1 n
Wr,ik] pr Jikj { a5 Jikj ar,ikj)

Afarriagtt), o Adarwgtt) Afarett),, (3-136)
+ At 7 + 7 + )
7 Ax 1 Ay Az
where
Drikj = sz;l for the liquid components, (3-137a)
pﬁgl is the final cell pressure in Step 3, (3-137b)
D6 ikj = pl’,‘;;l if p’g'ikj > 0 in Step 3,and (3-137¢)
Pekj = 0 if pge; =0 inStep 3. (3-137d)
Using the overall liquid volume fraction,
aptt = Z ant. (3-138)
m
Xy ikj 1s defined by
~¢+1
Xr,ikj ~n+1 plk] (&g-{k] &g,ikj)
ay
A(@gréag*™), o adarwrtly,  A{@retly, (3-139)
+ At z + 7 + .
1 Ax 1 Ay Az;

When pg ;; = 0 and consequently W = 0 for the vapor component,

X, = 0,if pg; = pii;', and always (3-140a)

X;=0. (3-140b)

The vapor volume fraction is recalculated as

~n+1 =1—

Gtk = —aptt. (3-141)

These are the same method as used in Step 2, except that the non-linear terms use end-of-time-step

33 ”

velocities. Again, for the higher-order differencing of the vapor, the subscript identifying the vapor

“ ER]

energy field is replaced by an subscript to indicate that the convected value for each individual density
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component must be determined. As in Step 2, the convective terms involving density components must be
summed to obtain the terms involving the convection of the density associated with an energy component.
The bracket terms involving &' are evaluated with end-of-time-step velocities analogous to Step 2 for the
liquid components and similarly to a density for the vapor volume fraction where a direct spatial derivative
is determined. The internal energies calculated in Eq. (3-135) become the end-of-time-step values after

addition of the interfacial heating terms described in Section 3.4.7.

3.4.3. Interfacial area convection

The operation is performed in Step 4 to convect interfacial areas per unit volume with the same

velocities as used to convect densities and internal energies. The convection equation used is given by

94,
~— + V- (Auvy) =0, (3-142)

where Ay, is the convectible interfacial areas per unit volume. Before introducing the convectible interfacial
areas, a concept of multiphase flow topology is explained. A SIMMER-III/SIMMER-IV mesh cell is
generally represented by the combination of a bubbly- (liquid-continuous) flow region and a dispersed
(vapor-continuous) region. The eight fluid energy components are distributed in the cell as continuous
liquid or vapor phase, bubbles, droplets and particles, and their surface areas flow with associating fluids.
The total of 11 convectible interfacial areas are defined in SIMMER-III/SIMMER-IV'”). These are:

®  Surface areas of 3 real liquid components (fuel, steel and sodium) in the dispersed region (4.1 p,

A, p, Aps,p) and bubbly region (A;1 5, AL, ALz B)s
® Surface areas of fuel particles, steel particles and fuel chunks (4;4, A;5, 417),
®  Surface areas of bubbles in the bubbly region (4; p), and

® Interface area between the bubbly and dispersed regions (App). This area is not actually
convected but is defined as an additional area to be treated similarly to other convectible

interfacial areas.

The control particles is not convectible and its surface area is determined instantaneously from the
volume fraction and radius. The convectible interfacial area of a liquid-field component is convected at the
velocity of the momentum field to which the associating component is assigned. The A; p is convected at

the velocity of the vapor field.

The differenced form of Eq. (3-142) is handled in a similar way as the mass convection. For the

first-order donor-cell differencing option, the interfacial areas are explicitly updated.

Ai(/i;b[rzﬁg"&)k'j Ak(ATI\l’IW;+1>j,i Aj( ~r1\51ﬁl;l+1)i’k

AL = A% — At (3-143)

réAx; ri Ay, Az
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3.4.4. Mass and energy outflows

Determination of the convective fluxes for Egs. (3-133) and (3-135) provides the necessary
information to compute mass and energy outflows across the problem boundaries. These are evaluated
before the velocities are solved. Only the two-dimensional case is shown in this section. To give the
expressions for the boundaries, the bottom real cell is denoted by a j of 2, the top real cell by aj of J+1, the
left real cell by a i of 2, and the right real cell by a i of [+1. Then the net mass outflow for each component

over a time step is

I+1
AM,,
At ZA [(pqu )l]+3/2 (pm +1>l3/2]
J+1 (3-144)
+ Z 271AZ,-[(57?1T§1~13+1>1+3/2,1' - (577}17"%3“)3/2,1'] ’
j=2

where the convective terms have the same definition as before, 4; is the area and
m = 3.14159265... for { = 1, or 0.5 for { = 0.

To maintain an account of overall energy conservation, the energy outflow is computed as the sum
of the internal energies, the kinetic energies and the work done by pressure at the problem boundaries. The
resultant net energy outflow for a component over a time step is
AE, o 1 1

= A (e + 507 ) 0 e — B8 (o8 + 5 ()7) 53D
i=2

I+1 n+1 n+1

1, . n+1
Pz/+1+Pz/+2 e pid ol
+ZA [ arv, n+1>1]+3/2 — (a;lvzrl)i,z/z

2
1+1

= I A
+ Z 2mlAz; [(P?TC (eﬁ + 2 (ug) >u3+1)1+3/2.j
j=2

- 1
—(prrs (é;l + = (ag)z) ﬁg+1>3/2,j] (3-145)
1 n+1

Pry1,j T Pre2,
+ZZ Az; [#< rr guq )1+3/21

2
j=2
P1+1+p121}-1( ~n

2 rcuq )3/2.j] .

The formulas for the kinetic energy transfer across the problem boundaries are rather arbitrary. No
transfers of the work term from the vapor field component to the liquid components are made in these
summations for single-phase cells, as they should be small in practical cases and do not affect the overall

energy balance.
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3.4.5. Setup for momentum equation

The procedure to set up velocity calculations is similar to Step 2, although a more implicit
relationship is used for drag terms in the momentum equations. The five coupled preliminary operations to

set up momentum equations in Step 2 are changed as follows.

First, no further adjustment to the momentum-exchange coefficients are performed for a two-phase
to single-phase transition, since the final pressures were determined and accommodation of any cell to the

transition to single-phase pressures was performed already in Step 3.

~n+1

Second the momentum densities, pg g, Jpipas L and pq 1 are averaged similarly to Step 2 as

“n+1 _ pq zk]r Axl + pq 1+1 k]rl+1Axl+1

p , (3-146a)
7A+ (T'i41/2)8 (Ax; + Axiyq)
Ay, + A
,03;1. _pqlk] Vi pq1k+1] Vi+1 ,and (3-146b)
('i41/2)S (B + AYgeiq)
P S pg-;kleZj + pq i k]+1AZj+1 (3-1460)
a.6+ AZ] + AZ]'+1 )

where the momentum densities are determined by summing over the same components as used in Step 2.

An+1

Third, the agq, and bgq, are multiplied by pg qur1 to obtain values partially corrected for mass
transfers. The a,s and b,g are multiplied by pq+1 The agqr, bgqr> ags, bys, and the virtual mass terms are
averaged similarly to the densities. The volume fractions are averaged as in Step 2 with p™*! determining

the donor cell for a;.

Fourth, the convective terms are defined by using the end-of-time-step velocities only in the mass

fluxes. These terms become

1 7 ~
i - (T' /)zAx /2 [(p" { n)”l'k:i(ug)iﬂ.kj (pirea n>ij(ug>ik]']
i+1/2 i+1
1 = g ~
(is12) By Rpgwn)””z AL Yy
— <5(711~‘?>1+1/2 k—1/2,j<ﬁg>i+1/2,k—1/2,j] (3-147a)

~n
A [pq Vq i+1/2, k]+1/2<u )L+1/2,k,j+1/2

- <ﬁ‘1 Yq )i+1/2,k,j—1/2(ﬁg)i+1/2,k,j—1/2] ’

,58,
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CV‘?;} ~ Ax [<pn ‘a n)1+1/2,k+1/2,j<W‘?>i+1/2,k+1/2,j

— (pgréig),_ 1/2,k+1/2, J(W‘?)i‘l/z'k“/z'j]

1 ~an o~ ~ =N ~ ~
ECET (G380 ),y — (P2, (0 ]

- (3-147b)
A [pq Yq Lk+1/21+1/2<w )z,k+1/2.j+1/2

</3q q>1k+1/21 1/2(Wn)1k+1/2,j—1/2] ,and

n+l _ n ( n SN
CVao+ r$Ax [(p >L+1/2,k,j+1/2<vq >i+1/2,k,j+1/2

—{pgréu n>l 1/2,k 1+1/2<17n>1—1/2,k,f+1/2]

¥ réAyy [(pn ZNn)l k+1/2-j+1/2<ﬁ'?)i,k+1/2,j+1/2
p ; (3-147¢)
- <pfrllrzwt?)i,k—1/2']'+1/2<v(;l)i.k—1/2,j+1/2]

n

1 ~ ~ =N o~ ~
+ AZ]‘+1/2 [(pzllvél)i_k'j+1< q >i,k,j+1 - (pgvzll>lk]<v;>lk]] )

The terms in brackets can then be averaged as was done in Step 2. However, donor-cell velocities now

[T3RL

depend on end-of-time-step information. The velocities are defined as in Step 2 (the momentum flux is
divided by a momentum-averaged density), except that they now use the Step 3 end-of-time-step values,

rather than the Step 1 tilde estimates.
3.4.6. End-of-time-step velocities

The iterative calculation for the end-of-time-step velocities proceeds similarly to Step 2, although
derivatives of velocity with respect to pressure are not required this time. The initial estimates for the

velocities are those from Step 3, or

uq l+1/2 k,j q i, k+1/2] and Uq ij+1/2

These estimates are then adjusted if tight coupling exists at an interface. Two fields are assumed to be
tightly coupled if the a4, for the interface is greater than 10°(1 — ag). For two fields being tightly coupled,

the adjustment formula is

k -n+1 ~k -n+1
1 1 _ VagPas +VaePqig
Fret = prat e pn+1 , (3-148)
q
where
Vigt =tttz in the x(radial) direction,
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Vit = Withi1/2, inthe y direction, and

Vidt = gtk j41/2 in the z (axial) direction.
For all three fields tightly coupled in a three-velocity-field model,
k k ~n+l
prtl — prdl — pntl _ V P1$ +V2s‘p2s‘ + Vg s‘pgs‘
Lt + o5t + oGt

(3-149)

In Step 4, it is intended to implicitly treat the velocities in the interfacial drag terms. This means the

finite difference representation for the momentum equation is

ﬁn+1Vn+1 + Ath 'Bn+1 n+1 _ z qm efffvc?n-'l—lf
m
_ Atz ~n+1 N bn+1 ad ) v
Aag q a.$
| (3-150)
= PagVas = AtCVqg — Byt |Vis = Z Egmers.sVamg | T Tag -
m
The velocity difference in the interfacial drag term is evaluated from
+1 _ pk k
Vqrq‘f = f V(;l{ V s V a7 (3-1513)
for the k-th iteration, and
Kise = Qgse + baseVis (3-151b)
(VO "= dqeprag VM for g=1land?2, (3-151c)
(VE) "¢i=—ag VM, for g=G,and (3-151d)
%q
04 = —, -
q.eff gy + g (3-151e)

and VMg is the cell-averaged virtual mass coefficient computed in Step 1. The iteration procedure for

solving Eq. (3-150) is the same as Step 2. Namely, the equation can be expressed in the form of a matrix,

ksn+l _ pk
ggaygl =D;, (3-152)
where 6 V"J'1 are corrections to _17§"+1. The matrix coefficients, for the standard three-velocity-field model,
are
511 &= P??l + At(Klks,f + K1kz,.f + K1ks,$) (&?:}f ¢) .32;1:51 , (3-153a)
kK  _ ok _ k
Siog = Sa1g = —DtKS ¢ — ATt e@ntr e Bot (3-153b)
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532 &= /35151 + At(Kzsf +K{ &t szs,f) (aﬁ‘l}f £) 33;1 ) (3-153c¢)
Sf&f = 5?—1,5 = _AtK1k3,€ + d?:}f 533}1 ’ (3-153d)
Shas = Shpg = —AtKSs s + @y ats Pot’, and (3-153¢)
S3ac = Pug +At(Kise + K¢ + Kis ) — BGt' (3-153f)
where
Kase = aqs,g + 2bgse| V| and (3-154a)
7k
Kaae = Gqqi + 2baqe|Vi'e — Vatel - (3-154b)

The Qé‘ vector is given by

o
dgq = PaeVae — BtCVae — Bat'[Vie — QqierreVare — QgzerriVanel +70¢" - (3-155)

For optional multi-velocity-field model, the extension of Egs. (3-158) — (3-160) up to 8 by 8 matrix is
straightforward like in Step 2. The identical convergence criteria are employed in Step 4 as well. When

convergence is obtained for the momentum equations, the end-of-time-step velocities are all known.

3.4.7. Interfacial drag heating

Following the convergence to the final velocities, interfacial drag heating is calculated. From the
differential equations, the general form of the interfacial energy production on a unit mass basis for an

energy component belonging to momentum field ¢ is

At
= 5y Z Kaq(vq = vg?) - (Vg = vaq') + Kqsvq - (vg — vgs) = VMg - (vg — var) |, (3-156a)
a |5

At
- __Z Kosq - Vgs » (3-156b)
Po L

where 6, and Og represent drag heating on fluid/fluid interface and fluid/structure interface, respectively.

The interfacial velocities are defined as follows. The velocity in the virtual mass term v, is best
represented by some liquid velocity because of the inertia in the liquids. Since the virtual mass concept is
based on component volumes, v, is defined by the volume averaged velocity, for a case of the three-

velocity-field model,

a a
ql q2
VgL = Uql + qu . (3'157)
a’q1 + aqz aql + aqz

In the cases of fluid/fluid interface and fluid/structure drag heating, the choice was made to interpolate
velocities based on momentum-field volume fractions because of the stability that this approach gives,

again for the three-velocity-field case.
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a a

q q'
Vygr = v, + v, ,and -
M a,tay U agtay ! (3-158)
s
Vs = v -
B agtas ! (3-158)

The resultant expressions for 6, and O are

At ~n+1 5
_ +1 +1 +1 +1
Qq.é’ ~ n+1 Z(aqqli + bqq’.€|an’,$ n |) ~n+1 + dn+1 | Vg, V;f
pq‘f q' f
~n+1
1 1
+ (aqs,f + bq5§| n+ |) ~n+1 _|_ &ngl | q.é + |
+ ﬁn+1 [ B VG £
At (3-160)
Vn+1 _ypyn Vn+1 _pyn
Gl qL$ 918 ~n+1 428 q2,§ [ ntl _ antl i+l
Aq1efs At qzeff At Aqrerf¥qre
Gl
g2, eff ]}
At
0 — Z a + b n+1 +1 )
5 = i (agse + base|Vas*l) ~n+1+a €| el (3-161)

Equation (3-161) is further sub-divided into the three (or five) structure surfaces.
Ass = Z Asj» (3-162)
J
where subscript j denotes the cladding, left and right (or plus front and back) can wall, with the surface

areas are given by input. By defining the total volume fractions and densities as

ass = Z asj ,and (3-163)
j
Pss = Zﬁsj : (3-164)
J
the interfacial heating is then recalculated by
Osy = 208 Z<a buslVgt D ey a1 3165
Sji€ = psse st s T Dasg @+ ags a.§ (3-165)

where agg ¢ 1s averaged over two cells of agg. In the calculation of 6 ¢ in Eq. (3-165), agg ¢ is used instead

of ag¢. After determining the @, ¢ and O ¢, the cell-centered values are calculated from
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Ogitj = [Oqi-1/2.6j + Oqit1/20ej + Oqik-1/2j + Oqik+1/2j + Oqikj-1/2

+ 9q,i,k,j+1/2]/2 ,and (3-166a)

Os,ikej = [Os,i-1/z,k,j + Osiv1/2k,j + Osik-1/2,j + Os,ik+1/2,j T Os,ik,j-1/2
+ Os,ixj41/2]/2 - (3-166b)

The internal energies can then be updated by, for the standard three-field model,

eili; = &8 + Os s » (3-167a)
eltik; = €lrikj + Oquij » (3-167b)
elrikj = €lnikj + Oqrikj » (3-167¢)
el5ik; = €laik; + Oqa,ikj (3-167d)
elaik; = €laikj T Oqrikj » (3-167¢)
elsikj = €rsikj + Oqrikj » (3-167)
elaikj = Elaikj + Oqzikj » (3-167¢)
el7ikj = €l7ikj + Oqrikj ,and (3-167h)
eiti; = €y + Ocixj - (3-167i)

3.4.8. Final operation

The final operation in Step 4 is to invert the EOS. The liquid temperatures are obtained
straightforwardly from the internal energies and the cell pressure. The vapor temperature is obtained with

an iteration using

ky _ on+1
T§+1=TG’<—6"'(TG) % (3-168)
deg /0T,

where

ec(T¢) = Z pem’ eam(Ta)/z pom’ (3-169)
and

deg n+19€6m a1

T Z Pem’ 31, /Z - (170

From the vapor EOS, the vapor internal energies and microscopic densities are

,63,



JAEA-Research 2024-008

T. \02
08tgan (75
_ o+ A2 M\ T 1+ agsmPéum (3-171)
eem = €gm + In ,and
agi,m Pem
i
= m 3-172
Pem max[ag(1 —as), 1—as— (1 —ag)a]’ ( )
where
@, = ) B pum »and (3-173)
m
Prm = Prm(Peews €1m) - (3-174)

Thus, the derivatives of the vapor internal energy with respect to vapor temperature is expressed by

0egm _ 0elm Aga,m 0.16 [1+ agsmpPim
aTG - OTG TGO8 1 + aG3,Mme

0.2
agsmTciim

+08T0.2[ Ag3m 6pEM]} (3-175a)
¢ 1+ agampiu 976 |)
with
0edm 9pim
3-175b
ar, 4 ar, - ( )

coming from the EOS relationships.
3.5. Momentum Diffusion Model (Viscous Drag Term)

3.5.1. Background

In the early versions of SIMMER-II, the viscous drag term due to molecular diffusion
perpendicular to flow velocities was not included in the momentum equations. This is because the effect of
inter-cell momentum diffusion is not necessarily important in reactor-scale applications where relatively
large mesh cell sizes are used and the transient fluid motion during accident progression is driven mainly
by pressure-driven acceleration and the gravity. On the contrary, in analyses of small-scale experiments

with fine mesh simulation, the inter-cell momentum coupling has non-negligible effects.

In some of the test problems studied in the phase 1 assessment of SIMMER-III'?, in which
fundamental small-scale single- and two-phase flow experiments were analyzed, the neglect of momentum
diffusion perpendicular to the velocities in the momentum equation has been criticized by some of the
authors. Later during the phase 2 assessment program'?, a preliminary model of the momentum diffusion
was developed and applied to some of the test problems, showing obvious improvement especially in
simulating laminar or low velocity flow experiments. Then this model has been extended to three
dimensions in SIMMER-IV. The momentum diffusion model with the viscous drag term in SIMMER-

III/SIMMER-IV, available as an input option, is described in this section. In the multi-component, multi-
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velocity fluid dynamics system, involving different flow regimes, implementation of the model requires a

rather complex procedure to judge whether the momentum diffusion is to be treated.

Since the early days of SIMMER-III code development and assessment, turbulence modeling has
been desired for treating multiphase turbulent flow problems and addressing small-node to large-node
scaling questions. However, derivation of the appropriate turbulence closure relationships still requires a
research program. Although some preliminary efforts have been conducted for SIMMERC-III, no model has
yet been developed to a level sufficient for inclusion as a standard model of SIMMER-III/SIMMER-1V.

3.5.2. Formulation of viscous drag term

The momentum equation for the velocity field ¢ solved in the convection part of the fluid-dynamics

algorithm, shown in Eq. (3-7), is revised to include the viscous drag term as:

0p,v _
q T+ Z v (pqu”q) +aqVp = Pqg + Kqsvq — Z Kqqr (vq' - vq) -V (“qrq)
meq T (3-176)
—VM, =0,

where V - (aqi'q) is the viscous drag term and T, denotes the viscous stress tensor. Since the viscous drag
term transfers momentum along a velocity gradient due to viscous shear force, this term is also called the

momentum diffusion term. The elements of T, are generally defined as:

au, adu, 20U,
Tim = < )

= -= -1
# axm+ dx; 30x, (3-177)

where p is the viscosity, and §;,, is the Kronecker delta operator, with §;,,, = 1 only if l =

The viscous drag terms in three directions of Cartesian and cylindrical coordinate systems are:

d
Dgx = e (g Tom)
X
19 1 a (3-178a)
=~ ox ——(agrétn) + = < 9y (athy) < (aqtyy) + (“qTxZ)
9 19 20 9
Dqy = E(“qum) (“q Ty) + 7 dy ——(agtyy) + = g (qTay) + &(“qtyz) ,and  (3-178b)
a 10 10 d
D,, = o (agtom) = e (agréty,) + 3y (agtyz) + % (agt22) (3-178c¢)

where { = 0 for the Cartesian geometry, and { = 1 for the cylindrical geometry. In the cylindrical
geometry, coordinates (x, y, z) are read as (r, 8, z). The drag stress tensor is expanded and the above

equations are re-written as:
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10 ¢ ou
Dg,x = 77 9x %" Ha a__(v ”q)

1 ad ¢ Jd w 1 du
i L (r 5 G 25|

{aghq [2 ( 1 ow u) 2(v. )] [ (av N au)] (3-1792)
< 1“\"ay TR Val| T 57 %t \Gx T 52))”
d Jd /w 1 ou
= — {— (—= —
Day ox [aq#q (r ox (rf) T ay)]
+16 2(16w+5u) Z(V )
oy %\ “\;T gy T 7)) T3\ a (3-179b)
2Caquq Jd /w 1 du d <6W 1 av)
(= —__- -
T [r ax(r<)+rfay]+az[ ata 0x+rfay]'and
D _16[ (av 6u)]+1 6[ (aw+1av)]
7l ox rlq ox 0z r¢ dy %aka\g, T 1T dy
d v 2 (3-179c¢)
+ 5, |%ata (25—5(?%))],
where
1 a(r(uq) 10w, dvy,
Vv ==ty T (3-180)

and u, is the mixture viscosity of velocity field ¢ and is defined by a volume average of the viscosities of
fluid components constituting the velocity field. In two-dimensional SIMMER-III, the equation in the y

direction Dg ,, and the terms with the coordinate y and velocity w are simply omitted.

It is noted that the above formulation would better fit in the momentum equation if the macroscopic
density could be used instead of the volume fraction using the relation p, = a,v,, where vy is the specific
volume. Then the viscosity y, is simply replaced by the kinematic viscosity v, for uga, = v4pq. The
SIMMER-II formulation of the viscous drag term employed the kinematic viscosity and the input constant
value is used for each of the liquid materials. However, for SIMMER-III and SIMMER-IV, it is preferred
to use temperature-dependent viscosities, to be consistent with the analytic thermophysical property

model.'® Thus, the above formulation using the volume fractions is employed.

The discretization of the Eq. (3-179) requires lengthy manipulation of the equations and hence only
an example in the x direction is shown below. The four terms of the right side of Eq. (3-179a) are

respectively discretized as:
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Equations (3-179b) and (3-179c¢) are discretized similarly in the y and z directions, respectively.

3.5.3. Implementation in SIMMER-III/SIMMER-1V

The momentum diffusion occurs only in a continuous real liquid or gas phase where viscous shear
force acts perpendicular to the velocities. There is no momentum diffusion occurring between dispersed
components or between dispersed component and continuous phase. This means, in a multi-component,
multi-velocity fluid dynamics system, involving different flow regimes, implementation of the model
requires a rather complex procedure to judge whether the momentum diffusion is to be treated between
pairs of mesh cells potentially having different flow conditions. Determination of a liquid component
constituting the continuous phase, the volume fractions of real liquids and vapor mixture are calculated first.
Since the momentum cells in certain directions are shifted by half a mesh size, the volume fractions are
calculated by averaging the values of the real cells. In a similar procedure to the flow topology and
interfacial area model, based mainly on the calculated component volume fractions, the continuous phase
component and volume fraction are determined. Then at each mesh cell boundary, a flag to calculate

momentum diffusion is set.

The momentum equation is solved twice in SIMMER-III/SIMMER-IV. In Step 2, the end-of-time-
step velocities are iteratively estimated, using the beginning-of-time-step pressure, to initiate the pressure
iteration in Step 3. The viscous drag term is added to the momentum equation in Step 2 before the velocity
iteration operation. After the converged end-of-time-step pressure is computed in Step 3, the momentum
equation is solved again in Step 4 to obtain the end-of-time-step velocities. The viscous drag term is added

before the velocity iteration. The viscous drag term is kept unchanged during these iterations.

The SIMMER-III code with the momentum diffusion model was validated for a Poiseuille flow in a
two-dimensional slab geometry. SIMMER-III completely reproduced the theoretical solution of the
velocity profile. The same problem was recalculated by SIMMER-IV with a two-dimensional

representation and the almost identical result was obtained.

3.5.4. On turbulence modeling

Since the early days of SIMMER-III code development and assessment, a model of turbulence
diffusion has been desired for treating multiphase turbulent flow problems. However, an appropriate

turbulence model applicable to multi-phase flows is not available and the inclusion of turbulence closure
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relationships in SIMMER-III still requires a research program. Although some preliminary efforts have
been conducted for SIMMER-III, as briefly explained below, no model has yet been developed to a level
sufficiently generalized for implementation in SIMMER-III.

Pigny and Coste of CEA-Grenoble developed a simple turbulence model, which is applicable to
single- or two-phase flows, by replacing the momentum diffusion term with the turbulence diffusion term.
The model was applied to some of the Phase-2 SIMMER assessment program, that is, the Burty and
SEBULON experiments (Problems 1.5 and 1.4)!". The model is specific and of limited use, controlled by
the input parameters that depend on computational geometries, and hence is not included as a standard
option of SIMMER-III. Horie and Shirakawa of Toshiba, under contracts with JAEA, have developed a
one-equation, turbulence diffusion model (k-equation model), based on an early idea provided by Bohl of
Los Alamos. A preliminary formulation and discretization of the turbulence transport equation was
attempted'® for possible future inclusion in SIMMER-III. However, these preliminary studies have not
been conclusive and a generalized model suitable for implementation as a standard model for SIMMER

have not been made available.
3.6. Some Observations on Convection Algorithm

3.6.1. General validity of fluid convection algorithm

The SIMMER-III/SIMMER-IV fluid dynamics is based on technologies available in the 1990s,
based on the experience in SIMMER-II and the outcome of the AFDM development program. The
modeling choices made for inclusion in the AFDM convection algorithm were discussed in detail and
documented in the AFDM Manual Vol. V¥. Many of the deficiencies and shortcomings in SIMMER-II
have been improved in AFDM. Although more advanced computational fluid dynamics technologies can
be applied taking advantage of today’s parallel supercomputers, our original purpose of the SIMMER-
HI/SIMMER-IV development is to provide a next-generation reactor safety analysis code that replaces the
former SIMMER-II.

The verification and validation program (code assessment) program has been conducted for
SIMMER-III in two phases'®!'). Although the fundamental issues, such as numerical instabilities generic
to fluid dynamics codes and ill-posedness of a multiphase flow equation set, were not addressed in detail, it
was generally confirmed, from many of the test problems analyzed, the fluid-dynamics convection

algorithm is basically valid, accurate, numerically stable and robust.

3.6.2. Source-term decoupling problem

In the four-step algorithm of SIMMERC-III, the mass and energy source terms are evaluated in Step
1, separately from fluid convection. The reason for choosing this time-factorization technique is that fully
coupling the complex intra-cell transfer processes with the fluid convection algorithm was judged to be
impractical. Further, a modular code structure of the intra-cell transfer processes, independent of inter-cell
convection, would facilitate any future model improvement or addition for local phenomena. A drawback
of the time-factorization algorithm is that feedback from convection on intracell heat and mass transfer will
not occur within one time step. As a result, it is known that this algorithm may introduce a time-step-size

sensitivity issue. From the Phase 1 code assessment calculations'®, we have identified one of the causes of
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this problem. When very rapid coolant boiling occurs and its rate competes fluid convection, the use of a
large time-step size underestimates the rate of vaporization because the mesh cell state cannot be relaxed by
convection until the next time step. It was concluded that with the time step sizes of 10 to 107 s,
vaporization/condensation dominant cases are accurately traced. For simulations of fuel-coolant
interactions, single phase pressurization, and other highly transient situations, even smaller time step sizes

may be desired.

For a slow transient or a near steady-state problem when vaporization/condensation mass transfer is
not dominant, time step sizes can be relaxed and this might be desired. For this purpose, a couple of special
remedies (Method-1 and Method-2) have been programmed in SIMMER-III. A basic idea is to update a
part of intra-cell mass transfer source term within the convection algorithm based on the rate of mass
transfer evaluated in Step 1. However, the determination of fractional update is problem dependent, and
moreover this procedure may potentially introduce additional time-step size sensitivity. Therefore, even

though some provision is made in the code, these special methods must be carefully used.

3.6.3. Drawbacks in cylindrical geometry

The 2D cylindrical representation of two-phase flows introduces the so-called “centerline-problem”,
in which liquid tends to be collected along the centerline of the computational cylinder. It is speculated that
this problem has been caused by the lack of centrifugal force in an r-z system. In a 3D rectangular
simulation, however, there observed no such singular behavior along the centerline. A 3D cylindrical
simulation is possible, but the models for a centrifugal force and a Coliolis force may have to be

implemented in circumferential fluid convection.

3.6.4. Mass and energy conservation

The mush improved mass and energy conservation in SIMMER-III was achieved by: the small
value limiter (10%°) to control numerical underflows and cutting-off of missing components; consistent
mass and energy convection using the semi-implicit method; single-phase cell treatment consistent with
two-phase cells; mass conservation more than satisfactory with pressure iteration residual <107%; and so on.
Energy conservation is less satisfactory, with an order of non-conservation for the system total energy is 10
and this order of energy may well compete the kinetic energy. The source of this non-conservation comes
not from the errors in kinetic energy evaluated by the velocities and masses of fluid convection, which are
computed reasonably accurate. The main reason of the 10 system energy error is attributed to errors in
internal energy, coming from the convergence precisions for vapor energy in pressure iteration and the
temperature precision in vaporization/condensation iteration. The above 10 system energy error roughly
corresponds to the errors in temperature of the order of 1.0 K and this level of temperature precision should

be well acceptable for most of the code application problems.
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Table 3-1. Update procedure in four-step algorithm.

Step 1: Calculate intra-cell transfers from the end of the previous time step.
(6D, v®,e®) « (5", v", ™)

Step 2: Estimate end-of-time-step values (5@, v(®), e(®) without intra-cell source terms.

52 — 51
p p _
F P Ly (50Wp®) =0
522 — 51D
P Atp + 7 (pOvDy®) 4 7pn =0
@@ — 5

7 (5We@pMY 4 pnp . @ = o
T (pWeWr®) +pny - v
Step 3: Solve for (5, v®, e®) by pressure iteration.
pe® —pM®
At
p‘(3){7’(3) — ‘5(1){7’(1)
At
p_(z)e(g) — p_(l)e(l)
At

+7- (pOrWp®) + 7p® =0

+7- (We®r®) +p@y . v® =0

Step 4: Calculate end-of-time-step values (p™*1, p™*1, en+1),
FIOMORPIEIMES
At
F®e® _ 5
At
(pn+1’ vn+1’ en+1) — (p-(3)’ 17(4), 6(4))

+V. (ﬁ(l)v(l)v(3)) + Vp(3) =0

+ V . (p(l)e(l)v(3)) + p(3)V . v(g) = 0

Fig. 3-1. Staggered mesh used for fluid convection 2D SIMMER-III).
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4. Intra-Cell Transfer Models

4.0. Overview
4.0.1. Background of models and methods

In the former SIMMER-II", heat and mass exchange rates were determined at the beginning of time
step, and the end-of-time-step updates due to convection were calculated assuming these exchange rates
stay constant during the time step. This procedure sometimes produced serious stability problems as well as
accuracy. A time-factorization, four-step solution algorithm was first developed for the AFDM code®. The
complexity associated with modeling the various inter-related phenomena of heat and mass transfer is the
main reason of selecting this approach. The successful performance of the algorithm in AFDM has made
the decision in SIMMER-III/SIMMER-IV to implement the same algorithm with some improvements
made based on the experience in the previous studies with SIMMER-II and AFDM. Even though the time-
factorization technique potentially introduces some drawbacks, especially the possibility of time-step-size
sensitivity when intra-cell mass transfers compete fluid convection, it is judged the algorithm is practically
useful in complex multi-phase flow codes like SIMMER-III/SIMMER-1V.

A most complex portion of the SIMMER-III/SIMMER-IV fluid dynamics is the model for intra-cell
heat and mass transfers, which describes the physical phenomena associated with multi-component,
multiphase flows. Interactions between different components having different energies take place locally at
places where two components come into contact. [In SIMMER-III/SIMMER-1V, these local phenomena or
interactions are treated as intra-cell transfer processes in fluid-dynamics Step 1, which is separated from the
fluid inter-cell fluid convection treated in Steps 2-4. Step 1 solves the mass and energy equations without
convection terms, and updates the end-of-time-step mesh cell variables resulted from intra-cell heat and
mass transfer. Step 1 also include the models for inter-cell heat conduction, momentum exchange functions

to be used in fluid-convection calculations and energy updates due to nuclear heating.

The fluid-dynamics Step 1 consists of a series of operations to calculate: interfacial areas,
momentum exchange functions, heat-transfer coefficients, structure configuration, heat and mass transfers,
etc. The models for these operations are modularized in different routines, so that future model
improvement or replacement can be easily implemented. Because of the complexity of Step 1 operations,
the contents and overall calculative procedure are explained in Section 4.1, before describing individual

models in the subsequent sections.
4.0.2. Interaction with other models

Intra-cell heat and mass calculations in Step 1 (see Fig. 4-1) solve the fundamental fluid-dynamic
equations for mass and energy conservation without convection terms. End-of-time-step updates of
macroscopic densities and specific internal energies due to intra-cell heat and mass transfer are decoupled
from fluid convection. The updated densities and energies are used as initial end-of-time-step estimates for
fluid convection calculations in Step 2. The component volume fractions, EOS properties, and the cell

pressure are also updated. The momentum exchange functions, defined as drag coefficients between a fluid
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component and other fluids or structure surfaces, are calculated based on the structure configuration and

flow regimes and they are later used in Step 2.

The fuel-pin heat-transfer calculations are performed outside the fluid dynamics and operated at
larger time steps. This is valid so far as the fuel or control pin is intact. When the structure melting or
breakup takes place, the fuel pin must be coupled directly with fluid dynamics. Therefore, the heat and
mass transfers associated with fuel or control pin breakup are modeled in Step 1 as well. The can wall heat
transfer, on the other hand, is calculated in Step 1, because of quick thermal response due to large thermal

conductivity of steel.

The internal energy updates due to nuclear heating are also performed in Step 1. The internal energy
generation rate for each heat source component is either: given by the input power-versus-time and

distribution tables when the neutronics option is not used; or directly supplied from the neutronics module.

Finally, the models for Step 1 transfers require the information from the equations-of-state and

thermophysical properties, and their derivatives as well.

4.1. Models of Intra-Cell Transfers
4.1.1. Mass and energy equations

The mass and energy conservation equations solved in Step 1 are derived from the fundamental
differential equations presented in Chapter 3 by neglecting the convection terms. The mass conservation
equation is written in terms of macroscopic densities as:

0pm
— =T, , 4-1
at m (4-1)
which means the change in mass with time corresponds to the mass-transfer rate from the component m.
The mass of density component m is represented by macroscopic density, since the equation is written for
unit volume. Similarly, the energy equation is written in terms of specific internal energy of energy
component M as:

dpmen

at = QN + QM(FM) + QH (h' a, AT) i (4'2)

where the terms on the right-hand side denote the energy transfer rates due to nuclear heating, mass transfer
and heat transfer, respectively. The terms for pressure-volume work and interfacial drag heating are

eliminated here; however, they are treated in conjunction with fluid convection in Steps 2-4.

The modes of heat and mass transfers currently modeled in SIMMER-III/SIMMER-1V are listed in
Section 4.1.2. The many of the mass transfer processes occur at interfaces between energy components,
and importantly these processes are mainly dominated by heat transfer. A heat transfer process is driven by
the temperature difference of a pair of energy components and the rate is determined by a heat-transfer area
and heat-transfer coefficient (HTC). Thus, the standard model is the heat-transfer limited model. For this
reason, determination the heat-transfer areas and coefficients are key elements to evaluate Step 1 transfers

and they are based on binary contact conditions among energy components.
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In SIMMER-III, eight fluid energy components (liquid fuel, liquid steel, liquid sodium, solid fuel
particles, solid steel particles, solid control particles, fuel chunks and vapor mixture) and three structure
surfaces (fuel pin/control pin, left can wall and right can wall) are modeled. In three-dimensional
SIMMER-1V, the number of fluid energy components stays the same (eight) but two structure surfaces are
added (front and back can walls). The combination of contact modes of a fluid with other fluids or
structures needs the total of 52 binary contact interfaces to be defined for SIMMERC-III (68 interfaces for
SIMMER-1V). The binary contact conditions are determined from topology of multi-phase flows, and
hence calculations of interfacial areas (IFAs) are based on flow-regime consideration. Both the pool flow
where the effect of structure walls is negligible and the channel flow which is restricted by structure walls
are treated. The model to determine IFAs also takes accounts of the history of flows by treating their
convection and time-dependent source terms. It is noted the IFA convection is calculated with fluid

convection in Step 4.

The momentum equation is also solved in Step 1 without convection terms
9Pava _ T, [H(T H(T,
at aq’ [H(Taq)vg + H(Tyg)ve] (4-3)
ql

where the right side of the equation denotes the momentum change due to the mass transfer from the

velocity field ¢g. The velocities are explicitly updated at the end of Step 1 reflecting intra-cell mass transfers.
4.1.2. Modes of mass transfers

The modes of mass transfers modeled in SIMMER-III are summarized in this section. The mass
transfer rate on the right side of Eq. (4-1) includes various modes of mass transfers. The mass transfer rate

from density component m is further subdivided into:

T,, = [BR 4+ NQ 4 [NE  [REL 4 5] 4 pBL (4-4)
where

IBR mass-transfer rate due to structure breakup and applies only to structure components,

FﬁQ mass-transfer rate due to equilibrium melting/freezing,

[NE mass-transfer rate due to non-equilibrium melting/freezing and vaporization/condensation,

[REL mass-transfer rate due to fission gas release from liquid and particle fuel or fission gas mass

transfer associated with fuel mass transfer,

r‘fl] mass-transfer rate due to ejection of molten cavity materials from the fuel pin, and is
applied when the detailed pin model is used (not currently available), and

rBL mass-transfer rate due to plenum fission gas blowdown, and is applied when the detailed
pin model is used (not currently available).
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The model for melting/freezing (M/F) consists of equilibrium and non-equilibrium processes. The
former process takes place when the bulk internal energy of an energy component satisfies the condition for
phase transition. The latter process is evaluated from the heat balance and the thermal condition at a binary
contact interface between two energy components, regardless of bulk energy conditions. For
vaporization/condensation (V/C) processes, only the non-equilibrium mass transfer is modeled. Out of
possible binary contact interfaces (52 for SIMMER-III and 68 for SIMMER-IV), only those important non-
equilibrium mass transfer paths are modeled based on consideration of importance with respect to reactor
accident conditions. The resultant numbers of paths modeled are 22 M/F and 33 V/C paths for SIMMER-III
(32 and 35 paths, respectively, for SIMMER-1V).

The term in Eq. (4-2) includes all the modes of energy-transfer rates associated with mass transfer.
Exception is the mass transfer relating to fission gas; the internal energy of fission gas in pin fuel and
liquid-field fuel is not modeled because it is negligibly small, but the fission gas released to the vapor field
should have internal energy. The term for energy-transfer rate due to heat transfer is concerned with all the
binary contact areas between pairs of energy components. It is noted that the mass transfers relevant to the
detailed pin model, ejection of molten pin fuel and plenum fission gas blowdown, have not been yet fully

available and hence they are not documented in this report.
4.1.3. Relationships among Step 1 operations

The individual heat and mass transfer processes are separately calculated in series, because solving
the mass and energy equations simultaneously by coupling all the heat and mass transfer modes is
impractical. The macroscopic density and specific internal energy are updated every time when a heat and
mass transfer process is calculated. Then the updated state is used in the next heat and mass transfer
calculation. The result of later updates cannot be fed back to the former calculation in the same time step.
Therefore, the order of Step 1 updates is very important and is designed carefully. For example, the
structure breakup transfer is calculated at the beginning of Step 1, because it changes the structure
configuration and volume fraction that affect the subsequent transfer processes. In general, however, the
current approach of sequential updates in Step 1 is well justified because individual mass transfer
phenomena are only loosely inter-related. In addition, the fluid dynamics time steps are controlled to be

sufficiently small such that any dependent heat and mass transfer can be treated in the next time step.

The initial conditions for Step 1 in the current time step are taken from the end of previous time step
(Step 4). If the structure breakup condition is satisfied, the mass transfer due to breakup is calculated. The
structure configuration is updated to determine the structure-side heat-transfer coefficients, structure
surface areas, the structure volume fraction, and the cell hydraulic diameter. The flow regime is determined
from the structure configuration, component volume fractions and the fluid velocities. Then the convectible
IFAs, resulted from Step 4 in the previous time step, binary contact areas are determined based on the flow
regime. The fluid-side heat-transfer coefficients (HTCs) are calculated also based on the flow regime. The
component internal energies are updated due to nuclear heating. The heat and mass transfer processes are
then calculated for all the heat-transfer paths and for non-equilibrium mass transfers. The can-wall heat

transfer is performed and resultant structure energies are calculated and tested for equilibrium phase
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transition. The inter-cell heat conduction is then performed. Finally at the end of Step 1, the specific

internal energy of each component is checked for possible equilibrium melting/freezing updates.

4.1.4. Computational flow of Step 1

As already mentioned, the calculational order of the Step 1 operations is very important and has

been carefully determined. The Step 1 routines are listed below in the order of calculations. The Step 1

operations relating to the detailed pin model, such as molten fuel and gas ejection from a failed fuel pin, are

not listed below because they are not fully available.

EOSPHS and THEPHY (EOS and TPP): Calculate the EOS variables and thermophysical

properties to be used in Step 1 operations.

STRBRK (structure breakup): Calculate the structure breakup transfer (for pin fuel/control,

cladding, crust fuel and can wall) when each breakup criterion is satisfied.
UPDV (update velocities): Update velocities after structure breakup.

STRCON (structure configuration): Determine structure configuration for the fuel/control pin and
can walls, and calculate structure-side heat-transfer coefficients and areas, and the cell hydraulic

diameter.

IFA (interfacial areas): Determine flow regimes for fluid-dynamics mesh cells, update the
convectible interfacial areas due to source terms, and calculate binary contact areas between

energy components. Call IFASRC to calculate IFA source terms.

MXF (momentum exchange functions): Calculate the momentum exchange functions and virtual

mass coefficients to be used in Steps 2-4.

HTC (heat-transfer coefficients): Calculate fluid-side heat-transfer coefficients for fluid energy

components including film-boiling heat transfer.

NUCLHT (nuclear heating): Calculate total power and update the specific internal energies due
to nuclear heating for all the fluid-dynamics and structure components. The energy of pin fuel

interior is extrapolated from the previous heat-transfer step to the fluid-dynamics step.

MASSPN (fission gas release): Calculate pin fuel interior temperature approximately and fission

gas release from the liquid-field fuel components.
MFHMT (non-equilibrium M/F): Calculate non-equilibrium heat and mass transfer due to M/F.
VCHMT (V/C): Calculate non-equilibrium heat and mass transfer due to V/C.

ITCTHR (inter-cell heat transfer): Calculate inter-cell heat transfer between the same liquid
components, axial heat conduction in the structure components, and inter-cell fluid-to-structure

heat transfer.
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® MXFCR (momentum exchange functions): Calculate the momentum exchange functions for

traverse flows across a rod bundle (available as an option).

® UPDSTR (update structure and liquid): Calculate can wall heat transfer, and call QHCHTP to
calculate and save energy sources for the pin model, and call EQUIMF to calculate heat and mass

transfer due to equilibrium M/F.

® EOST (update EOS): Call EOS to calculate temperatures and specific volumes reflecting the

result of Step 1 heat and mass transfers.
® [FARGN (update flow regimes): Update flow regimes reflecting the result of Step 1 mass transfer.

® UPDVIA (update velocities and interfacial areas): Update fluid velocities and interfacial areas

reflecting the result of Step 1 mass transfer.

All the above mass and energy updates are performed in series, each of which deals with a different
transfer process. It is noted again that the structure breakup mass transfer is calculated at the beginning of
the fluid-dynamics algorithm, before the structure configuration is updated, because the breakup transfer
instantaneously and drastically changes the structure configuration and the cell hydraulic diameter. The
equilibrium melting/freezing transfer is calculated at the end of an intra-cell calculation step, to make sure
whether the component thermal condition after a series of intra-cell heat-transfer satisfies the phase
transition criteria. The Step 1 mass transfers change the mass and volume fractions of the fluid and
structure components. The adjustment in IFAs and velocities are required and this is performed at the very
end of Step 1.

The models and methods used in Step 1 modules are essentially identical for both SIMMER-III and
SIMMER-IV, because local intra-cell phenomena treated are independent of geometrical dimensions,
except for the front and back can walls added in SIMMER-1V.

4.2. Multi-Phase Flow Topology and Interfacial Areas Mode

The interfacial area modeling successfully attempted in AFDM?? was extended to the SIMMER-
HI/SIMMER-IV multicomponent system, with more complex and comprehensive representation of flow
topologies with up to eight velocity field. Since a detailed description of the model is available in a separate

report'”, only a brief summary is presented in this section.
4.2.1. Flow regimes and topology model

To calculate intra-cell heat and mass transfers in Step 1, the binary contact areas must be
determined of 52 possible contact interfaces for SIMMER-III (and 68 for SIMMER-IV) among 8 fluid
energy components and 3 structure surfaces (5 for SIMMER-IV). Such binary contact areas are calculated
based on the convectible interfacial areas and flow regimes which describe the topology of multiphase

flows.

Flow regimes are modeled for both: pool flow, in which the effect of the structure is negligible; and

channel flow, which is confined by structure. The flow-regime representation for pool flow is rather simple;
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only bubbly, dispersed and in-between transition regimes are modeled, as schematically depicted in Fig. 4-
2. The upper limit of the bubbly regime and the lower limit of the dispersed regime are defined by user-
specified void fractions, ap and ap, respectively, with the typical and default values being 0.3 and 0.7. It is
generally assumed that a cell consists of two local regions: the bubbly and dispersed regions, and the
transition regime is defined as a combination of the two local regions, which always have the void fractions
ag and ap. This means that the transition regime, commonly called a churn-turbulent flow regime, is
defined non-mechanistically as an interpolated flow regime. However, this treatment is very advantageous
because the flow characteristics can be determined continuously over an entire void fraction range from 0

to 1, without abrupt change upon flow-regime transition.

As the void fraction increases in a bubbly region, the effect of change in bubble shape from
spherical (ellipsoidal) to cap-shaped on momentum coupling becomes large. This effect has been later
included in the momentum exchange functions model'®, based on an experimental study on high density-

ratio two-phase flows that are relevant to LMFR severe accident conditions.

The modeling approach taken for the channel flow regimes is essentially the same, but special flow
characteristics resulting from the effects of channel walls have also to be considered. The channel flow
regimes are distinguished based the vapor volume fraction and the liquid entrainment fraction as
schematically depicted in Fig. 4-3. The liquid entrainment is related to the inter-phasic velocity difference,
taking into account the flooding criterion for a liquid film on a solid structure. Since a liquid film on a fuel-
pin surface cannot be distinguished from one on a can wall, there remain some uncertainties. No geometric
picture is given for the interpolated flow regime, where the quantities are estimated purely by mathematical

interpolation.

This multiple flow-regime treatment significantly improves the code applicability to reactor and
experiment analyses over the previous SIMMER-IIL, in which only a dispersed droplet flow is modeled. It is
also intended to provide a consistent framework of the flow regime map, over the entire range of void
fraction, with smooth and stable transitions between flow regimes. In the early modeling, however, an
abrupt change of interfacial areas occurred when a component forming the continuous phase changed to
other components. To ensure the smooth transition of continuous phase in this situation, a real liquid that
has the second largest volume fraction and belongs to a velocity field is defined as the second continuous
phase. In order not to introduce excessive complexity, the second continuous phase is calculated after all
the convectible interfacial areas are updated. The detailed treatment of the second continuous phase is

documented elsewhere'?,
4.2.2. Interfacial area convection model

The SIMMER-II/SIMMER-IV codes must be applied to highly transient and dynamic processes of
heat and mass transfer processes, which are dominated by contact interface areas between two fluids or
fluid and structure surface. Contact areas cannot be determined from local instantaneous conditions alone,
but must be calculated considering a time-dependent nature of multi-phase flow topology and the transport
of fluid surface areas. The interfacial area convection modeling attempted in AFDM has been extended and

significantly improved in SIMMER-III to flexibly trace transport and history of interfaces, and thereby
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-21)

better represents physical phenomena. Ishii“" proposed a basic convection equation for the interfacial areas

per unit volume (interfacial area concentration) in a general form:

dA
a_;vl +V-(Ayv) = Z Smik » (4-5)
K

where A is the interfacial area of component M per unit volume and Sy, ,, denotes the source terms of the
interfacial area. This formulation is difficult to be implemented into a Eulerian code such as SIMMER-III
because the real velocity of an interface cannot be determined easily. Therefore, we made a compromise
that each convectible interfacial area is defined as a surface area of a fluid energy component and flows at
the same velocity of the accompanying component. A total of nine convectible interfacial areas associated
to moving energy components are presently defined. These are: the surface areas of real liquids (fuel, steel
and sodium) in the bubbly region; the surface areas of real liquids in the dispersed region; the surface areas
of fuel and steel particles; and the surface area of bubbles in the bubbly region. A special treatment is
modeled to avoid abrupt changes in such situations when the area convection occurs into a cell having a
different void fraction. This is done by additional local convection (diffusion) terms between the bubbly

and dispersed regions:

aAM'B
at - + V . (AM,B‘D) = Z SM,B,k - AM,B—>D ,and (4_6)
k
aAM'D
at + V . (AM,DU) = Z SM,D,k - AM,D—>B . (4_7)
k

where Ay 5 and Ay, p are the convectible interfacial areas of component M in the bubbly and dispersed
regions, respectively. The second term on the right-hand side denotes the diffusion between the two regions.
The changes of interfacial areas due to hydrodynamic breakup, flashing, turbulence-driven breakup,
coalescence, and production of droplets or bubbles are treated as source terms in the interfacial area

convection equation.

The interfacial area convection equation is solved in three steps. First, the equation without
convection term is solved in Step 1 with updated source terms based on the convectible interfacial areas
from the previous time step. Second, at the end of Step 1 interfacial areas are adjusted for any changes from
heat and mass transfer updates. Third, the equation without source terms is solved in Step 4 using the end-

of-time-step velocity in the same procedure as the mass convection.
4.2.3. Determination of binary contact areas

The rate of heat and mass transfers occurring at an interface of a pair of two energy components is
in proportion to the heat transfer coefficient and the binary contact area. The binary contact areas are
calculated, for interfaces of fluid-fluid contacts and fluid-structure contacts, using the convectible
interfacial areas, structure surface areas, component volume fractions, physical properties, etc. The present
model basically calculates the contact areas based on the volume fractions of the fluids and a "summation

rule" that the sum of binary contact areas over a component should be equal to the convectible interfacial
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area (surface area) of the component. For the fluid-fluid contacts between moving discontinuous

components, a theory developed for SIMMER-II, based on collisions of fluid particles, is used.
4.3. Momentum Exchange Functions Model

The SIMMER-III/SIMMER-IV fluid dynamics solves the mass, momentum and energy
conservation equations in multi-component, multi-velocity-field systems. The momentum exchange
functions (MXFs) appearing in the momentum equation model a drag force between a pair of velocity
fields and a friction force between a structure and a velocity field. The modeling concept is similar to the
two-velocity SIMMER-II" and three-velocity AFDM??), the treatment in SIMMER-III/SIMMER-IV
becomes more complex, because up-to eight velocity fields can be used with allowing flexible assignment

of liquid components to velocity fields.

The momentum equation described in Chapter 3 is repeated below.

0P,V ) _
% + Z V- (pmVqvq) + VD — pgg + Kgsvq — Z Koq' (Vg —vq) VM,

meq q (3_3)
= =) T [H(Tog)og + BTy vy ]
q!

where the VM, term is the virtual mass term for velocity field g and the treatment of this term is discussed
in Section 4.3.3. The MXF between velocity fields ¢ and ¢’, which appears as K4, describes the rate of
momentum exchange per unit volume after being multiplied by the velocity difference between the two
velocity fields. The MXF between velocity field g and structure K. multiplied by velocity, gives the
frictional loss by the structure. The MXFs and virtual mass terms are evaluated in Step 1 and are used in

solving the momentum equations in Steps 2 to 4.

Compared with water-steam or water-air two-phase flows, both theoretical and experimental
knowledge is limited in multicomponent multiple-velocity flows. The formulations developed for
SIMMER-III are based on engineering correlations of steady-state two-velocity flows. Since a detailed

model description is available elsewhere!®), only an outline of the MXF model is presented in this section.

In order to formulate the MXFs between velocity fields (or momentum components), it is necessary
to calculate the geometric variables such as interfacial areas, volume fractions of each momentum
component and the mixture viscosity. The volume fractions of each momentum component are calculated

simply by summing the volume fraction of the energy components which belongs to the momentum field.
4.3.1. Fluid-fluid momentum exchange function model
MXSs between two fluid fields consist of laminar and turbulent terms:
Kaar = Aqqr + Baqi[vr — gl (4-8)

where the laminar term Agq, is described by Stoke’s law, and the turbulent term qu,|vqr —vq| is

proportional to the inter-phase velocity difference with the drag coefficient based on Ishii's drag similarity
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hypothesis®®), which assumes that the drag in a multi-particle system follows the same Reynolds number

function as isolated spherical bubbles or droplets using an effective viscosity.

There are three situations in fluid-fluid momentum exchange modes. Between continuous liquid and

discontinuous phases (droplets and particles), the MXF coefficients are defined as:

3 K Aqc,qp Cp
Acp=Z0cp > and Bogg=—"3" Pqc (4-9)

where a¢  and a,¢ qp are the interfacial (surface) area between continuous and discontinuous phases and
interfacial area between the velocity fields of continuous and discontinuous phases, respectively. The drag
coefficient C; is based on Ishii's drag similarity hypothesis. The MXF between bubbles and continuous

liquid, and the MXF between droplets and continuous vapor are defined similarly.

Between discontinuous and discontinuous phases, the MXF coefficients are defined as:

Pp1 + Pp2

Py 7 Ppz 4-10
Qp1 + Apy ( )

Ap1,p2=0 and Bp; p2=C4qp1,p2

where ap; p; is the interfacial area between discontinuous phases and the drug coefficient Cyq = 0.01 is
recommended for SIMMER-III.

Between continuous and continuous phases, the MXF coefficients are defined as:

Pc
Acpc =0 and Bepg = CccaCP,GT' (4-11)

where acp ¢ is the interfacial area between continuous phases (continuous liquid and vapor) and C.. =
0.005 is recommended for SIMMER-III.

4.3.2. Fluid-structure momentum exchange function model
The MXF between fluid and structure similarly consists of laminar and turbulent terms:
Kqs = Aqs + Bqs|vgl (4-12)
which is used to evaluated the pressure drop along the flow channel and frictional losses.

For channel flows, the MXFs between continuous liquid components and structure are modeled
based on Blasius formula which gives the friction factor for a turbulent flow in a smooth pipe when the

Reynolds number of flow is larger than Rey = 3000,

00791

T (4-13)

f

For a laminar flow, in which Reynolds number is less than Re, = 3000, the Hagen-Poiseuille law is used

as a fiction factor such as,

_ 16

== (4-14)

f

Using these correlations, the MXF in SIMMERC-III could be formulated as follows:
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2am, shy,
App, s =———— and By, s = 5 Qm sP1mCr1

Arm,sHL

C
4ameLqu (Lm) 2 (4_ 1 5)
Arm 2

where the default values of the parameters are: Cr; = 0.0791 and Cr, = —0.25. The viscosity in this
equation is obtained simply by averaging the viscosities of existing liquids with the multiplication factor of
particle viscosity model. When the flow is regarded as a pool flow, where the effect of structure surface to

the flow is small, the MXFs between the continuous phase and structure are simplified as follows:

2apm sl Ces
Aim, s = —™>"= and Bim, s = TCaLm,Sme (4-16)

Arm

where C.¢ = 0.005 is the recommended value.

Between discontinuous phase and structure, it is assumed that the time scale of the contact between
dispersed fluids and structure is too small for laminar boundary layer to form at the contact interface. Thus,
only the turbulence term with constant friction factor is used for the MXF coefficients as:

Cas

Ads =0 and BLm,S = 2

ALm,sPLmSF » (4-17)

where C4g = 0.005 is the recommended value. The multiplication factor, S¢, is applied here to account for
effective increase in the mixture viscosity in the presence of solid particles, as briefly discussed in Section
4.3.4.

4.3.3. Averaging and interpolation of momentum exchange functions

Eight fluid energy components are modeled in SIMMERC-III, and each of them is assigned to one of
up to 8 velocity fields. In a fluid-dynamic mesh cell, there are three continuous regions: bubbly, continuous
liquid and second continuous liquid regions. The MXFs defined in the previous sections are calculated for
the 8 fluid energy components in the 3 continuous regions. For each velocity field, they are averaged to
determine the MXFs to be used in the momentum equations. It is noted a logarithmic interpolation
procedure is used between the bubbly (liquid continuous) and dispersed (vapor continuous) regions,

because MXFs in the two regions may differ more than an order of magnitude.
4.3.4. Effect of particles on flow resistance

Solid mobile particles in a flow require a special consideration, since the presence of particles in
fluid component, depending on their volume fraction, should significantly increase the hydrodynamic
resistance of the flow by increasing the apparent viscosity of the fluid component as a result of collision,
rotation and friction of the particles. Hence the concept of effective particle viscosity is introduced to
particle components as a function of particle volume (packing) fraction and it is used in defining the total
viscosity of each liquid velocity field. If the volume fraction of particles in the flow area approaches the
maximum packing fraction, the total viscosity is increased significantly and thereby the model is crucial

when the fuel blockage formation due to particle jamming is simulated.

The other model related to the behavior of particles was introduced to simulate the phenomenon that

the volume fraction of solid particles cannot exceed a maximum packing fraction in the situations where
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solid particles are deposited on a horizontal surface, for example. This model prohibits the inflow of
particles into a mesh cell when the volume fraction of solid particles in that cell reaches the maximum

packing fraction. This is modeled by increasing the MXF at the cell interface.
4.3.5. Additional model improvement

Two additional but important model improvements have been implemented after the early versions
of SIMMER-III were developed. First, it is known that the pressure drop is enhanced due to the turbulent
enhancement due to liquid-vapor interaction. Ueda’s model** is introduced to approximately estimate the
pressure loss more appropriately by applying a multiplication factor. The model is also available for the
bubbly flow.

The effect of bubble shape on the momentum exchange between bubbles and continuous liquid is
taken into account®®). If the cap-shape bubbles are identified, the drag coefficient using the drift velocity
proposed by Kataoka and Ishii is applied to determine the MXF between continuous and discontinuous

phases. The model is discussed in detail in the MXF report!®.
4.3.6. Evaluation of virtual mass term

An important purpose of including the virtual mass term is to improve numerical stability. The
physical background and purpose of implementing the model are discussed in Appendix A of the AFDM
manual Vol. V¥, The same model is implemented in SIMMER-III/SIMMER-IV as AFDM. The virtual

mass coefficients are evaluated in Step 1 and are used in Steps 2 and 4.

The virtual mass term in each momentum field is given by

VM gec = —Qgefr (4-18)

_ ay, v, v,
VMG = _aGpeffCGm 7_2 aq,effw ,and (4—19)
qeG

where the virtual mass coefficient C;; is defined as,

{1 ZaG,eff 1
i (7 A B <=
2\ T T a,,,, Of %efr =3
C = aD - aG’eff 2 . (4'20)
G 2 (W) for E < AGeff < ap
kO for ap < agerf

4.4. Heat-Transfer Coefficients Model

Since a complete model description together with collected backing data from the literature is
available as a separate JAEA report'®, only the example of heat transfer coefficient (HTC) correlations and
the specific features of the modeling concepts are outlined in this section. A list of major HTCs defined in
SIMMER-III/SIMMER-1V for various modes of heat transfers is presented in Table 4-1. The structure-side

heat-transfer coefficients are defined and included in the structure model (see Chapter 5).
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4.4.1. Heat-transfer correlations

Heat-transfer coefficients (HTCs) are required to perform the heat and mass transfer calculations.
The heat and mass transfer paths between the fluid energy components are illustrated in Figs. 4-4 and 4-5,
for SIMMERC-III and SIMMER-1V, respectively. HTCs are defined for 52 (or 68) binary contact interfaces
between the energy components and contribute to 33 (or 35) vaporization/condensation (V/C) paths and 22
(or 31) melting/freezing (M/F) paths for SIMMER-III (or SIMMER-IV). The HTCs control heat transfer
between the bulk and interface temperatures for each liquid energy component and vapor mixture. The
HTCs are based mostly on quasi-steady state Nusselt number correlations, obtained from various
experiments over the past decades in nuclear and non-nuclear engineering fields. The correlations take
account of a low Prandtl number range, which is particularly important when calculating heat transfer in
liquid metals. It is noted that the heat transfer correlations are mostly based on steady-state experiments and

hence they must be carefully applied to transient problems.

Some examples of HTC correlations are described below, and the list of major HTCs are given in
Table 4-1. The complete description of the HTC correlations in SIMMER-III and SIMMER-1V is available
in a separate HTC report'®. Solid particles are treated as rigid spheres, and heat transfer is controlled by
conduction. The internal HTC to reproduce steady-state heat conduction is obtained by constant Nu
h,D
_ by _ (4-21)

u
D ’
Kp

where &, D,, and K, denote the HTC, the diameter and thermal conductivity of particles, respectively. The
recommended value of a = 10 corresponds to heat conduction from the mass centroid of the particle to its
surface. Liquid droplets and gas bubbles are also treated as rigid spheres but the augmentation effects due
to internal circulation and oscillation of fluid particles are taken into account. For the augmentation due to
internal fluid circulation, a factor based on Peclet number correlation is used, and in the latter case heat
transfer is augmented by a user input factor. In the dispersed flow regime, the heat transfer between moving
droplets is calculated as a function of the contact times in the same way as determination of binary contact

arca.

Forced convection heat transfer from continuous phase liquids or gas to solid particles is calculated

using correlations obtained from forced flow over spheres.
Nugy, = b+ e;Ref?Pr{?(1+ e,Ref? ), (4-22)

which is composed of a conduction term, b, to describe the minimum heat transfer rate from a particle to a
stagnant liquid, and a forced convection term. Subscripts i and j denote continuous phase (cp) and particle
(p), respectively. Heat transfer to the particles by natural convection driven by thermal expansion can also

be calculated using the Grashof number correlation:

Nugy, = b+ fy(Gr,Pr/?) " (4-23)
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Heat transfer between continuous phase vapor mixture and structure in the dispersed flow regime is
calculated using correlations obtained for forced convection single-phase flow in pipes (the Dittus-Boelter

correlation).
Nu, s = ¢ + g;Re/*Pri . (4-24)

Again, the correlation includes the conduction term c to represent the minimum heat transfer in laminar
flows. For heat transfer between continuous phase liquid and in the bubbly flow regime, the effective
thermal conductivity of a multi-component mixture is considered, assuming that the liquid-field

components are uniformly mixed in the continuous region.

Heat transfer correlations include the lengthscale of heat transfer, which is reasonably represented
by the standard hydraulic diameter for a channel flow that is surrounded by structure walls. For pool flow
configurations, on the other hand, there is an uncertainty in determining a lengthscale in a mesh cell in
contact with structure, because a conventional hydraulic diameter cannot be used. In the SIMMER-III
structure model'®, the hydraulic diameter is set to the mesh cell width in such cells in contact with the pool
wall. This treatment is consistent with the use of an optional model of inter-cell heat transfer (see Section

4.9.1), when a liquid pool to structure heat transfer is of interest.

If the conditions for film boiling are satisfied for a hot dispersed-phase liquid in contact with a more
volatile continuous-phase liquid, film boiling HTCs are calculated. The film boiling can significantly

reduce heat fluxes due to the insulating effect of the vapor blanket.
4.4.2. Interpolation between flow regimes

As described in Section 4.2 and illustrated in Fig. 4-5 the multiple flow regimes are defied in
SIMMER-III/SIMMER-IV. The HTCs are defined for the bubbly, annular and dispersed flow regimes. The
intermediate flow regimes (e.g. transition and interpolated flow) are topologically ill-defined and suitable
correlations are not available. Consider the transition flow in which the HTC in the liquid phase is defined
as hg and & for the bubbly and dispersed flow regimes, respectively. The values of &g and /#p may differ
by several orders of magnitude and a linear interpolation does not give a smooth transition. Therefore, a
logarithmic interpolation is implemented in the same way as the logarithmic averaging of the drag
coefficients in the well-defined flow regimes. The HTC for the transition flow regime, /4,4y, 18 calculated
by:

ap— «a

log h¢rans = Bloghg + (1 — B) loghp, where ,6’:(—

p—- QB) for0<p <1. (4-25)

Equation (4-25) gives a sufficiently smooth transition of HTCs between flow regimes.

For channel flow regimes, illustrated in in Fig. 4-5, interpolations are made from the well-defined
flow regime. The HTCs in slug flow are treated as a logarithmic interpolation between the HTCs in the
bubbly and annular flow regimes. The HTCs in annular-dispersed flow are treated by interpolating between
the HTCs in the dispersed and annular flow regimes. The interpolated flow regime does not have a well-
defined topology at all. The HTCs are obtained by interpolation between the slug and transition flow

regimes,
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In addition, the HTCs of two liquid components are interpolated between the continuous and
discontinuous phase HTCs when neither liquid components form a dominant continuous phase. This avoids

sudden changes in heat transfer caused by small alterations in volume fractions of the components.

4.5. Heat and Mass Transfer Model

The SIMMER-III/SIMMER-IV heat- and mass-transfer model'*) is based on the technologies
developed and experience gained in the former SIMMER-II" and AFDM?®) . After the binary contact areas
and heat-transfer coefficients between a pair of energy components are obtained, the conservation
equations without convection terms are solved for intra-cell heat and mass transfer in two steps. The first
step calculates the phase transition processes occurring at interfaces, described by a non-equilibrium heat-
transfer-limited model. This is a non-equilibrium process because the bulk temperature does not generally
satisfy the phase-transition condition when the mass transfer occurs at the interface. The second step of
mass and energy transfer is through an equilibrium process occurring when the bulk temperature satisfies
the phase-transition condition. At 52 possible binary contact interfaces defined in SIMMER-III (68 in
SIMMER-1V), all the important non-equilibrium mass-transfer processes are modeled, including 22 M/F
paths and 32 V/C paths (32 and 39 paths in SIMMER-1V) (see Table 4-2). All the non-equilibrium mass
transfer paths modeled in SIMMER-III is listed Table 4-3. Note that in the V/C transfers condensation
processes of fuel or steel vapor on other colder liquids are included to avoid the SIMMER-II/AFDM
problem of unphysical presence of subcooled vapor. Combinations of all the possible binary contact
interfaces and the heat and mass transfer paths treated in SIMMER-III and SIMMER-IV are shown in Figs.
4-2 and 4-3, respectively.

In addition, 16 equilibrium M/F transfers are performed to eliminate super-cooled liquids or meta-

stable solids as a result of heat transfer and nuclear heating.
4.5.1. Basic concept of non-equilibrium mass transfer model

The mass-diffusion limited model is employed to represent effects of noncondensable gases and
multicomponent mixture on V/C processes. The M/F transfers include the crust formation on a can wall
that furnishes thermal resistance, and steel ablation and particle formation that contribute to fluid quenching
and bulk freezing. The mass-transfer processes modeled are selected in consideration of their importance in

and effects on the behavior of materials in the transition-phase.

The basic concept of the non-equilibrium mass transfer model is described for a binary contact
interface of the energy components A and B (see Fig. 4-6). This is a heat-transfer-limited process where the
phase transition rate is determined from an energy balance at the interface. The heat transfer rates from the

interface to components 4 and B are:

dap = Aaphap (T,{,B —T,),and (4-26a)

Apa = aphpa(Tip —Ts), (4-26b)

where Tj 5 is the instantaneous contact interface temperature due to heat conduction without phase

transition. The net energy transfer rate from the interface is defined as:
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Qs = 9ap + dp.a- (4-27)

If the net heat flow ¢}, 5 is zero, sensible heat is exchanged without phase transition. This is a simple heat-
transfer process without phase transition. If qf‘,, g 1s positive, namely the energy is lost at the interface, either
a liquid component freezes or a vapor component condenses. Then the mass transfer rate for this case is

determined, using the difference of specific enthalpies, from:

I
qaB

Il =Ryp — , if the component formed by phase transition is B, or (4-28a)
' Ty —lp
q!
Il =Ryup % , if the component C formed by phase transition is not B . (4-28b)
' Tl

If g}, 5 is negative, on the other hand, namely the energy is gained at the interface, either a solid component

melts or a liquid component vaporizes. Then the mass transfer rate for this case is determined from:

Tia=—Rup inA'Bi , if the component formed by phase transition is A, or (4-29a)
A~ B
qI
Tip = —Rup T A‘Bi , if the component D formed by phase transition is not A. (4-29b)
p B

In the above four equations, the heat of phase transition (the effective latent heat) is defined as the
difference between the enthalpy at the interface and the bulk enthalpy of a component undergoing phase
transition. In the above equations, a correction factor R, p is introduced to take account of the effect of
noncondensable gases and multicomponent mixtures on vaporization and condensation at the vapor/liquid

and vapor/solid interfaces.

When a phase transition is occurring at the A-B interface, the interface temperature T 5 is set to a
phase-transition temperature such as melting point and saturation temperature. In cases with no mass

transfer, the equivalent interface temperature is defined as:

1 _ hapTy+hgaTs

= 4-30
AB T (4-30)

The detailed treatment of individual binary contact interfaces depends on combination of pairs of energy

components and is detailed in the original INC report!®.
4.5.2. Effects of noncondensable gases and multicomponent mixtures

The physical model to represent the effect of noncondensable gases and multicomponent mixtures
on V/C processes is based on a study performed originally for SIMMER-II", which models the quasi-
steady, stagnant Couette flow boundary layer to relate the mass and energy fluxes to the overall forces
driving heat and mass transfer. This classical Couette-flow model has been shown to provide a good
engineering model for single-component vapor condensation in the presence of noncondensable gases, thus

confirming the adequacy of its theory for incorporation in several two-phase flow codes. To make the
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original model suitable for implementing in a multi-component system, an extensive modification was
necessary in SIMMER-III/SIMMER-IV.

The model is based on the assumption that the mass-transfer coefficient can be treated in a manner
analogous to the heat-transfer coefficients. In the mass-diffusion limited model, the equations of mass and

energy transfers at the interface between a vapor mixture and a liquid or structure surface component are:

N
Fk = —aik,";(wk,i - wk,w) + Wy i z F] , and (4-313)
=
N
Z Liyg = ai[hy (T, = T,) + ho(T; = T,)], (4-31b)
=

where kj, and hy are the effective mass- and heat-transfer coefficients, respectively, in the presence of mass
transfer, w is the mass fractions of vapor species, i, is the latent heat of vaporization simply replaced with
the effective latent heat as already explained, T, and T, are the vapor temperature and the bulk liquid or
solid temperature, respectively. The vapor mass fraction is determined from the mole fraction of a non-
condensable gas specie at the interface, and is related to the ratio of its saturation pressure to the total

pressure.

The correction factor R is introduced to the heat-transfer limited model to represent the mass-
diffusion limited behaviors for each mass-transfer rate at the vapor/liquid and vapor/solid interfaces. The
correction factor R, for the component k undergoing phase transition is defined as a factor to correct mass-

transfer rate of pure vapor:

[ (T})
Ry =——F——, 4-32
, l—‘k(Tsat,k) ( )
where
a;|\h;(T; = T,) + h,(T; — T,
(T = ilhs (T: 93 - oT: = 7,)] ,and (4-33a)
g,
i|hg(T. —T,)+ h,(T. -T
Fk(Tsat,k) — al[ g( sat,k g) o( sat,k o)] . (4-33b)

Ligk

The mass-transfer rate I, (T;) is defined as a function of the interface temperature, while I}, (Tgqe k) is
obtained assuming that the interface temperature is equal to the bulk saturation temperature Ty, and the
vapor-side heat-transfer coefficient is independent of mass transfer. To avoid convergence problem in the
V/C iteration, when an extremely small amount of vapor component is involved, the initial value of the

correction factor is also related to the partial pressure of the component.
4.5.3. Non-equilibrium melting/freezing transfers

The non-equilibrium M/F operation performs particle-liquid-structure heat transfer with non-

equilibrium M/F, which does not involve the V/C. The mass- and energy-conservation equations are solved
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for three structure surfaces (five in SIMMER-IV), three real liquids, and four solid particles/chunks. The
energy equations include the energy transfer associated with mass transfer and the heat transfer between the
two components being in contact. When the phase transition condition is not satisfied at the interface,

sensible heat is transferred.

The equations are solved explicitly using beginning-of-time-step values except for liquid sodium.
The implicit treatment of sodium energy could mitigate its excessive change due to high thermal
conductivity. The solution procedure is to update first the macroscopic densities of structure surfaces, solid

particles, and real liquids. Then their energies are evaluated using the updated densities.
4.5.4. Non-equilibrium vaporization/condensation transfers

The non-equilibrium V/C operation performs liquid-vapor-solid heat transfer with nonequilibrium
V/C, which does not involve the M/F. The mass- and energy-conservation equations are solved for vapor
mixture, three real liquids, and seven solid components. The energy equations also include the heat-transfer
terms. In the solution procedure, using a multivariate Newton-Raphson method, five sensitive variables
(three condensable vapor densities, sodium energy and vapor temperature) are updated implicitly, whereas

the remaining less sensitive variables are updated explicitly following the convergence of the iteration.

In a single-phase cell, vapor is assumed to always exist in a non-zero small volume, ay(1 — as),
such that its density and energy are calculated consistently with two-phase cells to avoid numerical
difficulties upon single to two phase transition. The single-phase V/C calculations are performed using the
same procedure as two-phase cells except for the energy transfer between liquids. At a liquid/liquid
interface, such as fuel/sodium contact in a two-phase cell, vaporization can occur, and in this case the
interface temperature is defined as the saturation temperature of a vaporizing material. In a single-phase
cell, however, the interface temperature of the liquid/liquid contact is defined such that no vaporization is
caused by the energy transfer between the liquids. Instead, phase transition occurs only when the liquid

temperature increases high sufficiently to cause vaporization at a liquid/vapor interface.

The multi-component V/C involves highly transient and non-linear processes which sometimes
make the V/C iteration difficult to converge. Several special case treatments are implemented to minimize
the numerical difficulties in the V/C iteration, or to eliminate unphysical states. They include: treatment of
supersaturated vapor, adjustment of initial vapor and liquid states to stabilize the iteration, applying limiters
to heat-transfer coefficients and areas to achieve numerical stabilities, treatment of missing components,

and avoidance of overshooting in the explicit solutions.
4.5.5. Equilibrium melting/freezing transfers

The equilibrium M/F operation calculates equilibrium processes resulting from the cell state after
the non-equilibrium and other modes of heat and mass transfers that are calculated in series. The
equilibrium transfers for fuel-pin structure and can wall interiors are treated in the structure model as
described in Chapter 5. The mass- and energy-conservation equations are solved for can-wall surfaces,
fuel crusts, fuel and steel liquids, and fuel and steel particles. The finite-differenced equations are solved

explicitly.
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4.5.6. Recent model changes

After issuance of the report on the SIMMER-III/SIMMER-IV heat- and mass-transfer model'*),

several important model improvements have been implemented in the code as described below.
(1) Improved freezing model

With the former SIMMER-III/SIMMER-IV framework, both the modes of fuel freezing phenomena,
conduction-limited freezing and bulk freezing, can be simulated individually or simultaneously. However,
it revealed that the fuel penetration into a cold pipe was underestimated due to lack of thermal resistance
caused by imperfect contact of molten fuel to the structure surface. Model improvement then implemented
is based on the fundamental physics of solidification processes, and models the heat transfer mechanism
with discrete contacts of melt on structure and formation of supercooling of melt upon freezing inception.

A detailed model description is available in in a separate section (Section 4.7).
(2) Improved crust formation model

Frozen fuel crust formation is modeled as a part of non-equilibrium heat and mass transfer
processes, in which the rate of crust formation is determined from the energy balance at the interface
between liquid fuel and structure surface. The crust is assumed to uniformly cover an entire surface of the
structure, even if the amount of crust being formed is very small with its thickness extremely thin. This
assumption in the former SIMMER-III/SIMMER-IV might be unphysical because thin oxide crust is
unstable in nature and the assumed perfect crust formation overestimates an insulating effect of a crust
layer. Model improvement has been made to simulate the effect of imperfect crust formation. The improved

crust formation model is documented separately in Section 4.8.
(3) Can wall and crust fuel breakup model

The can wall and crust breakup model has been documented in the structure model report!®, and the
original model is, more or less, based on thermal criteria such as a melt fraction and temperature of the can
wall. Other mechanisms of can wall breakup or failure have been later added. All the modes of breakup

currently modeled are documented in Chapter 5.
4.6. Structure Configuration and Related Heat and Mass Transfer Models

The fuel-pin and structure model has been already documented in detail'>, and the model summary
and recent improvements will be described separately in Chapter 5. Therefore, a short outline of the
structure-related model is listed below, since the most of the operations are performed as parts of Step 1 at

fluid-dynamics time steps, except for the fuel-pin heat-transfer calculation.

Any changes in structure volume fraction and configuration, and structure-related mass transfers
will instantaneously influence the state of fluid-dynamics mesh cell. For this reason, many of the structure
related operations must be tightly coupled with fluid-dynamics Step 1, consisting of the following

operations in the order of calculations:
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(1)  Structure breakup: Calculate mass and energy transfers due to structure breakup (for pin
fuel/control, cladding, crust fuel and can wall) when one of the breakup criteria is satisfied.
Fluid macroscopic densities, internal energies and velocities are updated by reflecting the result

of breakup.

(2)  Structure configuration: Determine structure configuration for the fuel/control pin and can walls,
and calculate structure-side heat-transfer coefficients and areas, and the mesh-cell hydraulic

diameter.

(3) Pin fuel interior temperature: Calculate pin fuel interior temperature approximately for heat

transfer calculations of the surface node.

(4) Fission gas release: Calculate fission gas release from the liquid-field fuel (liquid fuel, solid fuel
particles and fuel chunk).

(5) Non-equilibrium heat and mass transfer: Calculate non-equilibrium melting/freezing and

vaporization/condensation processes involving fuel-pin and can-wall components.

(6) Can wall heat transfer: Calculate can wall heat transfer for all the configurations, thin or thick,

with or without crust, whether coupled or uncoupled with an adjacent cell.

(7)  Update fuel pin heat source: Calculate and save energy sources for the pin model over fluid-

dynamics time steps.

(8) Equilibrium melting/freezing: Calculate equilibrium melting of can wall surfaces and fuel

particle, steel particles, and fuel chunk.
Model improvement that have been made after the previous report'®) are described in Chapter 5.

4.7. Improved Freezing Model
4.7.1. Background

With the SIMMER-III/SIMMER-IV framework, both the modes of fuel freezing phenomena,
namely conduction-limited freezing and bulk freezing, can be simulated individually or simultaneously.
From a series of out-of-pile experiments on molten UO, freezing in a steel pipe, conducted at CEA-
Grenoble in the 1980s, where a combined freezing mode (crust formation on the wall and bulk freezing at
the leading edge) was observed, it was argued that conventional freezing models tended to underestimate
the fuel penetration lengths implying the importance of thermal resistance at the molten fuel contact

interface®”.

To resolve the above problem and because of the importance of fuel freezing in the LMFR safety, a
model improvement has been conducted and documented®® 2. This improvement is based on
understanding of fundamental physics of solidification (crystallization) processes, and models the heat
transfer mechanism with discrete contacts of melt on structure and formation of a chill (supercooling) zone
upon freezing inception. The degree of supercooling is material dependent; therefore, a semi-empirical

correlation is developed for supercooling temperature.
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The improved model is implemented in the non-equilibrium melting/freezing operations in fluid-
dynamics Step 1. Although this model improvement was intended to better simulate fuel freezing, it is
applicable to non-equilibrium steel freezing on a cold structure surface as well. In the lest of this section,

the model description part of the previous report is recompiled.
4.7.2. Fundamental physics of solidification

In the solidification process in a metal mold, three varieties of grain types are observed: solid nuclei
appear in the vicinity of the mold wall, grow up to crystals, and form the so-called equiaxed chill zone,
where the liquid is supercooled below its liquidus temperature; crystals grow parallel and opposite to heat
flow direction, leading to formation of a columnar zone; and an equiaxed zone is formed in the central part
to complete the solidification process. These fundamental mechanisms of melt solidification can be
correlated to individual freezing phenomena. Namely, from the observation of UO, and simulant metal
freezing experiments and their analyses, it was deduced that the columnar crystal growth corresponds to the
formation of crust layer at the structure wall, and the formation of the equiaxed zone results in blockage

formation caused by bulk freezing.

Another important aspect is the fact that the melt makes contacts with the steel wall at discrete
points, due possibly to wall surface roughness and poor wettability. This imperfect contact, observed by a

micro-structure examination as well, significantly reduces the heat transfer from the melt to structure.
4.7.3. Improved freezing model

Based on the above-described micro-physics of crystallization, two key assumptions, supercooling
of melt in the vicinity of the wall and melt-wall contact resistance due to imperfect contact, were
introduced. The first assumption is that the interface temperature between the melt and the wall is defined
by the temperature of the supercooled layer, TZ,, until the crust forms, which can be deduced from the fact
that an equiaxed chill zone has existed at the vicinity of the wall. The second assumption is to consider the
thermal resistance which can be deduced from the fact that the melt has contacted the steel wall at discrete
points. Since the melt freezing initiates at discrete contact points, the improved model is commonly called

as “fuel-caps freezing model” from the shape of solidification nuclei being formed.

The degree of supercooling temperature is represented simply by using an input constant value
initially, but later replaced by a semi-empirical correlation. To represent the second assumption, the heat
transfer coefficient through discrete contact points is modeled, based on the concept of the interface
resistance model developed by Berthoud®®. The contact points are idealized as circular discs of radius, a,
arranged on a regular grid. The points are characterized by two parameters: a separation distance between
points, b, and the ratio of point radius to separation distance, & = a/b, which are given by the empirical

observations. A suitable value of at the UO,-steel contact is £ = 0.1.

The steady-state thermal resistance for s single contact point is obtained analytically as:

1 k. + K

Rss = (4-34)

4a KK
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This equation can be converted to an interface-resistance heat-transfer coefficient for multiple contact

points with its areal density N,.

Ne _ 48y Ne _rekes (4-35)
Rss \/E K¢ + Ks '

which is then slightly modified to correct for the effect of heat transfer through neighboring contact

hig =

points®”. The resultant interface-resistance heat-transfer coefficient between a crust and a steel wall is

given by:
_ KN _fecks (4-36)
IR,c—s ke + 15

where the parameter g(§) as a function of £ and N, are expressed by:

g(f) =1- Gplf + Gp2€3 ,and

N, = Cpy + CpaV,2 .

where V,, is the velocity of liquid. The values of G,; = 1.40925, Gp, = 0.40925, Cp; = 40 X 10° and

Cpz = 25X 10 are used in SIMMER-III/SIMMER-IV based on experimental analysis. The heat transfer
coefficient of the wall side, representing contact resistance, is then given by:
4 N,
_ 4SKs N (4-37)

hips = ——Y £
"5 gV

For the non-equilibrium processes to take place, in which the mass transfer occurs at the interface
whereas the bulk temperatures of the melt or the wall do not generally satisfy the phase-transition condition,
the following criteria are introduced. The non-equilibrium melting of the wall occurs when the following

condition is satisfied:
h, (T, — Tslcl) > higrs (TSol,s - Ts) , (4-38)

where T/, is the temperature of the supercooled layer. This criterion is simply that the energy transferred
from the flowing melt to the supercooled layer exceeds the energy which can be extracted by the steel wall
without melting of the wall surface. On the other hand, non-equilibrium freezing of the melt occurs when
the energy extracted through the supercooled layer exceeds the energy transferred from flowing melt to

supercooled layer. This is expressed by the equation
hscl—s,sum (Tslcl - Ts) > hL (TL - Tslcl) ) (4'39)

where the overall heat-transfer coefficient, hgc;—g s;m, and the resistance on the melt side, Ay 5, are given
by

-1
1 1 1
= — 4-40
sci=s.sum <h1R,scl * hig,s * hs) rand ( )
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48K /N,
hoo =tV e 4-41
IR,sci g(f)\/E ( )

The configurations of above heat transfer coefficients are schematically shown in Fig. 4-7. Since the
interface temperature is defined by the temperature of the supercooled layer, the heat transfer coefficient of
the structure side includes the thermal resistance. The heat transfer coefficient for the melt does not include

the resistance.

When the supercooled layer solidifies completely, the energy of the flowing melt is transferred to
the crust. The discrete contact between the melt and the wall is transformed into the contact resistance
between the crust and the wall. Thus, the overall heat transfer coefficient between the crust and the wall

includes the thermal resistance as:

-1

1 1 1 1

h._ =(—+ + +— , (4-42)
erssum <hc hIR,scl hIR,s hs)

where h, is simply determined by the heat conduction in the crust fuel. Concerning the blockage formation

at the leading edge of flowing melt, the original model is unchanged, because it is judged that solid particle

formation due to the equilibrium mass transfer process and increased viscosity of particle-rich flow can

well characterize the phenomena.
4.7.4. Non-equilibrium melting/freezing with improved freezing model

In the original non-equilibrium M/F model, the rate of phase transition is determined by the net
energy flow from the binary contact interface. That is, from Eq. (4-17), the net energy flow from the

interface between the melt and structure is expressed as
qll,,s = aL,shL(TI - TL) + aL,shs (TI - Ts) y (4‘43)

where h; and hg are the melt-side and structure-side heat-transfer coefficients, respectively, and the

instantaneous contact interface temperature T' is calculated by

Ty + T,
" hy+h

! (4-44)

If Eq. (4-43) is positive, namely the energy is lost at the interface, the melt freezes to compensate this
energy loss. On the other hand, if Eq. (4-43) is negative, namely the energy is gained at the interface, the

structure melts to compensate this energy gain.

While only a single equation is used to predict the mode of phase transition, two inequalities are
used in the improved freezing model, with replacing the contact interface temperature by the temperature of
the supercooled zone. Namely, inequalities (4-38) and (4-39) are used to predict melting of structure and

freezing of melt, respectively. The mass-transfer rates are evaluated from the energy balance as:

gmelting — apshy (T, — Td) — aL,shIR,s(TSol,s - Ts) , for structure melting, and (4-45a)

qfreezing = aL,shscl—s,sum (Tslcl - Ts) - aL,shL (TL - TsIcl) , for melt freeZing' (4_45b)
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When neither Eq. (4-38) nor (4-39) is satisfied, heat transfer is simply calculated without non-equilibrium

mass transfer.
4.7.5. Correlation for supercooling temperature

The supercooling temperature, or the degree of supercooling, is defined as the temperature
difference between the liquidus temperature and temperature of the supercooled layer, and is dependent on
properties of materials. The supercooling temperatures of UO; and tin are 180 and 45 K, respectively. It
seems obvious that the supercooling temperature increases with increasing the liquidus temperature. First,

we define the instantaneous contact interface temperature between melt and structure.

. :J(pcpK)LTL +J(pcpK)STS =\/ETL+TS’
don J(pcpK)L . \/ (pey). JB+1

where = (pCpK)L / (pCpK)S. Then the supercooling temperature with no phase transition is defined as

(4-46)

ATcon = TLL'q - Tclon . (4-47)

To obtain an empirical correlation for the supercooling temperature, AT, the following functional

form is assumed, based on a dimensional analysis to extract sensitive parameters:

T ) T2
ATy = gf™ <ﬂ) ) (4-48)
ATcon ATcon

The equation is re-arranged to obtain the form of the AT, correlation as:
ATse = af™ Tiq ™ ATeon ™. (4-49)

In the previous report®”), an intermediate form of the correlation is derived for fitting the parameters in Eq.
(4-49) using the UO,, tin and Wood’s metal data, but it is not necessary to reproduce this process here. The

resultant correlation with the fitted parameter values is:
AT, = 0.0835%275T,;, "7 AT, ,,, O . (4-50)

Finally, the semi-empirical correlation for the temperature of subcooling layer is obtained by substituting
Egs. (4-46) and (4-47).

—0.147

T, +T
Tl = Tuig — ATy = Tpyq — 0083802757, 2147 (Tu-q — M) ) (4-51)

JB+1

The material dependent characteristics are included in this correlation by the liquidus temperature
and other thermophysical properties. In addition to the experiments used to fit the parameters, the improved
freezing model has been successfully applied to other high-temperature freezing experiments with stainless

steel and alumina to confirm a wide applicability of the correlation’?.
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4.8. Improved Crust Formation Model
4.8.1. Background and assumptions

Frozen fuel crust formation is modeled as a part of non-equilibrium heat and mass transfer
processes, in which the rate of crust formation is determined from the energy balance at the interface
between liquid fuel and structure surface. The crust is assumed to uniformly cover an entire surface of the
structure, even if the crust being formed is extremely thin. This assumption in the former SIMMER-III
might be unrealistic because thin oxide crust can be unstable in nature and the assumed perfect crust
formation overestimates an insulating effect due to a crust layer. This has been identified in a recent
experimental knowledge from the EAGLE in- and out-of-pile test program, which simulated LMFR fuel
melting and relocation behaviors in relatively large scales®”. SIMMER-III was used in analyzing selected
experiments. It was shown that the experimentally observed timing of structure wall melting was poorly
simulated by the code, but was reproduced by increasing the liquid- to-structure heat-transfer coefficient by
a factor of 3 to 5%, This means the former SIMMER-III model has significantly underestimated the heat
transfer to the structure. This underestimation of the heat transfer to the wall is partly attributed to the
assumption that the fuel crust layer formed on the entire structure surface stays stable in the SIMMER
model and the effect of thermal resistance reduced the heat flow into the structure. A model improvement
specific to this problem was attempted by assuming a part of the structure wall is directly contacted by

molten fuel and steel*”); however a more mechanistic approach was desired for inclusion in SIMMER-III.

A new approach is based on consideration of an unstable nature of the thin crust layer. It is assumed
that frozen crust being formed is brittle and imperfect, covering only a part of the structure surface, and this
allows the partial contact of liquid steel and fuel directly to the structure steel, enhancing the heat flow into
the structure. In this improved crust formation model, the structure surface is divided into two regions, with
and without crust fuel, that exchange heat and mass with the fluid mixture. A noncrusted structure surface
allows to calculate direct-contact heat transfer between fluid components and structure wall. There is no
major change necessary for the fluid-side heat-transfer coefficient, except that the binary contact areas

calculated in the interfacial area model are adjusted to treat the two regions in the same mesh cell.
The following assumptions are made in the improved crust formation model:

® Frozen fuel crust formed on a cold steel structure surface is unable to cover an entire surface of

the structure. The structure surface is therefore divided into crusted and noncrusted regions.

® The surface area of the crusted region is determined in consideration of a minimum stable crust

thickness.

® The crusted and noncrusted regions are treated separately for calculating non-equilibrium heat
and mass transfers from/to fluid components to update the structure surface node mass and

energy.

® Even though the heat flows into the can wall are modeled in two paths, the can wall component
temperatures in the two regions are assumed to be equilibrated instantaneously. The can wall heat

transfer calculation is performed without separating the two regions.
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® The equilibrium melting/freezing model and the can wall breakup model are used as in the

original code.
4.8.2. Calculative flow and procedure

The calculative procedure of the improved crust formation model is shown below. Since the
calculations are performed sequentially, some of changes resulted from Step 1 operations are adjusted only
in the next time step. This sequential procedure is well justified with small time step sizes used in the fluid-

dynamics calculations.

® Structure breakup (STRBRK): Structure breakup calculations are performed at the beginning of

Step 1, based on the results of heat and mass transfer operations in the previous time step.

® Structure configuration (STRCON): The structure configuration is calculated with determination
of configuration case, structure-side heat transfer coefficient and area. The structure surface area

is partitioned into crusted and noncrusted regions.

® Binary contact areas and fluid-side heat-transfer coefficients (IFA and HTC): The binary contact
areas and fluid-side heat-transfer coefficient between fluid energy components and structure
surface are calculated separately for the two regions, although no specific model change is

necessary.

® Heat and mass transfers (MFHMT and VCHMT): Non-equilibrium heat and mass transfers are
calculated at the structure surface including crust formation separately in the two regions. The
masses and energies of the crust fuel and can wall surface, respectively in the crusted and
noncrusted regions, are updated. The surface area of the crusted region is adjusted for the next

time step.

® (Can wall heat transfer (UPDSTR): The can wall heat transfer calculations are performed using

the same procedure as the original code, without separating the two regions.

® [Equilibrium mass transfer (EQUIMF, called from UPDSTR): Equilibrium melting/freezing
operations are performed using the updated SIMMER variables.

4.8.3. Mass and energy equations of crust fuel

In the improved crust formation model, the total surface area per unit volume of the structure

surface is divided into the crusted and noncrusted areas:

k2 = Aiz.er T Ak2n0cr (4-52)

for the left structure. In the crusted region, fluid energy components exchange heat and mass with crust fuel
(82). In the noncrusted region, fluid energy components are directly in contact with either a surface or an

interior can wall node (S5 or §6) depending on its thickness.

The mass and energy equations of newly formed crust in the noncrusted region are:
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95
% = T4 s2.n0cr» fOr k2 = S5 or $6,and (4-53a)
ap. e

pSZ.nog’t s2nocr _ TL1.52,n0cr€50LM(S2) » for k2 = S5 or $6. (4-53b)

Similarly, the crust mass and energy equations in the crusted region are:

053,
ai < = T2 fork2 =52 ,and (4-54a)

0Ps2,cresz,cr

9t = IL1,s2,cr€so1m(sz) » fork2 = S2. (4-54b)

where mass transfer rates in the above equations are calculated in the non-equilibrium M/F model.

To determine the surface area of the crusted region, a concept of minimum stable crust thickness is
introduced, based on a consideration that a thin crust layer is brittle and unstable in nature until a certain
amount is accumulated to become stable. This limiting thickness for stable formation is represented by
Wer min- When crust fuel is newly formed on the noncrusted structure surface, the crust thickness is set to

this value. Equations (4-53a) and (4-53b) are simply evaluated at the current time step as:

AIO_?Z-',-}LOCT = Atl—‘Ll,SZ,nocr: and (4-553)
eglz-',#ocr = eSol,M(SZ)- (4-55b)

The corresponding surface area increase is evaluated by

n+1 ~An+1
AaSZ,cr _ ApSZ,mervM(SZ)

Wcr,min Wcr,min

, (4-56)

n+l _
AaSZ,cr -

where vy (s2) is the specific volume of crust fuel. For a cylindrical geometry, a different formula is to be

used based on node radii. The surface areas of the crusted and noncrusted regions are updated as:

n+l _ .n n+1

Arocr = Ak2cr + Aasz,cr; and (4—57a)
n+1 _ n+1

Ak2,n0cr = Ak2 — Akzcr - (4-57b)

The newly formed crust in the noncrusted region has been merged into the crusted region.
4.8.4. Update of crust and can wall mass and energy

Updated crust mass and energy are:

N+l _ =n+1 “n+1
pSZ,cr - pSZ,cr + Apsz,nocr' and (4'583)
=n+1 sn+l ~n+1
ni1 _ Pszer@szer + APsanocresolm(s2) b
Esz.er = ~n+1 ) (4-58b)
52,1
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where the variables with “tilde” denote those updated in the heat and mass transfer operations in the same
time step. For the noncrusted region, the mass and energy of the can wall surface or interior node,

depending on its thickness, are updated.

After the non-equilibrium M/F and V/C calculations are finished by updating the mass and energy
of the can wall node in contact with fluids, the can wall mass and energy are integrated. As an example, the

local variables of the surface node of left can wall, when it is thick, are integrated to:

~n+1 _ ~n+l 4 ~n+l
Psg = = pSé,cr + pS6,nocr' and (4-598.)
~n+1 n+l 4 ~n+l n+1
n+1 _ Psecresecr T Psenocr€senocr 4-59b
esg = —— : (4-59b)
Pse

A history of different heat flows in the two regions is lost at this point; however, the current values of

partitioned structure surface areas updated in Eqs. (4-57a) and (4-57b) are saved for the next time step.
4.8.5. Geometrical consideration of crust stability

The minimum stable crust thickness, W, 145, should represent the geometrical characteristics, such
aa shape and curvature, of the structure surface. For a cylindrical geometry, the stability of frozen crust fuel
being formed would depend on shapes of the surface. It is presumed that the crust formed on a convex
surface (the left can wall surface), is less stable than on a flat surface. The crust formation on a concave

surface (the right can wall surface), on the other hand, may be stabler than on a flat surface.

An input factor, fi, stqp, 18 introduced to adjust the minimum stable crust thickness depending on
the shape of structure surface. For the cylindrical geometry, both for SIMMER-III and SIMMER-IV, the
shapes of the left and right can wall surfaces are convex and concave, respectively. The minimum stable

crust thickness for the cylindrical geometry is evaluated by:

(W (1 + forstap)  for left can wall

r,min
Wermin = win for front and back can walls (5-60)

cr,min

W in(L = ferstan) for right can wall

Wci;fmin is an input variable for the minimum stable crust thickness on a flat surface, and a typical value is
0.3 mm. A typical value of f, ¢qp is 0.3 for a pipe with a small diameter such as 5 cm and 0.0 for a pipe
with a diameter larger than 10 cm. The default value of f;;, s4p is 0.0. For simulating hexagonal duct walls
in LMFR fuel subassemblies as a flat wall, the value of 0.0 should simply be used.

4.8.6. Can wall heat transfer calculations

In the improved crust formation model, a heat flow to the structure is determined by the non-
equilibrium M/F and V/C calculations in the two regions. The mass and energy of the structure surface are
updated for crust fuel in the crusted region, and can wall surface or interior in the noncrusted region. Since
the heat flow into crust fuel is much less than the heat transfer in the noncrusted region, the separated
treatment of can wall heat transfer in the crusted regions is considered unimportant. Therefore, a single-

path heat transfer calculation is performed including the crust fuel. The surface area of the crusted region is
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used as a crust-to-can-wall heat transfer area. If two cells are coupled through a single can wall with crust
fuel present on the both sides of the cell boundary of cells ZJ and 1J-1, different values can be used for the

surface areas of the crusted regions.

The implementation of the above modeling approach in the multi-node can wall model, described in
Section 5.4, is straightforward, since the multi-node model is simply to replace a single interior can wall

node with multiple temperature nodes.
4.9. Inter-cell Heat Transfer Model

In the original modeling framework of SIMMER-III and SIMMER-IV, inter-cell heat transfer has
not been calculated, except for lateral thermal coupling of two adjacent cells through a can wall when one
of the can walls at a cell boundary is missing. In a calculation of internally-heated boiling pools, it revealed
that treatment of inter-cell heat transfer was necessary to simulate small-scale pool boiling behavior
correctly. In such a situation as a large temperature gradient exists in a hot liquid pool, lateral and axial
inter-cell heat transfer becomes essential for simulating heat losses from the pool to the structure wall.
Another example of requiring inter-cell heat transfer treatment is the situation that the hot liquid is in
contact axially with a cold structure. It is for these reasons that the inter-cell heat transfer is modeled in the
later versions of SIMMER-III and SIMMER-IV as described in this section.

4.9.1. Inter-cell heat transfer model

In the inter-cell heat transfer model, a transient heat-conduction equation is solved in a simplified
way. Although the component energies are updated due to inter-cell transfers, the model is treated as a
part of intra-cell transfers in Step 1, because the fluid convection is not involved. In a multi-component
and multi-phase system of SIMMER-III and SIMMER-IV, the model is only applied to the same

components (materials) such as real liquids (fuel, steel or sodium) and vapor mixture.

The energy equation with no convection term solved in Step 1 is repeated below from Eq. (4-2),

with adding the contribution of the inter-cell heat transfer:

dpmen
Jt

=0Qn+0Qu +0Qu+0ic, (4-61)

where the first three terms on the right side denote the energy sources due to nuclear (internal) heating,
energy transfer associating with mass transfer and the intra-cell heat transfer, and Q¢ is the heat source due
to inter-cell heat transfer per unit volume. Since the intra-cell updates of energy have been calculated
individually, step by step, in Step 1, the inter-cell heat transfer is separated from other heat sources and is
evaluated simply by the transient heat conduction equation with no other heat sources:

dpmen
Jat

=Qic=V-qcu- (4-62)

The heat flux which appears in this equation is calculated by Fourier's law and includes the turbulent

thermal conductivity:

qey = _fI(KC,M + KT,M) VTy, (4-63)
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where k), is the thermal conductivity of component M and the turbulent thermal conductivity, Ky, is
evaluated by Plandtl’s mixing length theory as:

Cp,m 12
)

Krm = (4—64)

v

where ¢, i arﬁi vy denote the specific heat at constant pressure and the specific volume, respectively, for
component M. The mixing length [ is determined based on the location, direction, and the nature of the
turbulent flow, using either von Karman’s similarity hypothesis or Deisler’s empirical formulation. The
factor f; in Eq. (4-63) is to adjust the heat-transfer area between two cells where the volume fractions of
component M are different from each other. In fact, this factor must be determined for each direction,

considering the different heat-transfer areas of mesh cell boundaries.

The internal energy of component M is updated explicitly using the beginning-of-time-step
temperatures. An example of inter-cell heat conduction in a rectangular (or axial) direction is given. The

energy of cell i is updated due to heat conduction from cell j by:

n+l _ _n M,j M,i
emi =eém;t o .fI(Kc,M + KT,M)—Ax_ —
M,i ij

(4-65)

where Ax; ; is the distance between the cell centers (temperature points) of cells i and j. The properties are
averaged over the momentum cell in-between. Since the explicit procedure may introduce numerical
problems especially with large time step sizes, an arrangement is made to use special time steps that can be

smaller than the fluid dynamics time steps.
4.9.2. Axial heat transfer in structure

The model has been later extended to calculate axial heat conduction in structure such as cladding
and can walls. This model is useful for simulating axial heat losses from the hot core region through the
structure components. A one-dimensional equation for axial heat conduction is expressed as:

dpsmesm
— = fikesuVTnm (4-66)
ot ’
where the structure component M represents structure components such as cladding or can wall. The factor
f1 again is to adjust the heat-transfer areas between two adjacent cells. The solution procedure is the same

as the above for inter-cell heat transfer in fluid components, including the special time-step control.
4.9.3. Axial heat transfer between fluids and structures

In the original SIMMER-III and SIMMER-IV, hot fluids in a cell cannot transfer their energies to
the structure in axially adjacent cells. This mechanism of inter-cell heat transfer becomes extremely
important in correctly treating axial heat losses or simulating melting attack of the structure due to a contact
of hot liquid. When a solid structure is simulated by the can wall component that fills the mesh cell volume,
or a mesh cell is plugged by molten steel that has been refrozen as structure, this cell is thermo-
hydraulically decoupled completely from the axially adjacent cells. To avoid this unphysical situation, an
axial heat transfer model has been developed which models heat transfer between the fluid components in a

cell and the structure components in adjacent cells above or below the relevant cell*™).
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The modeling concept is the same as the intra-cell heat and mass transfer (Section 4.5) without
phase transition. All the possible heat-transfer paths are treated in a generalized way between 8 fluid
components and 9 structure components for SIMMER-III (15 structure components for SIMMER-IV).
Binary contact areas are evaluated in the same way as the interfacial area model (Section 4.2), with
considering only the pool flow regimes. The fluid-side heat-transfer coefficients are evaluated in the same
way as Section 4.4, and the structure-side heat-transfer coefficients are evaluated in the structure
configuration model (Chapter 5). Even though the structure melting is neglected in this model, if the bulk
thermal condition after heat transfer satisfies the phase transition criterion, an equilibrium melting/freezing

operation is performed in the subsequent operation in Step 1.

The concept of the model is almost similar to the intra-cell heat transfer between fluid energy
components and the structure in the non-equilibrium M/F heat and mass transfer model. The energy

equations for heat transfer across the contact interface without phase change are written as:

0psnes

# = Z aLm,thSn (TSIn,Lm - TSn) ,and (4-67)
men

0prmer

# = aSn,LmhLm(TSIn,Lm - TLm) . (4-68)

where m and n are fluid and structure components, respectively, and the structure-liquid contact interface

temperature is defined as:

- hgTs + hs1mTim
stm hK + hS,Lm

(4-69)

The characteristic lengths used in the fluid-side heat transfer coefficients for discontinuous and
continuous phases are represented by droplet diameter and axial mesh cell size, respectively. The standard
fluid-side heat transfer coefficients, based on the empirical correlations for a vertical circular tube, are
applied to the present configuration of the horizontal surface in this model as well. Because of uncertainty
associated with this, the model is controlled as an input option, with providing the user-specified

multipliers to fluid heat-transfer coefficients.
4.10. Miscellaneous Intra-Cell Transfer Updates

In this section, other miscellaneous intra-cell transfer models are described.
4.10.1. Nuclear heating updates

The energy injection into the LMFR core materials is a major mechanism of driving core disruption
during a CDA. The reactor power may vary drastically with time, depending on an accident sequence
considered, from the decay power level after neutronic shutdown to thousands of the nominal power level
when a recriticality event is postulated. In SIMMER-III/SIMMER-IV, nuclear energy release is modeled by
the specific internal energy generation rates for the five nuclear heat source materials: fertile fuel, fissile
fuel, steel, sodium and control. No heat source can be specified to fission gas, because of the negligibly

small contribution.
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Depending on whether the neutronics option is used or not, there are two options to define the
specific internal energy generation rates. When the space-dependent neutronics option is used, the nuclear
heat source is directly supplied from the neutronics module. Based on the initial total power, power
distribution based on a neutron flux shape and the power amplitude updated every reactivity time step, the
specific internal energy generation rates are extrapolated to fluid-dynamics time steps. The contribution of
decay heat generated in fission and capture products is also modeled in a simplified way. Without the
neutronics module, nuclear heat source can still be defined by user input. The total power, power partition
among the five heat source materials, radial and axial power distributions are specified for the initial
conditions. The input power-versus-time table then determines time-dependent nuclear heat source,
assuming the initial distribution of specific power is kept unchanged. This means the nuclear heating

calculation without neutronics is inaccurate when large-scale material re-distribution takes place.

Consider the specific internal energy generation rate due to nuclear heating Qn (M) is determined

for nuclear heat source material M, then the update in the specific internal energy is simply performed by
entl = el + AtQy(M) . (4-70)

Equation (4-70) applies to energy updates for all the fluid-dynamics and fuel-pin energy components, and
there seems to be need to repeat all the equations. The operation of nuclear heating updates for all the
energy components including pin fuel is performed only in Step 1 as the first energy update in the series of
Step 1 heat and mass transfer operations. The subsequent heat and mass transfer operations are performed

based on the updated energy conditions.
4.10.2. Fuel related model improvement

Some fuel-related models are included in Step 1 operations. because they directly affect the
component volume fractions and cell vapor state. They include an improved model of fission gas release
from liquid-field fuel components and a new model of fuel swelling. Because they are related to the fuel

pin (structure) model, further details are described in Section 5.7.
4.10.3. Updates of velocities and interfacial areas

The Step 1 heat and mass transfers change the macroscopic densities and volume fractions of the
fluid and structure energy components. These changes then require adjustment in IFAs and velocities
because of the following reasons. The Step 1 mass transfers include the mass exchange processes between
two different velocity fields or a fluid velocity field and structure. To conserve the total momentum of the
velocity fields, the mass transferred is assumed to carry its momentum from the transferring field to the
transferred field. This results in adjustment of the velocity of the transferred field, whilst the velocity of the
transferring field is unchanged. This procedure corresponds to solving the momentum equation without

convection terms shown in Eq. (4-3), reflecting the mass transfers.

When the mass is transferred from velocity field g to velocity field ¢, the updated velocity of the

transferred velocity field is expressed by

)

1‘]’(71‘L,+1 —
Par + Aty g
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where the adjusted velocity does not represent the end-of-time-step update, although it is superscripted as
n+l, because the actual velocity update is only made in Steps 2-4 setting the above velocities to the
beginning-of-time-step values. Equation (4-71) is applied to all the velocity fields for all the modes of mass
transfers, but the velocities are only updated for the transferred fields. The mass transferred from the
structure field is assumed to carry zero velocity. The momentum of the mass transferred to the structure
field is simply lost, because the structure field, by definition, is always stationary and works as a
momentum sink. This means the momentum is not conserved when the mass is transferred from a moving

field to the structure.

The Step 1 mass transfers change the component volume fractions, and hence the convectible IFAs
and flow regime must be adjusted for these changes. The flow regime is re-evaluated based on the updated
volume fractions as in the same procedure described in Section 4.2.1. The changes of IFAs of droplets and

particles by the changes of volume fractions are assumed to be proportional to volume fraction to the power

of 2 over 3.
) 2
n+ 3
nt1 _ an (9m \? 4-72)
ALm — 8Lm n .
Arm

The newly born components by mass transfer are assumed to have radius which are given by input data.
The change of the component volume fractions causes the migration of IFA between bubbly and dispersed
flow regions. The amount of this migration generated by mass transfer is calculated in the same way as the

migration generated by convection, which is given in the reference!”.
4.10.4. Special treatment of single-phase cells

The Step 1 transfers result in changes in component volume fractions. Under some situations, a
mesh cell with a small vapor volume fraction at the beginning of time step may turn to single phase with
potential cell over-filling, resulting in non-physical spurious pressure spikes. This is normally adjusted in
the Step 3 pressure iteration; however, this sometimes requires to cut down time step sizes extremely small
in the order of 10 s or even less. This treatment is still reasonable when single-phase pressurization is to
be simulated. On the other hand, the resolution in single-phase pressure propagation is not always
important in many cases of SIMMER-III/SIMMER-1V application. Under two-phase dominant conditions,
the single-phase pressure, even if it develops, disappears in a very short time scale and it does not affect an
overall fluid motion in the system. Thus, in many cases, it is computer-time saving if the cell over-filling

situation is relieved.

The method optionally implemented is a simple donor-acceptor approach. In this approach, if mesh-
cell over-filling is detected at the end of Step 1, the over-filled mass in a cell is removed from the cell and
transferred to the upper adjacent cell, such that the donor cell has the vapor volume fraction corresponding
to ay. If the acceptor cell is over-filled, the cell is scanned further upward. If the top real cell is filled up,

then the radial direction is scanned.

This optional method is found to be very effective to reduce computer time, but is of course not

physically exact, since the fluid is transferred instantaneously to neighboring cells without solving the
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momentum equations. Nevertheless, the method is justified because the over-filled mass is small enough
that the overall fluid dynamics is essentially unaffected. It is therefore recommended to use this simple

method when single-phase pressure spikes generated in Step 1 are reducing the time step sizes seriously.
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Table 4-2. Numbers of binary contacts and mass transfer paths in SIMMER-III/SIMMER-1V.

SIMMER-III | SIMMER-IV
No. of binary contact interfaces (total) 52 68
(between fluid components) (28) (28)
(between fluid component and structure) (24) (40)
No. of melting/freezing heat and mass transfer paths* 22 32
No. of vaporization/condensation heat and mass transfer 33 39
paths*

* only important mass transfer paths are actually modeled

Table 4-3. Non-equilibrium mass transfer paths modeled in SIMMERC-IIL. (1/2)

Interface Interface Processes Mass transfer
ID rate
11 liquid fuel-vapor Condense fuel vapor/Vaporize liquid fuel /T
2 liquid steel-vapor Condense fuel and steel vapor/Vaporize liquid Team/T5 ¢
steel (m 1 2)
3 liquid sodium-vapor Condense fuel, steel and sodium T3 m/T
vapor/Vaporize liquid sodium (m=1,2, 3)
14 fuel particles-vapor Condense fuel, steel and sodium vapor T
(m=1,2,3)
I5 steel particles-vapor Condense fuel, steel and sodium vapor I‘G m
m=1,2,3)
16 control particles-vapor Condense fuel, steel and sodium vapor T%m
(m=1,2,3)
7 fuel chunks-vapor Condense fuel, steel and sodium vapor T m
m=1,2,3)
18 liquid fuel-liquid steel Vaporize liquid steel rj8 12.G
9 liquid fuel-liquid Vaporize liquid sodium I‘L3 G
sodium
110 liquid fuel-fuel particles Form fuel particles/Melt fuel particles I/194/T4%
111 liquid fqel—steel Form fuel particles/Melt steel particles Ifil, Iéiz
particles
113 liquid fuel-fuel chunks Form fuel chunks/Melt fuel chunks /13, /1133,
4 liquid steel-liquid Vaporize liquid sodium I3t
sodium
116 liquid steel-steel Form steel particles/Melt steel particles I1355/Tis%,
particles
29 pin-vapor Condense fuel, steel and sodium vapor I5om
(m=1,2,3)
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Table 4-3. Non-equilibrium mass transfer paths modeled in SIMMERC-III. (2/2)

Interface Interface Processes Mass transfer
ID rate
130 pin-liquid fuel Form fuel particles/Melt cladding L’f‘b _912%2
131 pin-liquid steel Freeze steel on cladding/Melt cladding Z§§4 512 le
37 left can wall or crust- Condense fuel, steel and sodium vapor ¥ -
vapor (m=1,2,3)
38 left can wall or crust- Form crust/Melt crust/Melt can wall I{38,/T3%,
liquid fuel ;,!S 8, or 5’2 L2
139 left can wall or crust- Freeze steel to can wall/Melt can wall I/3%s or I‘,fg?%
liquid steel [§275 or I[85
145 right can wall or crust- Condense fuel, steel and sodium vapor &%,
vapor (m=1,2,3)
146 right can wall or crust- Form crust/Melt crust/Melt can wall I[1%a/Td55,
liquid fuel [3792 or g3,
147 right can wall or crust- Freeze steel to can wall/Melt can wall I/3%; or IT[5%g
liquid steel /T5772 or TigT,

Fig. 4-1. Flow of intra-cell heat and mass transfer calculations (Step 1).
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Fig. 4-4. Concept of transition flow and pool flow regime map in SIMMER-III/SIMMER-1V.
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Fig. 4-5. Channel flow regime map for SIMMER-III/SIMMER-IV.
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(a) Possible mass transfers at an (A,B) interface with net heat flow to the interface

toward Component B: Component A condenses or freezes

(b) Possible mass transfers at an (A,B) interface with net heat flow to the interface

toward Component A: Component B condenses or freezes

Fig. 4-6. Basic concept of heat-transfer limited processes.
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Fig. 4-7. Schematic representation of heat transfer coefficients at the melt-wall interface
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5. Fuel-Pin and Structure Model

5.0. Overview
5.0.1. Background of models and methods

The structure field of the SIMMER-III/SIMMER-IV constitutes of solid components that are
stationary. In as LMFR core they are fuel pins and subassembly can walls. In the former SIMMER-IIY, pin
fuel and can wall are both represented by a single temperature node. This simplistic assumption has
shortcomings that, for example, the surfaces of pin fuel or can walls cannot respond to rapid variations in
fluid temperature. In the SIMMER-III/SIMMER-1V structure model, thick structure components (pin fuel
and can wall) are divided into a quickly responding surface node and a slowly responding interior node.
This two-node representation, together with a more flexible treatment of inter-cell coupling through can

wall heat transfer, has significantly improved the analysis of core melt-out behaviors.

Since a detailed model description is available for the SIMMER structure model'®, only an outline
of the fuel pin and can wall models are presented in Sections 5.1 and 5.2, respectively. Recent revision of
the hydraulic diameter in a pool configuration is included in Section 5.2. The original models for structure-
related heat and mass transfers are summarized in Section 5.3. The model improvements and additions
implemented after the issuance of the above report are then presented, including: a multi-node can wall
model, improved freezing model, improved crust formation model, additional structure failure and breakup
models and other small model improvements. The improved freezing model and the improved crust
formation model are parts of the non-equilibrium melting/freezing model in fluid-dynamics Step 1, and

hence they are described in Chapter 4.
5.0.2. Interaction with other models

The fuel-pin and structure model is not an independent code module, but parts of the model is
included in the fluid-dynamics module. Only the fuel-pin heat transfer model is programmed outside the
fluid dynamics module. Thus, the model is intimately coupled with the fluid dynamics through heat and
mass transfer processes, such as heat transfer between structure surface and fluid flow, melting or breakup
of structure components, and freezing of liquid components on the structure surface. Because any changes
in structure volume fraction and mass and energy transfer may significantly and immediately influence the
state and multi-phase flows in a fluid-dynamics mesh cell, many of the structure related heat and mass

transfer operations are directly performed in Step 1 of the fluid dynamics.

The internal heat sources of structure energy components due to nuclear heating are provided by the
neutronics model. The macroscopic densities and specific internal energies of all the structure and fluid
energy components are transferred to the neutronic model to calculate atom number densities and

temperatures necessary for determining the effective shielded macroscopic cross sections.
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5.1. Outline of Fuel Pin Model

Since a detailed model description is available for the SIMMER-III structure model'?, only an

outline of the models is given in this section.
5.1.1. Fuel-pin structure configuration

Axial and radial geometries of the SIMMER fuel-pin configuration are depicted in Figs. 5-1 and 5-
2, respectively. A fuel pin consists of pin fuel (representing pellets), or control for a control rod assembly,
and cladding of steel. No-flow volume can be specified to simulate a volume fraction of the central hole,
pellet-cladding gap or the internal volume in the fission gas plenum region. The standard fuel-pin model is
rather simple with a pellet interior modeled by a single temperature node and with breakup modeled only
by a thermal (melt fraction) criterion. However, the separated treatment of a pellet surface node provides
better thermal coupling with the fluid. Because of the relatively large thermal inertia of the pellet interior,
the fuel-pin heat-transfer calculation can be performed with time steps larger than the fluid-dynamics steps.
This simplified model is considered sufficient for simulating the fuel-pin behavior in a voided channel
typical for a loss-of-flow accident. The axial blanket and fission-gas plenum regions can be placed both

above and below the core region.

A thickness of the pin-fuel surface node is determined from the thermal penetration length, 28,,,

using the input time constant T, », in consideration of transient thermal response.

KyT
26y = 23 M, (5-1)
PmCm

where the coefficient 2v/3 is determined by assuming a transient temperature profile is parabolic. The
temperature points of the cladding and surface node are placed respectively at the radial center of their

thickness, and the temperature point of the pin pin-fuel interior node is selected at the mass centroid.
The thickness of can-wall surface node is determined in the same way as Eq. (5-1).
5.1.2. Fuel-pin heat transfer

The basic equations of mass and energy conservation of the fuel-pin component m are :

ap
—a;n = —I;, ,and (5-2)
dpme

(;nt = = hm,m—lam,m—l(Tm—l - Tm) + hm+1,mam+1,m(Tm+1 - Tm) + QH,m + QN,m 4 (5_3)

where the subscript m denotes the fuel-pin radial node, and Eq. (5-2) represent all the modes of mass
transfer from the fluid. The Qy ., and Qy ;,, terms denote the energy transfer rates due to heat transfer from
the fluid and nuclear heating, respectively. The heat-conduction equation in a cylindrical geometry is
solved for specific internal energies of the three fuel-pin components (interior, surface and cladding). The
heat transfer coefficient between pin-fuel surface and cladding includes the gap conductance. There are

three options available for the gap conductance as documented in the structure model report!.
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® 3 constant value specified by user input,
® asimple conductance model based on gap gas conduction and radiation heat transfer, and

® a more elaborated model to consider fuel-cladding contact behavior as well as gap gas

conductance and radiation.

The solution procedure is implicit, by expanding the end-of-time-step temperatures on the right side
of Eq. (5-3) into a Taylor series with respect to specific internal energy. The resultant linear equations are
solved directly. The fuel-pin surface (cladding, or pin fuel surface node when cladding is missing)
exchanges mass and energy with the contacting fluid and this is operated in the fluid-dynamics Step 1. In
the fission-gas plenum region, the gas temperature is represented by one point and the heat transfer is
solved explicitly because of its slow thermal response. For a control subassembly, the pin fuel is replaced

by the control material (B4C), which is represented by a single node.

The calculations are conducted outside the fluid-dynamics module at heat-transfer time steps which
are larger than fluid-dynamics time steps, because of large thermal inertia of the pin fuel. The heat-transfer
time steps are, by default, set equal to the reactivity time steps because the fuel temperature change is
closely related to nuclear heating rates. The time-step sizes are controlled based on: the changes in the

specific energies of pin fuel and cladding, and the change in the power amplitude.
5.2. Outline of Can Wall Model

A detailed model description is available for this model, only the outlines of the models are given
below. Although only the model for left and right can walls are described in this section, the same

procedure is implemented for the front and back can walls as well.

A can wall represents fuel subassembly hexagonal duct walls (wrapper tubes) in LMFR simulation
or circular pipe in many non-LMFR calculations. Thus, both the slab and cylindrical geometries are
optionally available. The latter is applied only to the left and right can walls in the radial direction (index i)
both in SIMMER-III and SIMMER-IV.

5.2.1. Can-wall structure configuration

A general configuration of the SIMMER-III structure components in a mesh cell ZJ are depicted in
Fig. 5-3, together with the can-wall components in the adjacent cells. The SIMMER-III can wall model
distinguishes separated left and right can walls (plus front and back can walls in SIMMER-IV), which are
placed at the left and right mesh-cell boundaries, respectively. At each mesh-cell boundary, there are two
can walls, one from cell I/ and the other from an adjacent cell, and no-flow volumes can be specified in
between to represent the inter-subassembly gap volume. The presence of the can wall at a cell boundary
prohibits fluid flow in the traverse direction and furnishes a structure wall for an axial fluid flow. Fuel crust
can grow on a can wall when the fuel solidification on the can-wall surface is predicted by the heat and

mass transfer model.

Similarly to the pin-fuel surface node, each can wall is divided into: a surface and interior nodes,

The surface node is to model a quicker thermal response in contact with fluid flow. The thickness of the

- 118 -



JAEA-Research 2024-008

surface node is determined from Eq. (5-1) as well. When the can wall becomes thin due to mass transfer to
fluid (melting and ablation), the two can wall nodes are merged into a single interior node. As long as two
can walls are present at a cell boundary, either thick or thin, the two adjacent mesh cells are assumed to be
thermally decoupled and no heat transfer is calculated in-between. Inter-cell heat transfer is calculated only
when one of the two can walls at a cell boundary is missing. The above requires a complex procedure to
define the variations in can-wall structure configuration as summarized in Table 5-1. These variations
represent different can-wall configurations either: presence of can wall or not, thick or thin, with or without

crust fuel, and adjacent cells decoupled or coupled.

There are 8 configuration cases and 4 sub-cases each for Cases 7 and 8. Cases 1 through 6 are for
special case treatment of an isolated can wall for the first and the last boundary mesh cells (I=1 or IB) in the
radial (traverse) direction. Cases 7 and 8 are for general treatment of the right boundaries of internal mesh
cells (I=1, 2, ..., IB-1). Two adjacent cells are decoupled in Case 7, where two can walls (right can wall in
cell 1J and left can wall in cell 1J+1) are both present. Two cells are coupled when one of the can walls is
missing in Case 8. Depending on whether the can wall is thick or thin and whether there exists crust fuel or
not, there are 4 sub-cases in Cases in 7 and 8, as shown in Table 5-1. For Case 7, the treatment of
decoupled can walls in a mesh cell in 4 sub-cases is the same as that for either Cases 1, 2, 4 or 5. In Case 8,

the most complex situation with inter-cell coupling, as many as 5 temperature points are defined in Case 8d.

A special treatment is necessary when a thick can wall is coupled with an adjacent cell; a part of the
thick can wall interior is transferred to the adjacent cell as the surface node and the macroscopic densities
are adjusted. This treatment is somewhat tricky, but is performed only to calculate inter-cell heat and mass
transfers. The volume fraction of the surface node set over from the adjacent cell is not added to calculate
the total structure volume fraction ag in the transferred cell (accepter cell) but is accounted in the
transferring cell (donor cell). This treatment is necessary to conserve the structure volumes in the two cells

as described later.

The thickness of a can wall is calculated, for the left can wall, as

ags + @
( % for slab geometry
Wicw = { ad : (5-42)
t\/rczo + (13 —r2)(ass + ase) — Teo for cylindrical geometry

where a;cyy is the surface area of left can wall per unit volume, and 7, and r,; are the radii of the left and
right boundaries of the mesh cell, respectively. This equation is valid for an isolated (decoupled) can wall
(Cases 1 to 7). However, when a part of the interior node is transferred from cell 1/ to an adjacent cell like

in Case 8, the volume fraction of the set-over can wall is brought back to the original transferring cell.

Vi

j—1

(“55 + @se + As7ij-17,— [aLew
i

W,ow = (5-4b)

V‘ . )
2 2 2 ij-1
o+ (a — 1) <“55 + @se T As7ij-177,— | ~ Teo
i
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where the volume ratio is necessary to conserve can wall mass. The right can wall is treated in the same

way.

Whether a can wall is thick or not is determined by the remaining thickness of interior node which
must be larger than 285 to be thick. An isolated can wall (Cases 1 to 7) is regarded as thick if W ¢y, > 465
is satisfied. A coupled can wall (Case 8) is regarded as thick if W; ., > 685 is satisfied, since two surface

nodes must be considered.
5.2.2. Can-wall heat transfer

The can-wall heat transfer is modeled considering the above combinations of geometrical

configuration and heat transfer paths. A typical energy equation of the temperature node m is written as:

dpme
(:)nt == hm,m—lam,m—l(Tm—l - Tm) + hm+1,mam+1,m(Tm+1 - Tm) . (5_5)

The calculation is performed for up to five structure-component nodes at fluid time steps in either a slab
geometry to represent LMFR subassembly duct or a cylinder geometry to simulate a circular pipe wall.
Updates of specific internal energy and temperature of outer-most structure node, which contacts the fluid
flow, have been performed in the heat and mass transfer model in fluid-dynamics Step 1 before can wall

heat transfer. The update of internal energy due to nuclear heating is performed outside the structure model.

A solution method is implicit similarly to the fuel-pin heat transfer model. The end-of-time-step
temperatures on the right side of Eq. (5-5) are expanded to a Taylor series with respect to specific internal
energies. The resultant set of linearized equations, of up to 5 temperature nodes in Case 8d, are solved by a

direct method.
5.2.3. Structure volume fraction and hydraulic diameter

The total volume fraction of structure, ag, is an important variable, since it provides a basis to
define the volume fraction of flow, (1 — as), and vapor volume fraction (void fraction), (1—as — a;). as is
simply a summation of the volume fractions of individual structure components and no-flow volumes. The

volume fraction of pin-fuel interior, not defined as a fluid-dynamics structure component, is also added.

9
A5 = Ajpe + Z PsmUsm + Xngpin + Anfrew + Anf rew - (5-6)
m=1
This is a nominal formulation with no inter-cell thermal coupling. When one of two can walls at a cell
boundary is missing as treated in Case 8, a complex set-over procedure is implemented in which a part of
can-wall mass is transferred from cell IJ to the adjacent cell IJ+1, or from cell Z/+1 to cell 1/, as a new
surface node. Inter-cell can wall heat transfer and the heat and mass transfer in these two cells are
calculated in a consistent way. However, when the total structure volume fraction is calculated, the volume
fraction of the transferred surface node must be brought back to the original transferring cell to conserve

volume. A complete logical formulation of this procedure is described in the structure model report'>).
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3

Qs = Ajpe + Z PsmUsm + Angpiv + Angrew + Anp rew + PsoVso
m=1

+ pss (i)vss ((NH(NCANL(i))) + pse (i) vse (if)
+ ps7(i)vs; ((HNH(NCANR(if)) + psg (i) vsg (if)

Vi
+ pss(ij + Dvgs (ij + 1H(NCANL(ij + 1));/’—.+.1 (5-7)
l
Vij-1
Vl] ’

+ ps7 (i — Dus; (if — DH(NCANR(ij — 1))

where H(x) is the Heaviside function, NCANL and NCANR are flags to recognize the presence of can wall
in the left and right cell boundaries, respectively. The macroscopic densities of can wall components are

denoted as energy components for simplicity.

The hydraulic diameter, Dy, is another important variable in fluid dynamics, and is defined as

4 x [flowarea] 440y 4(1 — ayg)

D, = - = = , 5-8
h [wetted perimeter]  Prion  Gpin + Arew + Arew (5-8)

where i, @ cw, and agey are the structure surface areas per unit volume of the fuel pin, left can wall
and right can wall, respectively. When there is no structure existing in a cell, the hydraulic diameter is set

to a large value,
D, = 10%°, (5-9)

such that the effects of structure on heat transfer and momentum exchange (friction) are eliminated. The
hydraulic diameter in a pool configuration with an outer wall is determined from a mesh-cell width and the

structure volume fraction as:
Dy = (1 —a5)AR, (5-10)
where AR denotes the mesh cell width in cylindrical geometry.

It is also noted that the selection of flow regimes, pool or channel, in a mesh cell is determined from
the hydraulic diameter. If the hydraulic diameter Dy, is larger than the input threshold, D, 00, the flow in

the cell is regarded as “pool flow”. Otherwise, the cell is considered to be a channel flow. The default value

of Dy poor 18 1.0.
5.2.4. Hydraulic diameter to simulate transient heat transfer

The hydraulic diameter is included in the fluid-to-structure HTC. When there is a large temperature
difference between fluids and structure, the effect of transient heat transfer becomes important. Although it

is beyond the scope of SIMMERC-III quasi-steady-state HTC model, a simple time constant model has been
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developed for parametrically examining this effect. The effective heat transfer lengthscale is represented by

a thermal penetration length, similarly to the structure surface node representation, as

v (5-11)

where K, Uy and ¢y, are the thermal conductivity, specific volume, and specific heat of the fluid mixture,
and 1), is the input time constant to simulate the effect of transient heat transfer. The time constant must be
determined considering a timescale of a problem. This model improvement has been developed as an input

option after the structure model report'> was issued.

5.3. Structure Melting, Breakup and Other Modes of Mass Transfer
5.3.1. Modes of structure-related mass transfer

Various modes of structure-related mass transfer processes are modeled in SIMMER-III/SIMMER-
IV. Non-equilibrium melting/freezing mass transfers occurring at the interfaces between structure surface
and fluid are treated in the fluid-dynamics heat and mass transfer model'®. Equilibrium melting/freezing
mass transfers, on the other hand, are modeled in the structure model. The modes of mass transfer related to

the structure include:
®  cquilibrium melting of solid components
® cquilibrium freezing of liquid components
® fission gas release from liquid-field fuel
® fuel pin breakup
® collapse of unsupported pin fuel
® can-wall and crust fuel breakups

Equilibrium melting and freezing have already been discussed in the heat and mass transfer model
(see Section 4.5); however, they are repeated here for completeness as structure-related mass-transfer

processes.

All the above operations are included in the fluid-dynamics Step 1 procedure and mass and energy
updates are performed in series, each of which deals with a different mass-transfer process. The structure
breakup mass transfer is calculated at the beginning of the fluid-dynamics Step 1, before the structure
configuration is updated, because the breakup transfer instantaneously and drastically changes the structure
configuration, the structure volume fraction and the cell hydraulic diameter. The equilibrium
melting/freezing transfer is calculated at the end of Step 1, to determine whether the component thermal

condition after nuclear heating and a series of intra-cell transfers satisfies the phase transition criteria.

The equations for energy and mass transfers in these processes are described in the original

structure model report!¥, and only modeling concepts are described below.
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5.3.2. Equilibrium melting of solid components

Equilibrium melting occurs when the specific internal energy of a solid component exceeds its
solidus energy and thereby a condition for phase transition (melting) is satisfied. The mass-transfer rate is
determined such that the remaining mass stays at the solidus energy. This process includes: equilibrium
melting of crust fuel, fuel particles, steel particles and fuel chunks. Since the mass transfers of pin

fuel/control and cladding are treated as structure breakup processes, no equilibrium melting is modeled.

Equilibrium melting of can wall component s is rather complex. The surface node in a thick can
wall or the interior node of a thin can wall undergoes equilibrium melting similarly to the above. Even
when the crust fuel is present on the can wall, underlying can wall is allowed to melt and mass is
transferred. When two cells are thermally coupled and a surface node is set over to an adjacent cell, the
melting of this surface node occurs in the adjacent cell but the mass transferred to the liquid field must be

brought back to the original cell to conserve mass and volume.

As a result of equilibrium melting of solid components, the thermodynamic state of the liquid field
is updated. The macroscopic density of a liquid component is simply updated using the mass transfer rate.
The specific internal energy of liquid fuel is updated assuming that the mass transferred is at the liquidus
energy. The equilibrium melting of the fuel particles and fuel chunks is accompanied by fission-gas mass

transfer to liquid fuel.
5.3.3. Equilibrium freezing of liquid components

Liquid fuel can freeze into either crust fuel or solid fuel particles. The former mode of mass transfer
is modeled as non-equilibrium fuel freezing on a structure surface. This mode of freezing corresponds to
the so-called “conduction-limited freezing” model and is treated in the heat and mass transfer model. It is
noted the fission gas mass in liquid fuel is lost because no fission gas mass in crust fuel is modeled. This
loss of mass is considered not important since most of fission gas resolved in liquid fuel has released before
molten fuel re-freezes. Equilibrium freezing occurs when the specific internal energy of liquid fuel falls
below the liquidus energy and results in formation of solid fuel particles. This mode of fuel freezing is
important, since it describes the so-called “bulk freezing” mechanism. The mass-transfer rate is determined
such that the remaining mass stays at the liquidus energy. This fuel mass transfer is accompanied by fission

gas mass transfer from liquid fuel to fuel particles.

Equilibrium freezing of liquid steel is modeled similarly to the bulk freezing of fuel. In the initial
modeling in SIMMERC-III, liquid steel was assumed to freeze predominantly into steel particles. When
liquid-steel-rich mixture flows into a cold structure channel, it should freeze not only into solid particles but
also onto the structure surfaces. Therefore, an optional model has been later added to treat steel freezing
onto cladding and can-wall surfaces. In this improved model, liquid steel is partitioned into dispersed
droplets and continuous liquid, the latter of which freezes onto cladding and can walls based on individual

binary contact areas. This optional treatment is controlled by user input specification.
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5.3.4. Fission-gas release from liquid-field fuel

The fission gas masses can be retained in the liquid-field components, liquid fuel, fuel particles and
fuel chunks. The release of fission gas from the liquid-field components to the vapor field is simply
modeled by user specified release time constants, typical values being 10~ and 10! s for liquid fuel and

fuel particles/chunks, respectively. The vapor state is updated accordingly.
5.3.5. Fuel-pin breakup

The criteria for breakup of the pin fuel and cladding are determined from input threshold melt
fractions, typically 0.5 for pin fuel and the solidus energy for the cladding. All the mass of pin fuel or
cladding is transferred instantaneously into liquid and solid particles, for which the partition of mass is
based on the threshold melt fraction, at the liquidus and solidus energies, respectively. It is unlikely that the
cladding stays intact after pin fuel breakup, and therefore the cladding is assumed to break up

simultaneously with pin fuel breakup.

The mass transfer to fine fuel particles is a rational assumption when fuel breakup mode is of a
rapid disruption type under highly overpower conditions. At lower heating rates, on the other hand, pin fuel
breaks up into larger solid particles. For this reason, the mass transfer from pin fuel to fuel chunks is
optionally treated based on user input specification. The pin fuel breakup is accompanied by fission-gas
mass transfer to the liquid-field fuels. The liquid and vapor states are updated following these mass

transfers.
5.3.6. Collapse of unsupported pin fuel

A special fuel breakup model is implemented to simulate the collapse of a pellet column or the
downfall of unsupported pellets. In this model, it is assumed that a fuel pellet column loses it mechanical
integrity when: the cladding is lost and subassembly can wall is lost (collapse of pellet column); or the
cladding is lost and the pin structure in the lower cell is lost (downfall of pellets). If one of these conditions
is satisfied, the mass of pin fuel is transferred either to fuel particles or fuel chunks depending on user

specification.

The control is assumed to break up into particles when the cladding is lost. The control particles,

and no liquid control, are only modeled in a liquid field.
5.3.7. Can-wall and crust fuel breakup

A criterion to predict breakup of can wall is based on the melt fraction of can wall interior node. A
part of can-wall mass is transferred to liquid steel at the liquidus energy depending on the melt fraction.
The remaining mass is partitioned, based on user input specification, into the can wall structure and solid
steel particles. Considering the mechanical stability of a can wall structure, additional structure breakup
mechanisms are implemented which predict can wall failure based on the minimum thickness of
remaining can wall and the threshold temperature above which structural strength is assumed to be

practically lost.
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Since the crust fuel itself is thought to be very brittle and fragile, it is assumed that it can stay on a
structure wall surface only when underlying structure is intact. Namely, if the can wall structure

disappears or undergoes extensive melting on its surface, the crust fuel is assumed to break up.

After the issuance of the structure model report'¥, other can-wall failure models have been later
added as input options. Since the can-wall and crust fuel failure and breakup modes are becoming

complex, the entire modeling framework is completely re-documented in Section 5.6.
5.4. Multi-node Can Wall Heat-Transfer Model
5.4.1. Background and objectives

In the standard model, a can wall structure is represented by two nodes, surface and interior. This
simplified model is considered sufficient and practical in many cases of the code applications. For example,
in a typical LMFR unprotected loss-of-flow accident, the core melt-out progresses sooner or later, and
detailed resolutions of subassembly can wall temperature and failure timing are not necessarily important.
However, in such situations that relatively cold structures are present in the core and the accuracy in
predicting their failure timing becomes important, a more detailed treatment is desired. Calculations of

small-scale experiments may require to calculate heat losses to the structure accurately.

From these observations, a multi-node can wall heat transfer model has been developed for
SIMMER-III and SIMMER-IV. The model is available as an input option and can be used in reactor and
non-reactor applications when detailed treatment of heat flow into and temperature profile in the can wall is
needed. The model is documented as a JAEA report (in Japanese)*®, and the model description specific to
the multiple nodalization is reproduced concisely in this section. The verification and validation of the

developed model are also included in the above JAEA report.
5.4.2. Multi-node representation

The model has been developed to completely fit into the standard two-node model'¥. That is,
keeping the same framework of can-wall configuration and heat-transfer model, only the interior node is
subdivided into multiple nodes as shown in Fig. 5-4. Other parts of can-wall related models stay the same
as the standard two-node model. Both the slab and cylindrical geometries can be treated optionally. The

cylindrical geometry is applied only to the left-right (index ) direction.

Consider the left can wall in a mesh cell, and the total thickness of the can wall and the thickness of
the surface node are defined as Wy, and 26,. respectively. It is reminded the latter is defined as the
thermal penetration length in consideration of transient thermal response, and typically much less than 1/10
of total thickness. The number of sub-divided nodes, N, ;, is specified by user input or determined such

that the node width is almost equal to 26;.

Nycwr = min( (Wyew — 285)/2685, Npcwim) » (5-12)

where Npcyy 1S the maximum number of nodes, with the default value of 20. Then the node width is

calculated uniformly as
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Wiew — 26
Drewr =N—S- (5-13)
LCWI
The macroscopic density of the node is calculated as
Drcwi
= -5 ) 5-14a
Prcwi = Pso tse/ Acm ( )
for the slab geometry in which the node volumes are equal, and
7 — 1wl
_ Tiewrr — Tiewil-1 (5-14b)

PrewiL = Pso 2 2
(rss — 285)* — 1

for L-th node in the cylindrical geometry. The geometry of the slab geometry is illustrated in Fig. 5-5, and

the complex node radii are shown in Fig. 5-6 for different configuration cases in the cylindrical geometry.
5.4.3. Can wall configuration

For the can wall structure configuration, the same variations in configuration, shown in Table 5-1,
are considered. The treatment of thick can walls is relevant to multiple nodalization and the thin can walls
are treated in the same way as the standard two-node model. Thus, only Cases 2, 5, 7b, 7d, 8¢ and 8d with

the multi-node can wall interior are described below.
Case 2 and Case 7b (left thick can wall): slab geometry

The treatment is the same for the two cases, in which only one left thick can wall with or without
crust is modeled. Since the surface node thickness is always kept to 2d,, a rezoning operation is performed,

using the updated can wall thickness, W; cyy .

For the standard two-node model, the macroscopic densities and specific internal energies are

updated first, and the heat-transfer coefficients are calculated.

= 265 _
Pt = WLCSW (p%s + Plo) (5-15a)
pis ™t = pis + o — st (5-15b)
ess pis < Pl
et = [prsess + (b3 — pis)eds] =+l s on ,and (5-15¢)
5n+1 Psg = = Pss
58
[pisess + (D55 — pio)eds] Fur > o
G = prT 597 = Pso (5-15d)
ese pis < P

The internal heat transfer coefficients of the can wall nodes (crust, surface and interior) are defined

respectively by
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_ 2Kpapcw _ 2Ksarew d _ 2Ksaicw
s2 =5 hes =—5577— and hgg = —7— (5-16)
Us2 Ugs Use

The heat transfer coefficients between structure nodes are

hSZhSS h55h56

=—" = -1
hs; 55 higy + hgs and /g5 g6 higs + hgg (5-17)

The structure-side heat transfer coefficients, with and without crust, used in the fluid dynamics are
determined with applying the limiters to avoid numerical problems when the heat capacity of the crust or

surface node becomes very small.

( (P + plc
min M, hgy with crust
hiz = Sn+1 (5-18)
. |Psg "Css .
min [————, hgs without crust

The above equations are the same as the standard model. In the multiple nodalization of the interior
node, a change in can wall thickness from the previous time step may change the number of nodes (from
NLCWP to NLCWI), the node width (from Dy cyp to Dycyy) and the node location (from 7/, to

/%%y, 1)- This requires a complex rezoning procedure for the specific internal energy. The results are:

D
=n+l  _ =n+l Lewi
Prcwir = Pso Woow — P20,/ ’ (5-19)
Lew ~ Psg "Us/ Qrew

rn __fn+1
-n n Lewlm—1 — TLewiL-1
Prewim-1€Lcwim-137 o
Lewlm—1 — TLewim—2
“n+1
PrcwiL

fn+1 —rn

+ 57 n LCWIL LCWIm—1
Prewim@rcwim 3m —n

Lewim — Thewim-1

if sntl n
if #cwiL < Tlewiniewp

n+i Tﬁ; —'fﬁ?1 ?2?1 __rﬁj 2
5 - ~n n Lewim ~TLewiL-1 |, ~n .n TLCWIL LCWIm -
€Lcw,L Prewim@Lcwim 3 m o + Psgess ) — » (5-20)
Lewim ~ Tewim-1 Lewim+1 — TLewim
“n+1
PrcwiL
e =n+1l n ~n+1
if 7ewrL—1 < Tlewiniewr < TicwiL
n ; n ~n+1
ess if mewinewe < FLéwii-1
2K
hLCWI,L = D— ,and (5-21a)
LCWI

hiewri-1lLewi (5-21b)

haowin aewni-n = hrewip—1 + hrewrs

Case 2 and Case 7b (left thick can wall): cylindrical geometry

The treatment is identical for the two cases, in which only one left thick can wall with or without

crust is modeled. For the cylindrical geometry for the standard two-node model, rezoning is performed
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Since the surface node thickness is always kept to 245, a rezoning operation is performed using the radii of

node boundaries and temperature points.

s = \/rCZO + (& — 5 (als + al) and 1, =15 — 265 . (5-22)

The macroscopic densities are calculated as

2 2 2 2
=n+1 1 r5 - r4- =n+1 1 r4- - TCO
s8 T 3 2 and pgg " = — 2 2 (5-23)
UsTc1 — Tco UsTc1 — Tco

The specific internal energies are the same as Eq. (5-20). Where there is no crust, the can wall surface area,

heat transfer coefficient of the surface node and the structure-side heat transfer coefficient are:

215

aLCW = (5-243)

2 2
Te1 — Tco

K
hgs = WZ/TL‘S) , where 15 = [(r? +712)/2 ,and (5-24b)

n+1
Psg Css h
» 1S5 | -

5-24

hyy, = min [

With crust, required equations are:

K .
S S = | 5-25
hss 1y In(ry /1) here 74 (s +120)/2, (5-252)

27, 1
=— d h = -
fssis6 1 — 1% ane Assse i In(rys /1) + 1 In(ry /1e4)]” (5-25b)
27 1
Asz 55 = 2—52 and hg, g5 = ) = ,and (5-25¢)
' Tc1 — Tco ’ Talics™ In(rs /1ys) + ks~ In(rye /75)]

Te = \/rCZO + (4 —14)@ + als + @l) and 1 = /(rsz +12)/2. (5-25d)

For the multiple nodalization of the interior node, the macroscopic density and specific internal

energy of subdivided node L are:

72 — 72
=n+1  _ =n+1 TLewrl — TiewrL-1
PrcwriL = Pso 2 2
Ty —Tco

,and (5-26)
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n 2 _ pna1 2 Fntl 2 _ rn 2
~n n LewWIm—1 LCWIL=1 | ~n n LCWIL LCWI,m—1
Prcwim-1€Lcwim-1 ", 2 n 2 T PLewimCLcwim 2 n 2

Lewim-1 ~ TLewim-2 Teewrm — Thewrm-1

n+1
Prewr,L

oo=ntl
if Trewnn < rLCWI,NLCWP

o n 2 n+1 2 ~n+1 2 n 2
e = “n n Tlewrm  — Tlewii-1 4 pnen _TLewiL —Tiewim . (5-27)
Prewim@rewim —, i 2 T Psg€ss 2 Py 2
TLewim _rLCWI_m—l TLewrm+1 — TLewim
=N+l
PrLcwr,L

3 ~n+1 n ~n+1
if #lcwii-1 < Tlewiniewe < Ticwie

n n ~n+1
ess if Tewinewr < Ficwii-1

The heat transfer coefficients are:

Ks N 2 2
hiewir = S 1 ,where Ty cw = \/ (TLTE;/II,L + FlewiL-1 )/ 2, (5-28a)
Tewr,L n(rLCWI L/ TtLewr L)
1
hewrLy,LewiL+1) = Tna1 (5-28b)

TLewi L [Ks_ ! ln(rtLCWI,L+1/ ancT/VlI,L) + K5t ln(?Lrga}I,L/ rtLCWI,L)]

Case 5 and Case 7d (right thick can wall)

The treatment is the same as left thick can wall described above, except for the subscripts of the

symbols are replaced by those representing the right can wall. Hence no repetition seems necessary.
Case 8c (thick can wall without crust): slab geometry

A part on the interior node is taken to the adjacent cell to create a new surface node with the 24,
thickness. The thickness of the interior node is reduced by 28, and rezoned. When the macroscopic density
of can wall is transferred to the adjacent cell, a volume ratio of the two cells is applied to conserve can wall
mass. For the standard two-node representation in the slab geometry, the updated masses and energies for

the left can wall are

26,
P+ 1) = [pss(u + 1)+ o5+ 1) + pslo(l]) ] (5-29)
Wic Vijs1
=n410;s 20
psio (i) = W, psg(ij + 1) Ly pso(ij + 1) Ly Ps10(i)) (5-30)
LCW l] L]
pEt(j + 1) = pl(ij+ 1) + pro(ij + 1) + Pslo(l]) - PG+ 1) - Ps10(l]) (5-31)
l]+ l]+1
()] _
ess(ij + 1) P (i +1) < p(ij+ 1)
(i + Delk (i + 1) + B0 + 1) — ph(j + DlekGj+ 1) . (5-32)
Pss\y ss\Y P, %nﬂl(ij) Pss\y se\l B+ 1) = (i + 1)
s8
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egy (i) Pt (i) < po (i)
e (W) =4 po(i)el (i) + [PHH (i) — plo(iD]ed (i + 1)
P (i)

d (5-33)

:’n+1 . > -n . ’an
psio (i) = pgho(if)

e+ 1)
ess(ij +1)
PG+ 1) = pls(ij + 1) and g () = po (i)
plo(ij + Deds(ij + 1) — [Pl (i + 1) — pia(ij + D]eds (i + 1) — [p30 () — pao(i)]ed (i)
prL(ij + 1)
Pt + 1) = pL(j + 1) and G (i) < plo (i)
T\ 053 + Defs (i + 1) — [Pl 1 + 1) — ps(ij + Dleds (i + 1) — [p%6M ) — pho(i)]eds (i + 1)
prEL(ij + 1)
Pt + 1) < p(j + 1) and pG (i) = plo (i)
pio(ij + Deds (i + 1) = [pfs (i + 1) — pia(ij + D]eds (i + 1) — [ () — peho(i)]eds (i)
P+ 1)
PRt +1) < ply(ij + 1) and B < pRo(i))

(5-34)

The heat transfer areas and coefficients, and the structure-side heat transfer coefficients are calculated as

follows.
. . V.
arew(ij + 1) = dioy (i + 1) for S5, and, agew (i) = al gy (ij + 1) ;*1 for 57, (5-35a)
ij
.. 2ksapcw (i + 1) . 2Ksagew (i))
h +1) = dh S A 5-35b
55(1'] ) d?;l(l] + 1) an 57("]) dgl;.]_(l]) ( )
g [pE (i 4 Dess (i + 1) g
- 35
hio (i + 1) mln[ Tty (i + 1) yhss (i + 1D, (5-35c¢)
y A es; (i) y
= =s10 Al 5-35d
D3 (i) mm[ taney () yhs7 (B ], ( )

hss(ij + Dhge(ij + 1)
J = 5-35
hss,s6(J + 1) hoe (7 + D) + e (G + D) ,and (5-35¢)

arew (i + Dhse (i + Dhg, (i)
hse(ij + 1) + hgy (if)

(ha)s7¢ij).s6(ij+1) = (5-35%)

The above equations for the left can wall are for the standard model, and the right can wall can be treated

sin the same procedure.

In the multiple nodalization of the interior node, a change in can wall thickness from the previous
time step may change the number of nodes (from NLCWP to NLCWI), the node width (from D;cyp to
Dycw;) and the node location (from 1y, m to 76y, ). This requires a complex rezoning procedure for the

specific internal energy. The results are:
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= .. il Diewi (i + 1)
Prdwn i+ 1D =5+ D = : (5-363)
w, (i + 1v,/a (i) v /a
Lew Ps ] s/ Arew Pslo ] V Us/Qrew

es7 (1))
if 7lewrL < rfcw1,1< ,0510(11) Vs/aRcw>
it
r.0510(11) Vet 657 (i) M 1
Lewi

T,n
LCMUL+1 LCWI1

l"‘PLCWM(U + Defewr(( + 1)
prewiL (G + 1)

if rLCWI 1 < TLCWI 41 = TLCWI 2

n
Tiewiz — Tiewrna

fn+1
LCMH?n LCWIL

Prewim-1 + Defewim-1( + 1) == o 7
LCWIm Lewim—1

.rTl
LCWUL+1 LCWIm

sn+1 + ij+ e ij+1
eleWL = { PLCWIm(] el Lewim (U ) LCWI o rer‘WI'm , (5-36b)
P?Ermlzu(ij +1)
if ew, < TLCW1L+1 < Tiewr NLCWP(l]+1)+1
+1
i
Prewim-1 + Defewrm-1( + 1) = o) ricwim rnLCWI'L
LCWIm Lewlm—1
rn
+oLewim (U + Defewim (§ + 1) LCWIL+1 ;rfWI'm
Tiewim+1 — Ticwim
p?gMIZIL(Lj +1)
if 7lewiL < Tewiniewp(ij+1)+1 < TLCWIL+1
ess(i + 1)
if 7w nLewp(ij+ 141 < TLewiL
2k (ij + 1)
h (j+1)=—32—"_ and (5-36¢)
ewnt Diew: (i + 1)
.. hiewip-1Cj + Dhpewr (i + 1)
hawewry,wewi-n (@ +1) = (5-36d)

hewr -1+ 1) + hpewr (G + 1)

Case 8c (thick can wall without crust): cylindrical geometry

For the standard two-node representation, the macroscopic densities of can wall components are

expressed as:

1 12 —1?
L+ 1) = ———, (5-37a)
Pssg J s r(:22 _ rCl
- 112 -1V,
prbt(i) = ——=—S 2 |and (5-37b)

2 2
Vs — 141 Vij
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1 1r2—r?
Sn+l(i: 4 2
+1)=——2 2 5-37
Pso (l] ) Vg 7"("22 rczl ( C)

where the radii 75, 1, and 1, are defined by
s =T, — WLCW y Ty =715 — 265 and T =Tc1 + 265 .

The heat transfer areas and coefficients required are calculated as

.. 215 iy 21¢q
arew(ij +1) = ——— for S5, and agcy (ij) = 54— for 57, and (5-38a)
ez —Taa Tc1 — Teo
hes (i +1) = ——=—— and hgy(if) = ——>—— (5-38b)
5 15 In(rs /1) 57 1e1 In(rey/Te2)
where the radii ;.5 and r,, are defined by
Tis = /(Tsz +77)/2 andr, = ’(Tc21 +17)/2.
The remaining heat transfer areas and coefficients are:
K
hes s6(ij + 1) = 2 ,wherer,, = [(rZ +1r2)/2, (5-38¢)
ss.s6 Tl (/1) + nGris/7)] =l
.. 21y
as7(ij),56(ij+1)(l] +1) = 2 (5-38d)
ez —Taa
.. 21y
Ass(ij+1),s6Gj+0( +1) = 5—— ,and (5-38¢)
ez — T
As7(ij),56(ij+1)
(h@) sz sotijvn) = - ny (5-381)

Sl T In(ry /1) + k51 In(rea /1)1

For the multiple nodalization of the interior node, the macroscopic density and specific internal

energy of subdivided node L are:

anch/l}IL 12 - rljl(:wl L2
=n+1 .. _ =n+4l/is ,L+ s
prewr (i + 1) = pgg (i + 1) 22

4 2

’ and (5'3 98.)
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eg7 (i)
if rLCW1L+1 < rLCWI 1 ( Ps10(l]) Us/aRCW)
[0 g 7 el i) riowsa = iy |
Tewri — T

+1 2 n 2
-
TLeWiL+1 Lewil
+PLewi (U + Defewr 1 (i + 1) 7 a2
Tewrz — Tiewnn
Antl i
Prewr, (U + 1)

: n ~n+1 n
if 7ewin < TewiL+1r < rLCWIZ

2

~n+1
Tiewim — TicwiL
[pLCWIm 1+ Defewrmr (U + 1) —; 7; n p)
rewim — Thewim—1
~ZLC_;VI L+12 — Tlewn 2
~ ,m
ety = [FPrewrm( + Defewrm (i + 1) = 7 n 7 |- (5-39b)

Toewim+1 — Thewim
Ant+l i
Prewr (U + 1)

3 n ~n+1 n
if 7wz < Flewrier < Tiewr NLCWP(i]'+1)+1

sn+l 2
LCWI — TLewi L
pLCWIm 1 + 1)eLCW1m 1+ 1) T; 2

rLCWI,m - rLCWI,m—l
2 _.n 2
LCWI L+1 TLewim

+p5s({j + Degs (i + 1) =, 7 n 7
TLCW1m+1 ~ Tewim

Pl (i +1)

if mn+l ~n+1
if #ew, < rLCWI,NLCWP(ij+1)+1 < TLewrL+1

ess(i/ + 1)

o () ~n+1
i rewinewpj+n+1 < TLcwi

The heat transfer coefficients are:

K (ij + 1)

hrewr (G +1) = ——

— |(sn+1 2 an+1 2
(i ,where 1y cwpy = \/(rLCWI,L+1 + TrewrL )/2 ) (5-40a)
TLewrL+1 n(rLCWI,L+1/ rtLCWI,L)

1

(5-40b)

h¢ =
LCWILL),(LCWLL+1) = “ny1 -1 =n+1 -1 sn+1 :
TLewr, L+1[KS ln(rL'LCWI.L+1/rLCWI,L+1) + K ln(rLCWI,L+1/rtLCW1.L)]

Case 8d (thick can wall with crust)

The only difference from Case 8c is the presence of crust. The treatment of multiple nodalization of
the interior node is the same as Case 8c. The formulation of the crust related heat transfer coefficients is

unchanged from the standard two-node representation, and hence it is not repeated here.
5.4.4. Multi-node can wall heat transfer model

The basic model and solution method are the same as the standard two-node model, except that the
number of temperature nodes is increased when the multiple nodalization is used for the interior node. Only

the model for the interior node is described below, since overall model covering other configuration cases
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are documented already in the structure model report'>. When the interior node is subdivided into NLCWI

nodes (for left can wall), the energy equation for a subdivided node L is expressed as:

0PLcw,LeLew,L

T —arcwhwew L), Lew,L+1) (TLCWL TLnCJIr/% L+1) forL=1, (5-41a)

0PLecw,LeLew,L ~

— ot = aLCWh(LCW,L—l),(LCW,L)(TLnCJrV&,L 1 TLnCJxr/l}L (5-41b)
- aLCWh(LCW,L),(LCW,L+1)(TZ?I—/I}L TLCW L+1) for L = 2~NLCWI ,and

0PLew,LeLew,L ~ ~

— ot = aLCWh(LCW,L—l),(LCW,L)(TLnCJrV&,L—1 - TITLC_'{/I},L) forL = NLCWI +1. (5-41c)

where the node NLCW1I + 1 corresponds to the surface node.

The end-of-time-step temperatures appearing on the right side of equations are expanded into a
Taylor series as

d
Tn+1 " (—) Ade; . 5-42
L + aeL e ( )

By substituting Eq. (5-37) to Eq. (5-36), we obtain the expression for the L-th node.

aT, _ aT;,
[(ah)L 1,4t 5o ]AeL 1+ [PL + {(ah)L 11+ (ah), L+1}At ]AeL

+ [(ah)L,L+1At 3 if] depyq (5-43)
+

= At[(ah)L—l,L(TL—l ") + (ah) 41 (T — TLn)] .

This is a set of NLCWI1 linear equations and is solved using the Newton’s method, together with the
equations for crust nodes, if present, and the surface node that has been set over to an adjacent cell (in

configuration cases 8c and 8d). Finally, the specific internal energy is simply updated explicitly.

sn+1

et =el' + de; . (5-44)

5.5. Can Wall and Crust Fuel Breakup Model
5.5.1. Background

The can wall and crust breakup model has been documented in the structure model report'>, and is
briefly explained in Section 5.3.7. The original breakup model is, more or less, based on thermal criteria
such as a melt fraction and temperature of the can wall. Other mechanisms of can wall breakup or failure
have been later added as optional models controlled by input specifications. This section describes all the

modes of can wall and crust fuel failure and breakup in detail and replaces Section 5.3.7.

In the original model in SIMMER-III/SIMMER-IV, a criterion to predict breakup of can wall is

based on the melt fraction of can wall interior node. Although the structural dynamics of can wall is not
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modeled in the code, a consideration is made on the structural integrity at an elevated temperature range
close to the melting point of steel. The terminology of “breakup” means the structure is completely
disintegrated and its mass is transferred to either liquid or solid particles, while “failure” means the
integrity of the structure is lost but its mass remains as structure without mass transfer. The modes of
structure breakup and failure as modeled in SIMMERC-III are listed below, where NC’s denote the breakup
or failure ID numbers. For SIMMER-IV, the same modeling approach is used for the front/back can walls.

®  Breakup of right/left thin can wall from adjacent cell (NC1/NC2)
® Breakup of cladding (NC3)

® Breakup of left/right can wall (NC4/NC5)

® Mechanical failure of left/right can wall (NC6/NC7)

® Mechanical breakup of left/right can wall (NC8/NC9)

® Breakup of suspended left/right can wall (NC8B/NC9B)

®  Breakup of left/right crust fuel

Whether each model is made active or not is controlled by input option flags, as listed in Table 5-2. Some
of the models are redundant and seem duplicating; for example, NC1/NC2 and NC8/NC9 both model the
breakup of thin can wall. However, this duplication is left untouched, such that the user can flexibly specify
input options depending on application problems. It is noted that since a thin can wall without crust is

broken up, the can wall structure configuration Case 8a is no longer applicable.

The concept and models of these modes are described in detail in the following section, including

the breakup of cladding for completeness.
5.5.2. Breakup of thin can wall in adjacent cell (NC1/NC2)

This is a special case treatment with a single thin can wall at a mesh-cell boundary. When a can
wall is missing at the left boundary of cell 1/ and the right can wall in cell ZJ-1 becomes thin without crust,
the heat and mass transfer model can no longer calculate energy transfer with the remaining thin can wall in
the adjacent cell. This may generate an unphysical situation that the melting of the can wall is suddenly
ceased when it becomes thin. Assuming a thin can wall is weak and cannot stay intact for a long time, it is
unconditionally broken up and the mass is transferred to solid steel particles. This mode of breakup applies
only to a thin coupled can wall, without crust, in an adjacent cell. For the left mesh cell boundary of cell 1J
(Case NC1) where only a thin can wall is present in cell ZJ-1 without crust, the mass is transferred to steel

particles instantaneously in cell ZJ-1.

pit = Py + P (5-45a)
piit =0, (5-45b)
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n ,n n n
sntl Pr7€1s t Ps11€s8

L5 — =n+1 ) and (5-45C)
P17
sl = e, (5-45d)

The same treatment is implemented at the right cell boundary of cell 1J (Case NC2), and the thin can
wall interior mass in cell ZJ+1 is transferred to solid steel particles.

5.5.3. Breakup of cladding (NC3)

The criterion to predict breakup of cladding is based on a thermal condition, that is the melt fraction
of cladding.

€s4 — €sol,2
—2f, (5-46)
€Lig,2 — €sol,2

where £} is an input threshold melt fraction. Molten cladding mass is transferred to liquid steel at the
liquidus energy as follows:

= €s4 — €s01,2
[

, 5-47
€Lig,2 — €sol,2 ( Y
Pt = ply + f.p% ,and (3-470)
el + e,
éllz+1 — P1z€r2 57{:_?57 LLq,ZI (5-47C)
13

The remaining solid mass is transferred to the liquid field as steel particles or stays as cladding at the
solidus energy. That is

o5t =iy + (1= £ = Xaaa)PE (5-48a)
B = pirers + (1 — fc%lg;l— Xciaa)Psr€sor2 ’ (5-48b)
pt=pt —pist — Pyt and (5-48c)
e = esouz - (5-48d)

where X.;,4 15 an input fraction of the solid mass that is left as cladding at the solidus energy.

An optional criterion for cladding breakup is the input threshold temperature, reflecting the fact that

the structural strength of cladding is significantly reduced at a higher temperature range. The criterion is
TS4 > Tclad,fail . (5'49)
The cladding mass is transferred to solid steel particles.

o = ply + Pl (5-50a)
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~n en + ~n en
gl = Pi7 Lsﬁln7+ll)s7 54’ (5-50b)
prtl =0,and (5-50¢)
é§l4+1 — es(‘),2 . (S_SOd)

5.5.4. Breakup of can wall (NC4/NC5)

This is an original SIMMER-III model. The criterion to predict breakup of can wall is based on a

thermal condition, that is the melt fraction of a can wall interior node.

e — e .
—SM_Sob2 > fi forM=6o0r8, (5-51)

€Liq,2 — €sol,2

where f£,, is an input threshold melt fraction. Molten can-wall mass is transferred to liquid steel at the

liquidus energy as follows:

f €sm — €sol,2 (5-523)
= , -52a
w €Lig,2 — €sol,2
ptt = p + frypt, form=9or11,and (5-52b)
ozels + on e
éllz.'.l — Piz€r2 Igli/lpsm Liq,2 ) (5-52(:)

Pz

The remaining solid mass is transferred to the liquid field as steel particles or stays as a can wall at the

solidus energy. That is

ot =iy + (U= fow) (X = Xew) Pl » (5-53a)
plhel + (1 — 1—Xoy)ph e

élls-f—l _ pirers + ( fcv%;;l cw)Psm Sol,2’ (5-53b)

pim' = Pim — Pz - — Ly, and (5-53¢)

' = esolz (5-53d)

where X is an input fraction of the solid mass that is left as the can wall interior at the solidus energy.

Upon breakup of a thick can wall interior node, the accompanying surface node is assumed to break
up simultaneous, since it cannot exist without its interior. When a single thick can wall that couples two
adjacent cells breaks up, a special treatment is necessary for the surface node set over from the adjacent
donor cell containing the interior node. The mass of this surface node being transferred to steel particles
must be returned back to the donor cell; otherwise, the volume fractions of steel in the two cells cannot be
conserved. It is noted that this tricky procedure of can wall surface node set-over is to enable the heat and

mass transfer calculations in the acceptor cell and thereby to thermally couple the two cells, but its volume
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is not transferred (See the definition of the structure volume fraction in Eq. (5-7)). When the surface node
in cell IJ-1 breaks up and is transferred to steel particles in cell IJ, for example in case NC4, the
macroscopic density of steel particles being transferred must be multiplied by the ratio of cell volumes to
conserve steel mass. Although this special-case treatment was implemented only recently as an input option,

it must be always used.
5.5.5. Mechanical failure of can wall (NC6/NC?7)

Two additional mechanisms have been developed in consideration of mechanical strength of a can
wall structure to simulate an early can wall failure, which results in crack formation that allows lateral
(radial) fluid motion. There is no mass transfer in these mechanisms. First, when the can wall becomes
thinner than an input threshold value, it is assumed that the can wall structure can no longer stay intact.

Namely, the can wall failure is predicted when the following condition is satisfied.
Wew < Wew fair (5-54)
where Wiy f4; is an input threshold of can-wall failure thickness. The mode of failure is crack formation

and no mass transfer to the liquid field takes place until a thermal breakup condition is met.

Second, the can wall failure is modeled based on the thermal condition. Structural strength of steel
decreases with increasing temperature in general and becomes zero at the solidus energy. It is therefore
assumed that the structural integrity of the can wall is practically lost at high temperature and the can wall

failure is predicted when the can wall interior temperature exceed an input threshold temperature Tey fqir-
Tsm > Tew fait - (5-55)

The mode of failure is crack formation as well. Even though the can wall mass remains unchanged, lateral
fluid motion is allowed through a crack or hole in these failure modes and the orifice pressure drop is

applied to the lateral fluid flow.
5.5.6. Mechanical breakup of can wall (NC8/NC9)

In general, the structural strength of steel can wall decreases with increasing its temperature, and
will be practically lost at an elevated temperature range close to the solidus point. In addition, when the can
wall becomes thin and without crust, it is assumed the structural strength is practically lost. The latter
criterion is similar to NC1/NC2, in which a thin can wall in an adjacent cell is broken up; but NC8/NC9 is

applied to cell 1J. The criterion for mechanical breakup of left can wall is:
Ts¢ > Tew mecn OF [the fluid is in contact directly with left can wall interior], (5-56)

where Tcy mecn 1 the input breakup temperature (default value: 1513 K). The latter means the left can wall

is thin with no surface node nor crust.

If the above criterion is met, the entire mass of a can wall interior node is transferred to steel

particles. The surface node is also transferred simultaneously.

pi = iy + Ple + i, (5-57a)
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-n n -n n ~n n
Pi7ers + Psgess + Psolse

et = == . (5-57b)
P17

prt=pntt =0,and (5-57¢)

&gt =e;. (5-57d)

When the can wall energy is larger than the solidus energy, the mass being transferred is partitioned
between liquid steel and steel particles, based on a melt fraction. The formulae are similar to the standard

can wall breakup model in NC4/NCS. The same formulae apply to the right can wall, as well.

When the left can wall in cell 1J is coupled with the left adjacent cell 1J-1, breakup of a can wall

interior node in cell 1/ also causes simultaneous breakup of a can wall surface node in cell ZJ-1.
P — 1) = pip (i — D + P — 1), (5-58a)

_ P = Defs(t = 1) + ps1o(j — Degy (5 — 1)

ertl(ij —1) - — , 5-58b
s Pt — 1) (5-586)
prtl(ij—1) =0,and (5-58¢)
eLGj —1) = eg,. (5-58d)

When the can wall energy is larger than the liquidus energy, the mass being transferred is partitioned
between liquid steel and steel particles, based on a melt fraction. The same formulae apply to the right can

wall, as well.
5.5.7. Breakup of suspended can wall (NC8B/NC9B)

In rare occasions during reactor core melt-out progression, the breakup of can wall may take place
at two axial locations simultaneously. This produces an unphysical situation that the remaining can wall
structure between the two breakup locations stays intact and stationary. This suspended (floating un-
supported) can wall structure may fall down under gravity or move in a fluid flow. To simply simulate the
mobility of a suspended can wall structure, a breakup model, almost the same as NC8/NC9, is optionally
made available. When a suspended can wall structure is detected, the entire mass of suspended can wall is

transferred to steel particles instantaneously.
5.5.8. Breakup of crust fuel

Since the crust fuel itself is thought to be very brittle and fragile, it is assumed that it can stay on a
structure wall surface only when underlying structure is intact. Namely, if the can wall disappears or
undergoes extensive melting on surface, the crust fuel is likely to fail at the same time. Thus, the breakup of

crust fuel is assumed when one of the following two conditions is satisfied.

First, the crust fuel breaks up, when the can wall disappears. For the left crust, the criterion is
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pss + pse = 0. (5-59)

Second, the crust fuel becomes unstable, when the underlying wall surface starts to melt. However,
a thick crust can stay intact even when the underlying structure starts to melt. Thus the crust fuel breakup is

judged, for the left crust case, by one of the two criteria

Tss = Tsoy,2 ,and (5-60a)
VVcr < Wcr,min . (5—60b)

It is assumed the crust breakup occurs instantaneously, and the mass and energy of the left crust fuel

are transferred to solid fuel particles as follows:

put=0, (5-61a)
eLt =edy, (5-61b)
prat = pia + p% ,and (5-61c)
~ en + n en
Rt = PLs L4:n+fsz 52 (5-61d)
L4

The model for the right crust fuel is the same.
5.5.9. Lateral fluid flow restraint

Breakup of the uncoupled two can walls or the coupled can wall allows lateral (radial) fluid motion
to take place across the mesh-cell boundary. When the can wall becomes completely melted or broken up
with no can wall structure remaining, an entire area of mesh call boundary is available for lateral fluid flow.
On the other hand, when can wall breakup is incomplete with a part of can wall mass still remaining as an
intact structure, like in NC4/NC5 (breakup by thermal criterion) and NC6/NC7 (mechanical failure), the
lateral fluid flow is restrained by the remaining can wall structure with a reduced cell boundary area

available for flow.

To simulate the lateral fluid flow restraint caused by incomplete can wall failure, a simple orifice

pressure drop is modeled with its coefficient defines as

1
Corr = Corro(1 = B)(1 = B?) [),—2, (5-62)
where Corro 18 an empirical constant with the value of 1.35, and
B =Bew + fow(d = Bew) (5-63)

where fqy, is the melt fraction of the can wall and Sy, is a fractional area of the can wall available for

lateral fluid flow across the mesh-cell boundary and the default value of 0.1.
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5.6. Detailed Fuel-Pin Model
5.6.1. Background

The standard fuel pin model of SIMMER-III/SIMMER-IV is a simplified pin model (SPIN)!%, in
which pin fuel is represented by two temperature nodes, a thin surface and thick interior nodes, for fuel pin
heat-transfer calculations. This SPIN model is considered sufficient for many of code application areas,
such as undercooling type accident sequences where a detailed behavior of intact fuel pin is unimportant.
When rapid overpower transients are to be simulated, on the other hand, a more detailed fuel pin modeling
is desired to describe the development of radial temperature distribution, fuel melting onset from the
centerline, molten cavity formation, mechanical loading to cladding, and so on. The development of a
detailed fuel pin model (DPIN) was initiated by JAEA and later taken over by CEA-Cadarache®”. Although
further development and refinement of DPIN-related models were required, the effort was interrupted due
to limited resources available. It is noted a new project was recently initiated as a joint study by JAEA and
CEA to develop some advanced technologies beyond SIMMER-III and SIMMER-IV. This project includes

the development of a new detailed fuel pin model that can simulate various designs of future LMFRs.

In the rest of this section, the DPIN model incorporated in the current SIMMER-III and SIMMER-

IV libraries is described, including the fuel-pin radial heat transfer model and the molten cavity model.
5.6.2. Geometry and assumptions

A concept of the fuel-pin radial heat transfer model is similar to one used in initiating-phase codes
such as SAS4A, where a detailed fuel-pin thermo-mechanical model is used. Only a thermal behavior is
modeled in SIMMER-III/SIMMER-IV, since detailed descriptions of pre-transient fuel irradiation
phenomena and transient mechanical deformations are beyond the scope of the codes. However, it is
expected that the treatment of radial temperature distribution in pin fuel should make connection from

SAS4A more consistent or simulate overpower transients much better.

Like in SAS4A, a representative fuel pin is divided into a number of axial segments (MZ), and each
axial segment of pin fuel is divided into radial temperature nodes (NPB). The geometrical arrangement of
the initial radial node structure is illustrated in Fig. 5-6. The fuel pin heat transfer calculation is made
from node K to node KE, initially set to k=1 and k= NPB +1, respectively. In an overpower transient, pin
fuel melting proceeds from the inner-most node and the inner radius changes. Then the radial nodes are
rezoned and KS can be set to 2 or larger value for a new heat transfer calculation in the next cycle. The
width of the outermost pellet node is set to the thermal penetration length 285, which is the same as the
pin-fuel surface node as defined as a fluid-dynamics structure-field component. This means the pin fuel
surface node is treated completely the same as the one in the SPIN option. The single interior node in
SPIN is divided into NPB-1 nodes in the DPIN option. For better thermal coupling of pin fuel and the

cavity fuel, the width of innermost node is also set to 25.
The following assumptions are used in the detailed pin model.

® Thermal expansion of fuel is modeled using the standard equations of state (EOS) and

thermophysical properties, but the expansion occurs only to a radial direction. Thus, an important
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reactivity effect of fuel-pin axial expansion cannot be calculated since the axial nodes are always

fixed in space.

® A central hole and fuel restructuring during pre-transient irradiation can be specified by user
input data. Radial distributions of porosities and fission gas retention are specified for each of

radial nodes.
® Pellet-cladding gap conductance is modeled by a simple function.

® The mass transfer from the inner pellet surface to the cavity is treated only at the same axial
segment, and a complete cavity treatment, including redistribution of cavity materials, has not

been implemented in the present code version.
® Input specification
5.6.3. Fuel pin structure configuration

In the fuel pin heat-transfer code structure shown in Fig. 5-6, the heat-transfer area between the two

nodes k and £-1 is defined at the node boundary as:

pin, j

Ay -1 = 21— — , for k= KS+1to KE' ,and (5-64a)
co,j

agr-1 =0, for k= KSor KE+1, (5-64b)

where 7, @pin, ; and 7, ; are the inner radius of radial node &, the volume fraction of fuel pin at axial

segment j and the outer radius of fuel pin at axial segment j, respectively.

Similarly to the simplified pin model formation, a temperature point to calculate radial heat transfer
is placed at a volumetric centroid of each radial node for representing the cylindrical geometry of the fuel

pin. The radius of temperature point of node £ is calculated by

2+ 2
p = ”kzﬁ (5-65)

Then the heat-transfer coefficient between nodes & and £-1 is defined as

Ksf
nelin(re/f—1) + In(Fie /)]

hi -1 = , for k= K5+1to NP, (5-66)

where kg denotes the thermal conductivity of solid fuel.

The heat transfer coefficient between pellet outermost node (X = NPB) and cladding (k= NPB+1)

includes the gap conductance

o N -1
e, (Tnp 1 TNp+1 Tk
e 567
NPENPE*L [st e/ Rgap  Kss Tnp

where kgg denotes the thermal conductivity of solid steel and hgqyp,

options are available for the gap conductance as documented in the structure model report'™.

is the gap conductance. There are three
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® 3 constant value specified by user input,
® asimple conductance model based on gap gas conduction and radiation heat transfer, and

® a more elaborated model to consider fuel-cladding contact behavior as well as gap gas

conductance and radiation.

The fuel pin outer surface area and the structure-side heat-transfer coefficient to be used in the

fluid-dynamics heat and mass transfer operations are calculated in the same way as the simplified model.
5.6.4. Radial heat transfer model and solution method

The mass and energy equations for the fuel-pin radial node £ are:

9Pk
W = Fk , and (5-68)
dpyex

Fyanie Py -1 -1 (Tie—1 = Tie) + Ppev 1k @er 1,6 (Tie—1 — T ) + Qe + Quic (5-69)

where the mass transfer rate [}, and the energy transfer rate Qy, are applied only to the innermost node and

the outermost node. Namely,

I, =0, for k= K541 to KF-1,and

Qur =0, for k= K5+1 to KE-1.

The time step sizes can be larger than the fluid-dynamics tie steps and hence I, Qyi and Q.
calculated in the fluid-dynamics Step 1 operations, are summed over the fluid time steps involved in the

current heat transfer time step.

Equations (5-68) and (5-69) are implicitly finite-differenced as:

patl — pit = Atl;, ,and (5-70)
pitreEr — prey
= At[hk,k—lak,k—l(’fl?—-'-ll - T/?H) + hk+1,kak+1,k(TI?:11 - TI:H-l) + Quk
(5-71)
+ QNk] )

where hy ,_; and ay ,_; are the heat-transfer coefficient and heat-transfer area, respectively, between the

nodes k and k-1. The end-of-time-step temperatures are used in this implicit formulation. Equation (5-70) is
sn+1

multiplied by &;" and subtracted from Eq. (5-70) to produce:
pr(E —ep) = At[hk,k—lak,k—l(Tl?—-'-ll - TI?H) + hk+1,kak+1,k(Tl?:11 - TI?H)

+ Quk + Onk — Fkél?ﬂ] . (5-72)
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Then the end-of-time-step temperature and specific internal energy are expanded with respect to the change
in internal energy Aey, as:

n

- JdT
+1 _ Sk
T =Te+ <635k> Aey, ,and (5-73)
et = el + Aey, (5-74)

where the partial derivative of temperature with respect to internal energy is evaluated at the beginning of

time step in the EOS model. The variables with “tilde” denote tentative values during iterations.
Substituting Egs. (5-73) and (5-74), Eq. (5-72) is rearranged into the form:

aAey_1 + aAey —azAexq = Db, (5-75)

where the coefficients are:

n
0Tsy
a; = —Athy g—1ap k-1 (@) (5-76a)
n 0Tge\" OTgi\"
ay = P + Athy g—1Qy k-1 (@) + Athyyq kQr1k (@) + Atl, (5-76b)
az = Athyq Qi Fesk ,and (5-76¢)
b= At[hk,k—lak,k—l(TI?—l =T + Pk Ok (T — Te) + Qui + Quk — erl?] . (5-764)

This is a tridiagonal linear matrix equation with respect to Aej and is solved using the standard solver
available in SIMMER-III and SIMMER-IV. The solutions are substituted to Eq. (5-74) to determine the
new estimates for end-of-time-step energy and temperature. This procedure is iterated until the

convergence criterion,

Aek

;
€k

<g, (5-77)

is satisfied, where i in an iteration index. Finally, the end-of-time-step macroscopic densities are updated
using Eq. (5-71).

5.6.5. Time step control

The same time-step control is employed as the SPIN model. Namely, fuel-pin heat transfer time
steps are controlled based on changes in specific energies of pin fuel and cladding, and the change in power

level. The latter accounts for close relationship between internal heating and fuel temperature.
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sn+l
k
Atnew = 0.9f; —|én+1 e At°'?  and (5-78a)
k k
n+1
At = 0.9fp —F———At°l
~2JP |pntl — pn| : (5-78b)

where P" is the power amplitude, and f; and fp are the input multipliers used when a tighter control is

desired. Other restrictions of time step sizes include input minimum and maximum values.
5.6.6. Molten cavity model

In an overpower transient, pin fuel starts to melt at an axial pin segment near the midplane from the
inner-most radial node. The molten region of pin fuel grows, as long as internal heating continues, axially
and radially to form an inter-connected central cavity. In the DPIN model at present, however, a molten
cavity is modeled in a very simplified way. It is assumed that: there is no axial and redial relocation of
molten fuel even after it joins the central cavity. This means the radial heat-transfer calculation is

performed as if the molted fuel stays at the original intact location.

To determine the radius of the cavity at each axial segment, the melt fraction of node %, fp k. is

checked against the input threshold value as:
fox=c————>f; . (5-79)

Since the radius of cavity in included in the node &=KC, between g and 1.4, the cavity radius is

calculated from:

foxc — 1y
v = Tic + pl — i = (rfesr — TR - (5-80)
P

Once the cavity boundary is determined, the macroscopic densities of cavity fuel are obtained as:

KC—1
B 3 foxc =1y
Pc1 = Z Psik +————F— 2= P Ps1,xc »and (5-81a)
k=1 1- fp
KC-1
i} foxc —fo
Pc2 = Z Psog + ——7— L : ———7 Ps2.kC (5-81b)
1- fp

where subscripts c1 and ¢2 denotes fertile and fissile cavity fuel components, respectively, and are summed

to make an energy component, similarly to the convention of fluid-dynamics components.

Pc = Pc1 t P2 - (5-82)

The specific internal energy of the cavity fuel is:

KC-1

1 f KC —

€c1 = E [ Z (psl k + pSZ k)ecl k + p fl (psl KC + pSZ Kc)equ 1 (5'83)
1
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The total cavity volume is calculated by summing over the axial segments. Then the cavity pressure
is calculated based on the released fission gas pressure using an ideal gas law and the fuel saturation vapor
pressure corresponding to the cavity fuel temperature. Many of the cavity related models are too

preliminary to describe in detail at this stage of model development.
5.6.7. Options for input specifications

A standard input specification of the DPIN model is to input: the radii for radial node boundaries,
fuel temperature and porosities in individual radial nodes. When a SAS4A calculation is connected to
SIMMER-III, the detailed distributions can be directly transferred. Since this input specification is
complicated, a new option has been developed in which an input file prepared for the SPIN model is
converted to the input for the DPIN model. The number of radial nodes and the volume fraction of the
central hole are specified by user input. Then the uniform distributions of fuel temperature and porosity are

internally calculated.
5.7. Other Model Development

5.7.1. Fuel swelling model

In the original version of SIMMER-III/SIMMER-IV, the porosities of solid oxide fuel are specified
by user input variables for pin fuel, crust fuel, fuel particles and fuel chunks and they are kept constant
during transient calculations. It is known, however, from the available knowledge on in- and out-of-pile
transient heating experiments, that the irradiated oxide fuel containing an amount of fission gas exhibits
non-negligible solid-state swelling at high temperature and the rate of swelling increases with fuel
temperature®®. That is, the swelling initiates at fuel temperature around 2300 K and becomes prominent at
higher temperature above 2700 K. A major mechanism of swelling is inter-granular gas bubble expansion
and grain boundary separation, accompanied by transient fission gas release. The fuel swelling results in an
increased fuel volume fraction and a reduced vapor volume fraction, and thereby it can influence the
transient behavior of a disrupted core involving a large amount of solid fuel. From the above background, a
simple fuel swelling model has been developed as an option. The model is applied only to pin fuel and fuel
chunks that are larger in size and hence retain an amount of fission gas. The swelling of crust fuel and fuel
particles are neglected because of their negligibly small effect. It is assumed, for pin fuel, that the swelling

occurs only when the cladding is missing or its mechanical constraint is lost at high temperature.

Fuel swelling is modeled as an increase in the fuel porosity & and the resultant specific volume of

fuel v is calculated by

_ YrEos

= : 5-84
1-— Sf ( )

Ur

where vy gos 1s the specific volume of fuel coming from EOS defined as a polynomial of fuel internal

energy. From the effective specific volume, the fuel volume fraction is calculated as

Qr = pruy, (5-85)
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where py is the macroscopic density of fuel. The swelling rate, the rate of porosity increase, is simply
modeled using a swelling time constant.
de _ &

=21 5-86
dt Ty (5-86)

The swelling time constant is defined as a function of fuel temperature, which is experimentally correlated,

by fitting the condition of significant grain boundary separation®, as

23773
logoTsw = —10.02 + T (5-87)

The solution of Eq. (5-86) is the fuel porosity reflecting fuel swelling. For fuel chunks, the effect of
inter-cell convection must be taken into account, as well. This is done by formulating an additional

convection equation for the volume fraction of fuel chunks as
L -v.quv (5-88)
- f¥a

where v, is the velocity of velocity field g to which fuel chunks are assigned. Equation (5-88) is solved in
the fluid-dynamics Step 4 using the end-of-time-step velocity in the same way as the mass convection.
Using the updated volume fraction and Eqgs. (5-84) and (5-85), the fuel porosity is updated as

_ PrYrEos

g =1
f
af

(5-89)
The convection of volume fraction in Eq. (5-88) is computed in Step 4 in the previous cycle, and the fuel
swelling in Eq. (5-89) is calculated at the end of Step 1 in subroutine EOST.

Since Eq. (5-86) implies an exponential increase of fuel porosity, it is possible that the fuel volume
fraction increases unrealistically. To avoid such an unrealistic situation, an input limiter is provided to &
with a default value of 0.5. Also controlled by input parameters are: the minimum fuel and cladding
temperatures for swelling inception. Another important factor that is not modeled is the influence of fuel
heating rate on solid fuel swelling. The experimental evidence of fuel swelling has been obtained from the
out-of-pile heating tests of irradiated fuel pellet samples, in which transient fuel behaviors were
visualized*?*?). It was shown that obvious solid fuel swelling was observed in the tests with the heating
rates of several tens to hundreds K/s. At higher heating rates, rapid grain boundary cracking and pellet
disruption was observed. Finally, it is noted that this model must be carefully used in order not to predict
unrealistically large and rapid swelling, because excessive swelling may significantly decrease the mobility
of disrupted core materials and hence may well underestimate an important reactivity effect of fuel motion

and fuel compaction.
5.7.2. Improvement of fission-gas release model

In the original SIMMER-III/SIMMER-1V, fission gas release from the liquid-field fuel components,
liquid fuel, fuel particles and fuel chunks, is modeled simply by user-specified time constants (see Section

5.3.4). The default time constants are 107 and 10" s for liquid fuel and fuel particles/chunks, respectively.
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No fission gas component is modeled in crust fuel, because the refrozen fuel crust is formed from once
molten fuel and only a negligible amount of fission gas has been left in liquid fuel. The mass transfers
involving fuel components, such as melting and freezing of fuel and pin fuel breakup, are accompanied by
fission gas transfer at the same time, and no direct release to the vapor field is treated. These default time
constants have not been calibrated through experimental analyses and might be too short, allowing rapid
gas release especially from liquid fuel. The temperature dependence on fission gas release rate is not treated,

either.

The above model is too simplistic, in the light of the available knowledge on in- and out-of-pile
transient heating experiments investigating transient fission gas release from the irradiated oxide fuel®®. It
is known that the rate of fission-gas release depends on fuel temperature and closely related to solid-state
fuel swelling, as discussed in the previous section. First, the fission gas release, in a lower fuel temperature
range, is activated by an onset of significant grain boundary separation and a fraction of inter-granular
fission gas is released rapidly. Second, fission gas release is further enhanced, in a higher fuel temperature
range, beyond the onset of significant grain boundary separation, possibly involving intra-granular fission
gas. These two mechanisms of fission gas release have been incorporated in an improved fission gas release
model, which is applied to fuel chunks in the liquid field and pin fuel with no cladding constraint. The
fission gas releases from liquid fuel and fuel particles are treated by the original temperature-independent

release time constants.

In the improved temperature-dependent model, the rate of fission gas release is modeled by a time
constant Tp, as well. For a fuel temperature range below a certain threshold value, T, , the time
constant is determined, similarly to fuel swelling, by a function of fuel temperature, based on the

condition of significant grain boundary separation, as
23773
logloTFG =-10.02 + T— , for Tf < Tf,SW . (5_90)
f

The threshold temperature Ty, corresponds to the temperature above which fuel swelling becomes
significant, with its default value of 2175.6 K. Above this temperature, the release time constant is modeled
based on the experimental data of FGR-15, in which a pre-irradiated fuel pellet sample was placed in a
tungsten capsule and was heated at the rate of 200 K/s and the fission gas release behavior was evaluated*!
42 From the data on relationship between a released fraction of retained fission gas and fuel temperature,

the fission gas release time constant has been derived as

l0g10Trg = 0.86654 — (3.0967 X 10712)(T; — Ty.g,)" , for T; > Ty, . (5-91)

The model is implemented in Step 1 (MASSPN) of the fluid dynamics. With the improved model,
direct fission gas release from unclad pin fuel to the vapor field can be treated. Fast fission gas release to
the vapor field upon fuel failure is also modeled. For the fuel pin breakup (Section 5.3.5), the fission gas
from pin fuel is transferred, based on a threshold melt fraction, to liquid fuel and fuel particles (or fuel
chunks). For the collapse of unsupported pin fuel (Section 5.3.6), the fission gas from pin fuel is transferred
to fuel chunks. A fraction of direct release is specified by user input and the small release time constant,

from liquid fuel, is applied in this case. All these model options are controlled by input parameters. Since

- 148 -



JAEA-Research 2024-008

the pressure rise due to fission gas release has a large effect on disrupted core material motion and the
resultant reactivity change, the model parameters may have to be adjusted in order not to calculate

unrealistically rapid gas release.
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Table 5-2. Input option flags for can wall breakup models

Case ID Breakup mode Option flag Active Remark
NCI1/NC2 Thin can wall breakup HTMOPT(63) 0 z:/lllln can wall in adjacent
standard -- Melt fraction
NC3 Cladding breakup
HTMOPT(68) 1 Threshold temperature
NC4/NC5 Can wall breakup standard -- Melt fraction
NC6/NC7 Mechanical failure | HTMOPT(64) ;| Threshold thickness or
temperature
NC8/NC9 Mechanical breakup HTMOPT(61) 1 Threshold temperature
NC8B/NCOB Suspended can wall HTMOPT(62) 1 Suspended (floating) can
breakup wall range
Crust fuel breakup HTMOPT(65) 1 Threshold temperature and

thickness
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Fig. 5-1. Axial fuel pin representation (simplified pin model)
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Fig. 5-2. Radial fuel pin representation (simplified pin model)
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Fig. 5-3. Fuel pin and can wall structure configuration
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Fig. 5-4. Concept of multi-node can wall model (for left can wall).
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Fig. 5-5. Radii of can wall nodes and temperature points in cylindrical geometry.
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Fig. 5-6. Fuel pin radial heat-transfer nodes (DPIN).
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6. Equations of State and Thermophysical Properties Models

6.0. Overview
6.0.1. Background of models and methods

The equations of state (EOS) and thermophysical properties (TPP) models for SIMMER-III and
SIMMER-IV have been developed based on the experiences in the previous codes. In SIMMER-IIY,
inconsistencies in the simple analytic EOS introduced difficulty in determining vapor temperature at high
pressure, resulting in many numerical problems. A use of a tabular EOS model was tried in AFDM*?, but
this was not successful due to the time-consuming table search and interpolation and the iteration to obtain

mechanical equilibrium between the cell pressure and liquid compression.

Based on these past experiences, therefore, an improved analytic EOS model using flexible
thermodynamic functions is newly developed to treat the basic reactor-core materials including mixed-
oxide (MOX) fuel, steel, sodium, control (B4C) and fission gas for the SIMMER-III/SIMMER-IV codes.
This model assumes the immiscibility of the reactor-core materials, such that a unique EOS can be defined
for each material. Proposed functions are formulated to have adequate accuracy in thermodynamic
properties of the reactor materials at high temperature and high pressure, and to consistently satisfy basic
thermodynamic relationships over the wide temperature range from a solid to supercritical state. The
function forms use polynomial equations for the liquid and solid phases and a modified Redlich-Kwong
(MRK) equation for the vapor phase. The MRK equation is almost as simple as the well-known van der
Waals equation, but it is much more accurate at least for vapors*¥. Moreover, the original MRK equation is
further extended to include the dimerization process of sodium vapor to better describe the properties of
sodium vapor at high temperature. The heat and mas transfer model requires additional thermodynamic
properties and their derivatives to evaluate heat- and mass-transfer rates at each pair of binary contact
interfaces between different energy components. The present analytic EOS model also defines the
saturation temperature, specific volumes, internal energies, and the heats of vaporization, based on the

vapor partial pressure.

In the former SIMMERC-II, material TPPs were treated as empirical correlations mostly as a simple
function of temperature. Sometimes even constant values were used for properties where the temperature
dependence is weak or for problems without large temperature change. However, for the generalized
framework of SIMMER-III and SIMMER-1V, it is highly desired that TPPs are made consistent with the
EOS model and are accurate at high temperature near the critical point. Therefore, a new set of analytic
TPP functions have been developed, based on existing empirical functions and theoretical consideration, to
fit better at a high temperature range including the vicinity of the critical point. The parameters in the TPP
functions are determined using most up-to-date and reliable sources for uranium dioxide, MOX, stainless

steel and sodium.
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6.0.2. Interaction with other models

EOSs are required to close and complete the fluid-dynamic conservation equations. Moreover it is
crucial from the viewpoints of numerical accuracy and stability, and computing efficiency. The EOS
functions are called very frequently from various parts of fluid dynamics models. The derivatives of EOS
variables are also used in the fluid convection algorithm and heat and mass transfer model. These
derivatives are also modeled as EOS functions. The TPP functions are called from wherever the properties

are used.
6.1. Analytic Equation-of-State Model
6.1.1. Outline of the EOS model

A complete model description of the EOS is available in a separate report'? and the modeling

framework stays unchanged since then. Only the outline of the model is therefore given below.

The functions use polynomial equations for the liquid and solid phases. Structure-field components,
such as can wall, cladding, pin fuel and crust fuel, are assumed to be incompressible, and the
compressibility is modeled for real liquid components. For solid particles and fuel chunks, however,
compression resulting from higher cell pressure is assumed such that they can be treated similarly to liquid
materials. As examples, solid temperature and specific volume as functions of specific internal energy

below the solidus energy are expressed as:

Tsm = TSOl,M[l - aSl,M(l — Ugm) — aSZ,M(1 - uSm)2 - aS3,M(1 - uSm)3] ,and (6-1)

Usm = USOl,M[l - b51,M(1 — Ugp) — bSZ,M(l - USm)2 - bs3,M(1 - uSm)3] . (6-2)
where Ug,, = es;, /€50, and a’s and b’s are the fitting parameters.

For a vapor phase, a modified Redlich-Kwong (MRK) equation is used*”. The MRK EOS, similar
to the van der Waals equation, but it can be made reasonably accurate especially at high temperatures, has
the form:

RyTu a(Tg)

Pem = - : (6-3)
™ Ugm — Gy UGm(UGm + aG3,M)

where

TG aga,m
a(T) = agam (Tc M) ,for Tg < Tepem ,and
rt,

TG
a(Tg) = aGZ’M [1 + a(;4_M <T - 1)] ,fOI‘ TG > TCTt,M ,

crt,M

and agq y, Agam» Ag3m and agy y are the EOS fitting parameters.

It was found that this EOS poorly reproduces the evaluated data of the internal energy and the heat

capacity of sodium vapor. Therefore, the MRK EOS was extended to a reacting system, which describes
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the dimerization process of sodium vapor molecules at a high temperature range, and thereby satisfactory

agreement was obtained.

In AFDM, an inner EOS iteration was implemented to obtain mechanical equilibrium to compress
each liquid to a state that is consistent with an identical pressure, and thereby to define the vapor volume
fraction. This treatment turned out to be inefficient and made the pressure iteration, a main element of fluid
convection algorithm, very slow. In SIMMER-III/SIMMER-IV, an improved method is introduced to
eliminate the inner EOS iteration by defining the EOS pressure as a function of the cell pressure, and
thereby the mechanical equilibrium among liquid components with the cell pressure is automatically

guaranteed when the pressure iteration is converged.

The EOS functions are fitted using the most up-to-date and reliable data sources available. The
present SIMMER-III/SIMMER-IV EOS model has adequate accuracy at high temperature and high
pressure and consistently satisfies basic thermodynamic relationships over the wide temperature range from
the solid to supercritical state. The main analytic EOS functions currently defined is listed in Table 6-1, in
which a’s, b’s, etc. are fitting parameters. The recommended EOS parameters, defaulted in the code, are
presented in the EOS report!? for mixed oxide, UO,, stainless steel and sodium. Historically, the saturated
vapor pressure curve has played an important role in evaluating the work energy from the energetic

accident sequences. The saturated liquid vapor pressure is expressed by a functional form of

bysm TS,
Pim = €xp |bray + brom T + —5— + brayln =11, (6-4)
Tim Terem

where pj,, is the saturated vapor pressure corresponding the saturated liquid temperature T;,. Based on the

recent evaluation of the UO, vapor pressure measurement, the fuel vapor pressure pgg; is fitted as*>:

34715
log psqar = 39.187 — +0.1921 x 1073T — 3.8571In(T), (6-5)

Which is used in SIMMER-III/SIMMER-IV. The critical temperature and pressure of fuel were evaluated
as 10600 K and 157.873 MPa, respectively.

In many of the non-reactor applications of SIMMER-III/SIMMER-IV, such as experimental
analyses, temperature changes are only small and hence the EOS properties valid for a narrow temperature
range are sufficient. Also, when only limited property data are available for a material, it is difficult to
prepare a complete set of the EOS parameters for this material. For these reasons, a simplified analytic EOS
(SAEOS) model was developed, which is similar to that adopted in AFDM*? but is improved on
thermodynamic consistency. The SAEOS model assumes simple EOS relationships: ideal gas equation,
temperature-independent particle and liquid compressibilities, temperature-independent solid and liquid
densities, and constant solid and liquid heat capacities. The SAEOS model is fully documented in
Appendix B of the EOS report'?).

The model improvements and changes after the issuance of the EOS report is described in the

following sections.
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6.1.2. Fitting-free EOS model

In the standard analytic EOS model, there are 12 EOS functions for which as many as 65 EOS
parameters need to be prepared for liquid and vapor properties. For the LMFR materials this work was
already done and the recommended parameters are documented in the EOS reports and included in the
codes as defaulted values. When SIMMER-III/SIMMER-IV is to be applied to reactor or non-reactor
systems with different materials, the preparation of the fitting parameters in the EOS functions for new
materials requires a tedious procedure in advance. This procedure may introduce errors in fitting processes

and more importantly it may cause numerical problems due to thermodynamic inconsistency.

To simplify this procedure, a fitting-free EOS (FFEOS) model is developed to minimize a tedious
process of determining the parameters, still using formulation consistent with the standard analytic EOS. In
the FFEOS model, only 3 EOS functions and 10 fitting parameters are required for liquid and vapor
propertied. Other EOS properties are evaluated numerically based on thermodynamic relationships.
Although the use of the FFEOS model deteriorates the numerical efficiency, taking about 30% or more
CPU time for each material, it would be still useful for new materials where experimental data sources are

limited.

Required EOS parameters are: energy, temperature and specific volume at the liquidus point;
critical temperature and density; and specific heat of dilute vapor at constant volume. The EOS functions
are: saturation vapor pressure as a function of temperature, liquid density as a function of temperature, and
adiabatic compressibility of liquid as a function of temperature. The FFEOS model is further enhanced to
iteratively evaluate saturation properties: saturation temperature, condensate volume and energy, and
vaporization volume and energy. With these EOS parameters and functions, the EOS calculations are
performed directly using the thermodynamic relationships, the MRK equations for vapor EOS and the
Clapeyron equation for liquid EOSs.

The FFEOS model is available as an input option. The recommended and default FFEOS

parameters for the reactor materials, MOX, steel and sodium, are included in the codes.
6.1.3. Treatment of EOS sub-materials and EOS regions

The EOS model treats five EOS materials, fuel, steel, coolant, control and fission gas. For LMFR
systems, they correspond respectively to mixed-oxide fuel (MOX), type-316 stainless steel, sodium, B4C
and xenon (as a representative of fission gas). The SIMMER-III, since its early development, has been
applied to a number of reactor and non-reactor systems, including coolant types such as water and lead, and
fuel types such as UO; and light-water-reactor corium (uranium and zirconium oxide). A concept of “EOS
sub-materials” is introduced, to each of which up to five EOS materials are assigned. Currently, seven EOS
sub-materials are defined as shown in Table 6-2 and the EOS parameters have been prepared and are

contained in the code.

Another useful feature of the EOS material specification is EOS regions. An entire computational

domain can be divided into multiple EOS regions and a different set of EOS materials can be assigned to
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each region. By combining the EOS regions with EOS sub-materials, the area of SIMMER-III/SIMMER-

IV applications is significantly enhanced with flexible assignment of materials.
6.2. Analytic Thermophysical Properties Model

6.2.1. Outline of the TPP model

A complete description of the TPPs is available in a separate report'® and the modeling framework

stays unchanged. Therefore, only the outline of the model is therefore given below.

A set of analytic TPP functions have been developed, based on existing empirical functions and
theoretical consideration, to fit better at a high temperature range including the vicinity of the critical point.
The TPPs used in SIMMER-III/SIMMER-IV include: thermal conductivity of solid, liquid and vapor
materials; viscosity of liquid and vapor materials; surface tension and heat capacity of liquid materials; and
vapor diffusion coefficient for binary system. The forms of the functions are not only taken from general
formulae such as empirical equations and theoretical equations, but also newly designed to represent the
dependency on major physical variables. For the thermal conductivity and viscosity, especially of sodium,
improved formulation is newly proposed to represent the correct behavior of properties near the critical
point. For fuel and steel, which have so high critical temperatures, properties in their vicinity should not
become important in the reactor safety analysis. Therefore, a simple function model using polynomial and
empirical equations as well as a model based on the kinetic theory of gases is also prepared to calculate the

thermal conductivity and viscosity.

The TPP model is also designed to be consistent with a SIMMER-III/SIMMER-IV model on
thermodynamic properties and the analytic EOS model. The parameters in the TPP functions are
determined using most up-to-date and reliable sources for uranium dioxide, mixed-oxide fuel, stainless
steel, and sodium. The recommended EOS parameters, defaulted in the code, are presented in the TPP
report'?). The main analytic TPP functions currently defined is listed in Table 6-3, in which a’s, b’s, etc.
are fitting parameters. The recommended TPP parameters, defaulted in the code, are presented in the TPP
report for mixed oxide, UQO,, stainless steel and sodium. Only basic functions are listed in Table 6-3. For
example, the diffusion coefficient for a binary system and the properties of vapor mixture are not shown
because they cannot be expressed as a simple functional form. The partial derivatives appearing in several
TPP functions are to be expanded using available EOS functions and thermodynamic relationships. These
are detailed in the TPP report.

The liquid heat capacity at constant pressure can be evaluated using EOS functions based on
thermodynamic relationships. However, this procedure poorly reproduces the sodium heat capacity in the
lower temperature range where the experimental data are well developed. This is due to the simplification
made when the MRK equation was extended to a reacting system to better describe thermodynamic states
of sodium vapor at a high temperature range. The liquid heat capacity at constant pressure is therefore
defined as a TPP function, because it is used to calculate Prandtl number in Nusselt number correlations

and hence it is not necessary to consistently satisfy thermodynamic relationships among state variables.
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Table 6-2. EOS sub-materials included in SIMMER-III/SIMMER-IV.

EOS sub-materials

EOS materials 1 2 3 4 5 6 7 8

1 fuel* MOX U0, C-100 | C-8416 | C-50 C-22 MSRE | MSBR

steel 316SS | 316SS

control B4C B4C

2
3 coolant* sodium | water lead LBE LBE**
4
5

fission gas Xe air

* compositions of fuel and LBE (lead-bismuth eutectic alloy):

MOX:  80.0 mol% UO»+20.0 mol% PuO,

C-100:  77.8 wt% UO2+22.2 wt% ZrO,+0.0 wt% Zr

C-8416: 84.0 wt% UO2+16.0 wt% ZrO+0.0 wt% Zr

C-50: 80.0 wt% UO»+11.5 wt% ZrO»+8.5 wt% Zr

C-22: 81.5 wt% UO,+5.0 wt% ZrO,+13.5 wt% Zr

MSRE: 65.0 mol% LiF+29.1 mol% BeF»+5.0 mol% ZrF4+0.9 mol% UF4
(MSRE: Molten Salt Reactor Experiment)

MSBR: 71.7 mol% LiF+16.0 mol% BeF>+12.0 mol% Thg4+0.3 mol% UF4
(MSBR: Molten Salt Breeder Reactor)

LBE: 44.5 wt% Pb+55.5% wt% Bi

** fitting-free EOS parameters are provided composition of fuel
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7. Neutronics Model

7.0. Overview
7.0.1. Background of models and methods

The SIMMER-III/SIMMER-IV neutron kinetics is modeled by an improved quasi-static method, in
which a time-dependent neutron transport equation is factorized into: a shape function that represents the
neutron flux distribution but changes only slowly with time, and an amplitude function that accounts for
time evolution of the reactor power. The time-dependent neutron cross sections are updated based on the
distributions of material densities and energies calculated in the fluid-dynamics and structure modules. A
basic approach of the neutronics model is the same as the former SIMMER-II code!), except that the
neutron diffusion and point-kinetics models are not included in SIMMER-III/SIMMER-IV.

The development of the neutronics model has been performed in the following steps:

® The fluid-dynamics system of SIMMER-III without neutronics was developed and underwent

extensive V&V testing in the Phase 1 assessment program.

® The neutronics model of SIMMER-II was transplanted into SIMMER-III but re-programmed in a
fashion consistent with other parts of the code. It includes: the cross-section model, the quasi-
static method and the discrete-ordinate S, neutron transport model based on TWOTRAN-II*?,

This version of SIMMERC-III was used in the Phase 2 assessment program.

® An advanced neutron transport model based on the diffusion-synthesis acceleration method of
TWODANT*” was coupled with SIMMER-III by G. Buckel et al.*®) of the present KIT, and was

made available as an alternative neutronics option.

®  The three-dimensional fluid-dynamics module then developed for SIMMER-IV was interfaced, at
first, with the two-dimensional neutronics module, either TWODANT- or TWOTRAN-based.

® The SIMMER-IV neutronics module was replaced with the THREEDANT? model in
collaboration with KIT, again taking advantage of the open-source DANTSYS package®.

® After successful implementation of DANTSYS coupled with SIMMER-III/SIMMER-IV and
confirmation of their performance both in accuracy and efficiency, the option of the TWOTRAN-

based neutronics module was removed from the program library.

® Major improvements from the former SIMMERC-II, in addition to the flux shape solution method,
include: the neutron up-scattering capability for possible application to thermal neutron systems,

and the treatment of an external neutron source for simulating sub-critical systems.

®  Other neutronics-related models are: a simple decay heat model based on the SAS4A modeling,

and the specified power history capability without neutronics calculation.

In this chapter the models and methods of the neutronics module are described for the fundamental

models, cross-section methods, quasi-static method, amplitude function and shape function solution
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methods, decay heat model, and so on. The model and method descriptions are rather concise, since many
of the models have been documented by the original authors. The neutronics model is common to
SIMMER-III and SIMMER-1V, except for dimensions 2-D and 3-D, respectively. The mesh-cell index “ij”
is commonly used in this chapter and this denotes (i,j) in SIMMER-III and (i,k,j) in SIMMER-IV.

7.0.2. Interaction with other models

Coupling with the fluid-dynamics part is carefully designed, because the neutronic state of an
LMFR core during a severe accident is determined primarily from time-dependent mass and energy
distribution of the core materials. It is because of this time dependence that the shielded (effective)
macroscopic cross sections are calculated within the code. To connect with the initiating phase calculations,

a capability of transient-state neutronics initialization is available for connecting non-zero reactivity level.

The neutronics calculation provides: the power distributions (specific internal energy generation
rates due to nuclear heating) for each of the five heat-source materials (fertile fuel, fissile fuel, steel,
sodium and control); and the parabolic fitting coefficients to extrapolate the power amplitude to the
subsequent fluid-dynamics time steps. They are then used in fluid dynamics Step 1 to explicitly update the

component internal energies due to nuclear heating.
7.1. Fundamental Models
7.1.1. Time-dependent neutron transport equation

In LMFR accident calculations, the time-dependent power and its spatial distribution are the desired
objective of the neutronics calculation. The neutron flux must first be obtained to determine the power. The
general, linear Boltzmann transport equation for the time-dependent angular flux is given below. It has
been assumed that there is no neutron upscattering as is typical for fast neutron reactor calculations, and
that anisotropic scattering effects can be approximated satisfactorily by modifications to isotropic cross
sections®”. The treatment of neutron upscattering has been added later for potential applications to thermal

spectrum systems. Also made available is an external neutron source for simulating sub-critical systems.

With these assumptions with new additions, the multi-group time-dependent neutron transport

equation is

L 0¥ Govwanw
V(E) ot ‘
1 r® E) ™
- _f 2(t, 7, E' > E)DdE' + () f vpLp(t, 1, E)PAE’
4m ) 4dmtky Jo
| 16 (7-1)
+ Ez Xd(E) AdCd + S(t,r, E) ,
d=1
where
Y= lp(t, rQ, E) angular neutron flux per unit volume, per unit solid angle, per unit energy at
the spatial point 7 with direction () and energy E at time ¢,
V(E) magnitude of the neutron velocity,
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macroscopic total cross section,

macroscopic cross section for isotropic neutron scattering from neutron
energy £’ to neutron energy E,

® = o(t,r,E") neutron scalar flux,

S(t,r,E) external neutron source,

ko initial stationary k-effective for the reactor system,

Xp(E) prompt neutron fission emission spectrum,

Vp prompt neutron fission yield,

X(t, 1, E) macroscopic fission cross section,

IGD number of delayed neutron precursor groups,

Xd delayed neutron emission spectrum from delayed neutron precursor group d,
A4 decay constant for delayed neutron precursor group d, and

Cyq delayed neutron precursor concentration for precursor group d.

In addition to the neutron transport equation, the equations for the delayed neutron precursor
concentrations are

[oe]

1
= _AdCd +k_0_[0 Vde(t,r,E )CD(t,r,E )dE , (7_2)

aCy
ot
where v, is the delayed neutron yield for precursor group d. As in the neutron transport equation, the
delayed neutron precursor equations are converted into difference equations. The time, space, and energy
dependencies are treated consistently with those in the transport equations. However, a complete treatment
of the delayed neutron precursor dynamics, such as their fluid-dynamic transport independent of other

fluid-dynamics components, was considered beyond the scope of the code and hence was neglected.

In these equations, the neutron scalar flux @, instead of the angular flux 'V, is used on the right-hand
sides since no anisotropic scattering is explicitly modeled. The scalar flux, found as the solution in Eq. (7-
1), is used to determine the power distribution in the materials in the reactor. The specific power in each

material is determined from
Qnm = f [0 22 (t, 7, E") + o S (¢, 7, EN] @(t, 7, ENAE" (7-3)
0

where

specific power (W/kg) in material m,

al* energy conversion factor per neutron captured in material m,
m(t,r,E" macroscopic capture cross section per unit density of material m,
of" energy conversion factor per fission in material m,

(T, E) macroscopic fission cross section per unit density of material m, and

- 171 -



JAEA-Research 2024-008

NNMAT=5 number of material mixtures used to compute the neutron flux: fertile fuel,
fissile fuel, steel, sodium, and control.

Equation (7-3) considers only the energy production resulting from neutron capture and fission. Therefore,
the energy deposition as a result of absorption of gamma photons must be included in the neutron capture
term, which then leads to an error in the location of the energy deposition. The power represented in Eq. (7-
3) only accounts for the recoverable energy from fission; the decay heat generated in fission and neutron
capture products is not explicitly included. A simple decay heat model is later made available and added as

an input option.
7.1.2. Cross-section model

In SIMMER-III/SIMMER-IV, the same cross-section model and method as SIMMER-II are used.
Anisotropic scattering is treated in an approximated way>” similarly to SIMMER-II as well. Treatment of
neutron up-scattering, not included in SIMMER-II, has been made available in the cross-section model as

an input option, although this is unimportant in fast-spectrum reactor applications.

Several steps are involved in the cross-section calculations. Because the compositions and
temperatures of individual cells change with time, microscopic cross sections are input as infinitely dilute
(or unshielded) quantities. Cell-wise effective (shielded) microscopic cross sections are calculated
according to the Bondarenko formalism after cell compositions and temperatures are known. The effective
cross sections then are multiplied by the isotopic atom densities and summed to obtain the macroscopic

cross sections to be used in the neutron transport equation.

In the Bondarenko formalism, the capture, fission, elastic scattering, inelastic scattering and
transport cross sections for each isotope are calculated for selected temperatures by multiplying input

microscopic cross sections by self-shielding factors, f, interpolated from input tables. Thus,

6=fo, (7-4)
where

g effective self-shielded cross section, and

o infinitely dilute cross section.

The shielding factor depends on temperature and a background cross section (an effective shielded
microscopic cross section for all isotopes in a mixture other than the isotope being considered). Because the

background cross section depends on f, the iterative process is required for determining cross sections.

During the time-dependent calculations, the background cross section, g, ;, is determined for each

isotope 7 at each mesh cell as

1 _
01 = 3 0,10 (7-5)
t J#i
where
N; atom number density for the isotope 7, and
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N:

; atom number density for the isotope j .

From the isotope temperature and background cross sections, the values of the shielding factors are

interpolated from tables and the effective cross section is calculated from Eq. (7-4).

As an option, also taken from SIMMER-II, the codes may use a neutronics preprocessor, MXS*Y, to
improve both the physics treatment (interpolation methods) and the efficiency of the cross-section shielding
calculation. One of the techniques used to improve the efficiency is the combination of isotopes into
materials. Some error may be introduced if, during a calculation, the composition of some cell includes
materials with a common isotope. The assessment of such errors is covered in Appendix R of the
SIMMER-II Manual.

7.2. Cross-Section Methods
7.2.1. Introduction to the cross-section model

The cross sections represent the coupling from the fluid dynamics solution and they vary as the cell-
wise isotopic densities and temperatures vary. In SIMMER-III/SIMMER-1V, several steps are involved in
the cross-section calculations. Because of the time dependence of individual cell compositions and
temperatures, microscopic cross sections are input as infinitely dilute, or unshielded, quantities. Cell-wise
shielding factors are calculated according to the Bondarenko formalism after cell compositions and
temperatures are known. Macroscopic cross sections for each mesh cell then are calculated by summing the
various isotopic cross sections weighted by the appropriate isotopic concentrations and the previously

determined shielding factors.
7.2.2 Neutronics mesh structure and coupling with fluid dynamics

The spatial mesh structure used for the neutronics calculations is based on the fluid-dynamics mesh,
but the entire domain of the fluid-dynamics mesh need not be used. For the neutronics methods, each mesh
cell is considered to be homogeneous; that is, only averaged quantities are described. For some problems,
the size of the neutronics cells must be limited to obtain realistic flux shapes or to enhance iteration
convergence. Thus, an option is provided to subdivide specified rows or columns of fluid-dynamics cells to
reduce computing cost in cross-section calculations. The number of subdivisions desired is user-specified,
and a fluid-dynamics cell is subdivided into equal-volume neutronics cells. When a fluid-dynamics mesh
cell is subdivided into neutronics mesh cells, it is not necessary to calculate the atom number densities,
average temperatures and the macroscopic cross sections for each neutronics mesh cell since the neutronics
mesh cells belonging to the relevant fluid-dynamics mesh cell are uniform. An input option is available to

calculate cross sections for each fluid-dynamics mesh cell and thereby to save computing cost.

An entire neutronics computational domain can be divided into several cross-section regions, for
each of which the isotopic compositions of each material component are fixed. The method is sufficiently

general to allow the same isotope to exist in more than one material components.

The neutronics and fluid-dynamics equations are partially decoupled; that is, the equations are not
solved simultaneously at each time step. The neutronics state is updated at intervals determined by the

fluid-dynamics solution for densities and temperatures at that time. Information transferred from the
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neutronics module to the fluid-dynamics module includes the cell-wise specific powers and the time
dependence of the integral power. The time-dependent behavior of the reactor power is extrapolated from
current and previous neutronics solutions, modified to enforce energy conservation between the neutronics
and fluid-dynamics solutions, and used for a series of fluid-dynamics steps. This approach permits the
separation of the neutronics and fluid-dynamics methods and requires only the communication of such key

quantities as component temperatures, densities, and powers.

The interactions between the fluid-dynamics and neutronics calculations occur in both directions.
Changes in material densities and temperatures affect the reactor criticality by changing the neutron cross
sections, and the neutron flux affects material motion by time- and space-dependent energy deposition

caused by neutron capture and fission processed.

The total atom number density and average temperature for each isotope in a cell are determined by

NC
Ny = ) Nimpy and (7-6)
m=1
NC
Th= ) NimopTy /R, (7-7)
m=1
where
Niij total atom number density of isotope i for mesh cell i/,
Nii}” atom number density of isotope i in component m for mesh cell 7j,
piy average density of component m for mesh cell 7j,
Tiij average temperature of isotope i in each mesh cell i7, and
7_"[]-” average temperature of component m in each mesh cell ij.

7.2.3. Calculation of macroscopic cross sections

Changes in the resonance self-shielding of the cross sections are caused by changes in the
temperature and/or the background from other isotopes. This is modeled by self-shielding factors that
multiply the infinitely dilute cross sections to give the effective (self-shielded) microscopic cross sections.
To determine the macroscopic cross section for a particular reaction in a mesh cell, the isotopic number

densities and appropriate shielding factors multiply the infinitely dilute (unshielded) cross sections.

LNISIP
Teig= Y. Nioky flyg. (7-8)
i=1
where
x particular reaction type,
a,‘;‘ g infinitely-dilute cross section of reaction type x for isotope i (input),
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fi ijg shielding factor for isotope i for reaction type x evaluated for the
background cross section and temperature of mesh cell i/, and

LNISIP total number of isotopes.

The former SIMMER-II could treat only 5 types of self-shielding factors: total, fission, capture,
transport, and elastic down-scatter, since this was judged sufficient for simulating fast neutron systems. For
potential application to thermal neutron systems, however, the SIMMER-III/SIMMER-IV codes have been
improved to model neutron upscattering. As a result, a total of nine types of self-shielding factors are
treated: total, fission, capture, transport, elastic upscatter, elastic in-group scatter, elastic downscatter,

inelastic in-group scatter, and inelastic downscatter.

The microscopic cross sections used in SIMMER-III/SIMMER-IV are listed in Table 7-1, and the
shielding factors required for the cross sections are listed in Table 7-2. The formulae required for the
different macroscopic cross sections are given in Table 7-3, for the standard code option with “ISOTOPE
on” and the approximate treatment of P; anisotropic scattering. It is noted that the fission cross section is

always accompanied by the neutron yield per fission as:

LNISIP
%)y = . Fiio), o, (719)
i=1
where
v ; total neutron yield per fission.

Equation (7-8) is not used in calculating the energy deposition cross sections. For nuclear heating,
the energy deposition is proportional to the mass of the component. During the fluid-dynamics calculation,
the mass of each component in a cell may be changing continuously; hence, it is appropriate to calculate the
energy source for each component as the energy per unit mass and then multiply this result by the
component density during the fluid-dynamics calculation. The cross sections for determining energy

deposition are calculated as

LNISIP
m — im i i i 0 _
eijg = Z N (@707 419 + @c0¢i50) (7-10)
i=1
where
eiig energy deposition macroscopi'c cross section per unit density of component
m for neutron energy group g in mesh cell ij,
ali energy conversion factor per fission in isotope 7, and
alt energy conversion factor per neutron capture in isotope i.

After the neutron flux is calculated, the power per unit mass (W/kg), or the specific internal energy

generation rate, of component m in each cell is calculated as

IGM

QNm,ij = Z 2:(Tzr,lijggbijg ’ (7-11)
g=1
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where ¢;;4is the spatial flux shape (The product of the flux shape and the flux amplitude equals the flux).
The power densities are passed to the fluid-dynamics calculation and are multiplied by the flux amplitude,

and by the component densities in the structure-, liquid-, and vapor-field energy equations.
7.2.4. Determination of shielding factors

The resonance self-shielding of the cross sections due to the temperature changes and the presence
of other isotopes is modeled by self-shielding factors that multiply the infinitely dilute cross sections to
give the effective (self-shielded) microscopic cross sections. At each reactivity time step, these effective
microscopic cross sections are computed to form the various macroscopic cross sections required for each

mesh cell.

The Bondarcnko method uses a background cross section to represent the total macroscopic cross
section caused by all isotopes except for isotope ;j in mesh cell #j. Since the background cross section cannot
be determined until the total shielded cross sections of all isotopes are known, an iteration must be used to
obtain both the shielding factors and the shielded total cross section. The total macroscopic cross section

for a group is:
z:L“,ijg jg + Z at ijg (7—12)
j*k

where

total microscopic cross section for isotope j, and

j _ Jj
%%iig = feijgOtg

fxi’ijg = f(o,,T) resonance self-shielding factor defined as a function (input table) of
background cross section and temperature.

Dividing Eq. (7-10) by N,

i g _
53 Orijg + “_J N§olijg - (7-13)
ij U j*k
The second term on the right side of Eq. (7-13) is defined as the background cross section:
— Nkgk
o ijg T o) lJ Otijg - (7-14)
1] j*k

The background cross section describes the effect of other isotopes in a mixture. The effect is especially
significant in the vicinity of a large cross-section resonance. The background cross section cannot be

determined until the total shielded cross sections of all isotopes are known. Because o, is a function of

xijg
the shielding factor fx’fi g for isotope k and reaction type x and hence it depends on its background cross
section, an iterative procedure is used to obtain both the shielding factors and the shielded total cross

section, as described in the SIMMER-II Manual.

Shielding factors are interpolated first over background and then over temperature. The
interpolation is logarithmic for background and linear for temperature. First, the range of tabular values is

searched to determine the tabulation points closest to the isotopic temperature and background values
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desired. Next, the background interpolated values are obtained for each tabular temperature point. Finally, a

second interpolation over temperature is performed.
7.2.5. Use of neutronics preprocessor

In the standard cross-section method described in the previous sections, the operations are
performed with individual isotopes as the basic quantity. This method therefore is called the code option
“ISOTOPE on”. Alternative approach is implemented to reduce the computing cost of isotope-wise cross-
section data handling. In this option, invoked with ISOTOPE off, the MXS*" neutronics preprocessor is

used to create material cross sections prior to transient calculations.

Since the method developed for SIMMER-II are described elsewhere in detail”, only the summary

of this approach is given below:

® The isotopic cross sections are premixed by the MXS preprocessor to create material cross

sections. This permits the number of different cross sections to be reduced.

® Interpolation of the background dependence of shielding factors has been replaced by the
evaluation of interpolation formulas. This significantly reduces computational effort of table

search and interpolation.

® (uantities that need to be calculated only once for a transient calculation have been placed in the

MXS preprocessor.
7.3. Quasistatic Method Equations

The improved quasistatic method®? is used in SIMMER-III/SIMMER-IV, which is essentially the
same as SIMMERC-II, to treat the time dependence of the discrete-ordinate transport equation. The approach
is based on the fact that the power level, or flux amplitude, changes much more rapidly than the power
distribution, or the spatial flux shape. Thus, the amplitude equation contains most of time dependence,
where it can be treated easily because it is described as an ordinary differential equation. The flux-shape
equation requires most of the computational effort; however, it is solved only as needed, that is, when

transient flux shape change becomes significant.

Because changes in flux-shape and flux amplitude occur with different characteristic time scales,
the quasistatic algorithm is well suited to respond to varying degree of fluid dynamic-neutronic coupling.
The algorithm is based on a three-tiered time-step structure: the smallest time steps apply only to the
amplitude-equation solution, the intermediate steps (reactivity steps) are associated with evaluating the
shape equation and amplitude equation coupling terms, and the largest steps (shape steps) are associated

with the flux-shape solution interval.
7.3.1. Flux factorization

The approach used in the quasistatic method is based on factoring the time-dependent spatial flux
into a scalar amplitude function that contains the major time dependence and a spatial flux shape function

that contains all the space dependence of the flux but is slowly varying with time. The time dependent flux
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shape may be either the angular flux, W, or the total (scalar) flux, ®; the factorization approach is the same

in both cases. Thus, the flux is

w(t,r, G E) = NOY(t,r, 0 E),or (7-15a)

®(t,r,E) =N)p(t, 1, E), (7-15b)

where N (t) is the amplitude function and N(0) = 1. The use of the flux-shape constraint condition makes

the factorization unique.

IGM

D ;i
ZVUZ%WZL (7-16)
ij g=1 9
where
|/ average neutron velocity in energy group g,
Vii volume of mesh cell ij, and
iig integrated adjoint neutron flux-shape function for mesh cell jj and energy

group g.

7.3.2. Procedure for fluid-dynamics/neutronics. coupling

The neutronics and fluid dynamics solutions are coupled by a tine-dependent amplitude function
and spatial distribution of specific material powers for use during a series of fluid-dynamics steps; in turn,
these neutronics parameters depend on the current fluid-dynamic configuration. Prediction of the
amplitude-function time dependence is based on an extrapolation of the previous neutronics history. The
validity of this approach requires that changes in the power level result from phenomena that do not change
in character instantaneously. The spatial distribution of specific material powers is assumed to change
slowly because it depends on the flux shape. Thus, although its magnitude changes, this distribution

remains unchanged during a series of fluid-dynamic steps.

After a series of fluid-dynamic steps, the reactivity is recalculated based on the new material
densities and temperatures predicted by the fluid-dynamic calculation. The amplitude function is
recalculated and compared with the previously predicted function actually used in the fluid-dynamics
calculations. If the difference between the predicted and updated amplitude function is not great, only a
small error correction is made by adjusting the amplitude-function projection for the next series of fluid-
dynamic steps to account for the energy mismatch. This approach limits the number of fluid-dynamic steps

that can be used with a single amplitude function projection.

After a series of reactivity steps, the quasistatic constraint integral may begin to deviate
significantly from unity. This is a result of the flux shape changing in response to the material motion and
temperature changes; the neutron sources and sinks in the amplitude equation become out of balance with
the sources and sinks in the shape equation. Therefore, the flux should be refactored. This is accomplished
by performing a 7y-iteration at the end of a shape step, where the amplitude function used over the shape
step is modified by a series of flux-shape recalculations until the quasistatic constraint integral is satisfied.

The modification of the amplitude function again introduces a discrepancy between the energy integrated in
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the fluid-dynamics calculation and that predicted in the neutronics calculation because the fluid-dynamics
calculation is not included in the iteration. This discrepancy is treated by adjusting the amplitude function
used in the next series of fluid-dynamic steps rather than performing an iteration between the fluid
dynamics and neutronics. The amplitude function is projected for a series of fluid-dynamic steps by first
extrapolating the reactivity state and then solving the amplitude equations. The reactivity state time
dependence is modeled by a parabola with coefficients determined by the reactivities at two previous
reactivity steps. After the amplitude equation is solved, a parabola in the logarithm of the amplitude is fitted
to the extrapolated point and two previous ones. This function then is evaluated in the fluid-dynamics

calculation.

The spatial distribution of material specific powers is based on the flux shape and cell cross sections
at the most recent reactivity step. Cell power shape is calculated in the fluid-dynamics module by
multiplying the material specific powers by their respective masses and summing over materials. The actual
power then is obtained by multiplication with the amplitude function. This results in a first-order-accurate
prediction of the effects of fluid motion and temperature change, with only the corresponding flux-shape

changes and cross-section shielding changes neglected during the fluid-dynamics calculation.
7.3.3. Flux-shape equations

The procedure to calculate the flux shape function w(t, r, O, E ) is briefly described below. For
convenience, the equations of the time-dependent neutron transport and flux factorization are repeated

below.
1 O¥ +Q-VY+ 3,9
V(E) ot t
1 (o]
= —f I (t, 7, E' > E)®(t,7,E")dE’
am )
(E) [ 1+ (7-1)
Xp_ szf(t, r, E,)cb(t, T,E’)dE’ +_Z){d(E) ldCd
Ak, J, i ]
+5(t,7,QE),
w(t,r,0,E) = N©Y(t,r,O,E),and (7-15a)
@(t,r,E) = N@t)p(t,1,E). (7-15b)

By substituting Eq. (7-15) to Eq. (7-1) and dividing by N(t), we obtain:
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1 10 1 dN —
[1,[1 (t)¢]+Q-V¢+Ztlp

V(E)Lot ~ N(t) dt
1 (o]
= —f I, (t, 7, E' > E)p(t,r,E")dE’
41 Jg
E) (= N (7-17)
Xp / I I Z -
47Tk0 o szf(trrrE)(p(tlr)E)dE 4 N(t) Xd(E)AdCd

+S(t,r,ﬁ,E).

In the improved quasistatic approach, the partial derivative of angular flux, di/dt, is replaced by a linear

backward-difference relation as

p(tr,0E) P(t,r,GE)—y(t — At G E)
ot - At ’

(7-18)

where t — At is the previous time step of the flux-shape calculation. This means the explicit temporal
dependence of 1 is no longer needed. This approximation is justified because the neutron flux shape
changes only slowly with time and the time step sizes are appropriately controlled to take any larger
changes in flux shape into account. The time derivative on the amplitude, dN (t)/dt, is calculated outside
the flux shape calculation and is replaced simply by the numerical value. The resultant shape equation

becomes:

1 dN(t) .
V(E)At * V(E)N(t) dt + Zt] Y(t,r,Q,E)

1
= —f I (t, 7, E' > E)p(t, 7, E")dE’
ar )

Q-vy(t,r, G E) + [

IGD

Xo(E) (@ , N g 1 7-19
kg ). vp2p (6,7, ENp(t, 7, EVAE' + — N(t);xd(E)AdCd (7-19)
V(E)Atl,b(t At, 7, Q,E) +N( )S(t r,E).

The form of Eq. (7-19) is essentially the same as the equation of the time-independent (stationary) neutron
transport theory with an external neutron source. The Solver module from the DANTSYS system is applied

as a solution method for the flux-shape equation as described later.
7.3.4. Delayed-neutron precursor equations

The delayed-neutron precursor equation, Eq. (7-2), is rewritten in a multigroup form

6Cl]d

at Ad ijd + N(t) ijd » d:l} ) IGD 1) (7-20)

where Fi‘}d is the delayed-neutron precursor shape term:

IGM

l]d - Z( Va f)l]g ¢l]g' (7—21)
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where (vdEf)L_jg denotes the product of the delayed-neutron yield v4 and the fission cross section Z5 for

neutron energy group g.
7.3.5. Amplitude equation

The equation for the amplitude function, N, is obtained by summing flux-shape equation over m,

multiplying by the initial stationary adjoint flux, ®;;,, and summing over all energy groups and all mesh

ijg>
cells. The resulting equation is

IGD

dN _p—F
7-22
dt A —N + Z ldcd +s. ( )

In this derivation, the reactivity, p, the effective delayed-neutron fraction, 5, the neutron generation time, A,
the effective delayed-neutron precursor concentrations, ¢, and the effective external neutron source, s, are
defined. These terms couple the amplitude equation to the flux-shape equation. Solution of the amplitude
equation also involves the simultaneous solution of the delayed-neutron source equations. This set of

equations is obtained by multiplying Eq. (7-20) by ®7;,x44V;j (Where @j;, is the initial stationary adjoint

ijg
flux) and summing over all energy groups and mesh cells:

dCd B
_ _ 7-23
dt Adcd + A N d=1 GD ( )

7.3.6. Flux-shape/amplitude coupling terms

The amplitude equation parameters that couple the flux-shape and amplitude equations are defined

as follows:

Effective delayed-neutron fraction:

IGM IGM

Xd
FZ y Z g2 D, (%) gy, P (7-24)
gr=1

Total effective delayed-neutron fraction:
B = Z Ba (7-25)
d=1

Effective neutron generation time:

IGM

FZ ”Z tjg¢tjy l (7-26)

Effective delayed-neutron precursor concentrations:
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IGM

ca= D Vy Y PijgtagCisa (7-27)
ij g=1

Effective external neutron source:

IGM

5= Z v Z ®f;yS (7-28)
ij g=1

The effective neutron source, F, is given by,

IGM IGM IGD IGM

1 *
F= k_z Vij Z Pijg | Xpg Z (szf)ijg, Pijgr + Z Xdg Z (def)ijg, Pijgr| - (7-29)
0 ij g=1 d=1 gr=1

gl:l

Equation (7-27) is not needed formally because both the effective delayed-neutron concentration, cg,
and the spatial delayed-neutron precursor concentration, C;jg, are defined by initial conditions. These two
concentrations are calculated by numerical methods with quite different error characteristics, and hence
they may become out of balance during a long calculation, and as a result, the quasistatic constraint integral
will not converge to unity during the y-iteration at shape recalculation steps. Equation (7-27) is used to

rebalance the delayed neutron sources in the amplitude and shape equations periodically.

The products of the prompt and delayed neutron yields per fission and the fission cross section,
appearing in the above equations, are currently evaluated using the total neutron yield per fission obtained

from input cross-section file and the effective delayed-neutron fraction as:

(vpzf)ijg =(1- ﬁ)(vfzf)ijg ,and (7-30a)

(vaZys),;, = Ba(vsZr),,, - (7-30b)

where v¢ is the neutron yield per fission that is divided into prompt and delayed neutron contributions and
the values of 8 and 4 used in these equations are taken from the user input, not using Egs. (7-24) and (7-

25), in the present coding.

Because the amplitude equation was derived by integrating the time-dependent transport equation,
the terms in the reactivity equation can be associated with terms in the transport equation. Thus, the total

reactivity is expressed by the sum of the contributions:

P =prpt+ Prp + Ps —PL— Pr> (7-31)

where pgp is the prompt fission, pgp, is the delayed fission, ps is the scatter, p; is the leakage, and p; is the

total (associated with total cross section) contribution to the reactivity. The two fission contributions are:

IGM IGM

1 « Xpg
Prp =% Z Vij Z Pis T, Z (v2r),,, $ijgr | »and (7-32)
7 g=1 ? gr=1
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IGM IGD IGM

1 X Xdg
pro =% (D Vi ) Bigg ) TN (vaZy) b (7-33)
ij g=1 a=1 ° gr=1

The other contributions are:

IGM IGM

1 *
ps =% > Vg Y Dijg > Tsijgrg bijg and (7-34)
ij g=1 gr=1
1 IGM
pr = fz Vij Z @i Z1ijgPijg - (7-35)
ij g=1

The leakage component of reactivity, p;, cannot be defined by cell-wise scalar fluxes, like used in other

reactivity components. The angular fluxes are used as

IGM

1
ij m g=1

where w,, is the solid angle for the direction with angular discrete-ordinate index m.

The calculative approach to solving the amplitude equation is based on the standard method, as
detailed in Appendix M of the SIMMER-II Manual.

7.3.7. Fluid-dynamics/neutronics coupling terms

After the fluid-dynamics calculation is interrupted for a neutronics reactivity step, the total
macroscopic densities and mass-averaged temperatures needed for the cross-section calculation are
determined from the appropriate fluid-dynamics quantities for each of the five components (fertile fuel,
fissile fuel, steel, sodium, and control). The following equations are used for the density calculations for
SIMMER-III:

Prert = Pint1 + Ps1 + Psz + Pss + P11 + Pis + P9+ Pg1» (7-372)
PFiss = Pint2 T Ps2 + Psa + Pse + P12 + P16 + Pr1o + Pg2 » (7-37b)
Pss = Ps7 + Psg + Pso + Ps10 + Ps11 + Pz + Pz + Py3 (7-37¢)
Pna = Pua + Pgs ,and (7-37d)
Pcont = Ps12 + Pig - (7-37e)

The fission gas component is not considered in the neutronics calculations because the effect of fission gas
is negligible. The following set of equations is used for the component temperature calculations in
SIMMER-III:

TFert -

Pint1Tine + Ps1Ts1 + Ps3Tsz + PssTss + priTi1 + PisTra + ProTr7 + PgaTe

- (7-38a)
Prert
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_ Pint2Tme + Ps2Ts1 + PsaTsz + PseTsz + praTra + PreTra + Pr1oTL7 + Pg2Te

TFiss - — (7'38b)
PrFiss
Ps7Tsa + PsgTss + PsoTse + Ps10Ts7 + Ps11Tss + PizTi2 + Pi7Tis + PgsTe
Tos = _ , (7-38¢)
Pss
014 12 + DgaT,
o= Prs T PerTe g (7-38d)
PNa
Dc12Tc12 + PigT)
Toons = Ps121s12 T Pig L6 (7-38¢)

ﬁCont

Here the macroscopic densities and temperature of the pin-fuel interior node, Pint1, Pinez and Trne
calculated in the fuel-pin model outside the fluid-dynamics model, are added. The above is for the standard
SPIN option (and the pin fuel radial temperature distribution is considered in the DPIN option). For
SIMMER-1V, the additional structure-field steel components, which represent the front and back can walls,
must be added to Eqgs. (7-37¢) and (7-38c).

7.4. Flux Shape Solution Method

The discrete-ordinates flux shape equation presented in Eq. (7-19) is solved numerically using an
iterative procedure. This procedure involves two levels of iteration referred to as inner (within-group) and
outer (energy-group-dependent source) iterations. The acceleration of these iterations is of crucial
importance to transport codes in order to reduce the computation time involved. The iterative procedure

53)

employs the diffusion synthetic acceleration (DSA) method developed by Alcouffe™, an extremely

effective method for accelerating the convergence of the iterations.
7.4.1. Iterative solution procedure for flux shape

The Solver Modules of the open-source DANTSYS system package*® have been transplanted to
SIMMER-III and SIMMER-IV from TWODANT and THREEDANT Solvers, respectively. Since the
solution method and procedure of DANTSYS are documented in detail elsewhere in the original Los
Alamos report”, they are not reproduced in the present report. Only the summary of the iterative procedure

is described in the following.

In the Solver Modules, a standard inner (within-group) iteration, outer (energy-group-dependent
source) iteration technique is used. The inner iterations are concerned with the convergence of the
pointwise scalar fluxes in each group for a given source distribution. The outer iterations are concerned
with: the convergence of the eigenvalue, the fission-source distribution and the energy-group upscatter
source if any or all are present. Both the inner and outer iterations are accelerated using the DSA method.

The diffusion solver uses the standard multigrid method and Chebychev acceleration of the fission source.

For problems containing fissionable material the iterative procedure begins with the calculation of a
diffusion coefficient for each space-energy point. Using the diffusion coefficients, a standard diffusion
calculation is performed for each energy group. With the fluxes for all groups, a new fission source rate

distribution is calculated and this is then used to generate new diffusion fluxes. The process is repeated
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until both the fission source rate and the pointwise fluxes are converged. Each such recalculation is called a

“diffusion sub-outer iteration.”

Next, using the diffusion-converged fission source rate and using the first energy-group diffusion
scalar fluxes to fix the within-group scattering sources, a single discrete-ordinates transport sweep through
the spatial mesh is made for the first energy group. In this sweep angular fluxes are generated and they are
used to calculate an effective diffusion coefficient at each mesh cell. With these effective diffusion
coefficients, a diffusion sweep for the group is performed to determine the group scalar flux at each point.
This transport sweep, followed by a calculation of the diffusion coefficients, followed by a diffusion sweep
is called an “inner iteration”. Since the new diffusion calculated group scalar flux changes the within-group

scattering source term, the inner iterations may be repeated before proceeding to the next energy group.

When the inner iterations for the first energy group are completed, the group scalar fluxes and flux
moments are used to calculate the scattering source for the next group. One or more inner iterations are

performed for the next group and the process is repeated until all energy groups have been completed.

When all energy groups have been calculated via inner iterations, the group fluxes are used to
calculate a new fission source rate distribution. Following this a series of diffusion sub-outer iterations is
performed. In these diffusion sub-outer iterations, however, the effective diffusion coefficients from the
last-completed inner iteration for each group are used, thus making the sub-outer iteration calculation a

synthetic diffusion calculation.

Each completion of the diffusion sub-outer iteration process based on the current set of diffusion
coefficients defines the completion of an outer iteration. The first outer iteration is seen to be a pure
diffusion calculation, while all subsequent outer iterations are synthetic diffusion in nature. Outer iterations

continue until convergence is achieved.

One improvement for SIMMER-III/SIMMER-IV made to the original DANTSYS iterative procedure is
an additional remedy to cope with convergence failure in outer iterations. A diffusion sub-outer iteration is
turned off when the maximum change of fission source does not decrease due to mismatch of diffusion and

transport fission sources.
7.4.2. Negative flux treatment

The discrete-ordinates form of approximation is used for treating the angular variation of the
neutron flux and the diamond-difference scheme is used for space-angle discretization. It is well known
negative fluxes can be calculated when implementing this diamond-difference scheme. Negative fluxes are
eliminated by a local “set-to-zero-and-correct” algorithm, or so-called “flux fixup” remedy. The logic of
this algorithm is that if any one flux is negative at a cell edge, it is set to zero and the cell-centered flux is
recomputed assuming that particular flux is zero. Lathrop®® observed that “in many cases the negative
fluxes can be tolerated because they occur in regions in which fluxes are small and unimportant”. The
experience with SIMMER-II using different schemes suggested” that the flux fixup scheme should be
accurate because it is the minimum deviation from the second-order accuracy of the diamond-difference

equations.
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In the DANTSYS system, an adaptive weight diamond-difference (AWDD) scheme is available as
an alternative option as a remedy to the negative flux problem. It was argued that there remains some
difficulty in determining input weighting parameters used in the AWDD option. It was therefore decided
that this option is not implemented in SIMMER-III/SIMMER-1V until future applications necessitate such

a remedy be taken into consideration.
7.4.3. Adjoint equation solution method

The quasistatic method requires a weighting function to calculate the amplitude-equation
parameters. Normally, this weighting function is taken as the adjoint flux for the stationary reactor state
before initiating the transient. However, for SIMMER transient calculations that begin from transient
reactor states predicted by other computer codes, the stationary reactor state is not available. The stationary
adjoint flux for the transient reactor state at the beginning of the SIMMER calculation is considered to be a
reasonably good weighting function that does not differ significantly from the normal adjoint-flux

weighting function. The adjoint flux is evaluated only once at the beginning of the transient.

The adjoint transport equation is solved by transposing the scattering and fission source matrices
and inverting the group order of the problem. Transposition of the scattering matrix converts the normal
downscattering problem to an upscattering problem. The downscattering dominance is restored by inverting
the group order. The adjoint equation is solved before the real flux equation because the adjoint fluxes are
required for the transient-state initialization. The capability of adjoint flux calculations is available in the
DANTSYS system”, and the same solution method implemented in SIMMER-III/SIMMER-1V.

Although the initial adjoint flux is normally used as a weighting function in the quasistatic method,
use of an alternative functions is possible. There is an input option to specify “unity” (uniform distribution
over the entire neutronics computational domain). This option may be used in such an extreme case such as

a major portion of the core fuel has relocated in large scale.
7.5. Quasistatic Calculative Procedure

The quasistatic algorithm requires three different calculations characterized by different time scales

in the order from the largest:
® determination of the flux shape,
®  determination of reactivity and other amplitude equation parameters, and
® solution of the amplitude equations.

7.5.1. Overall calculative flow

First, new cross sections are calculated from the material densities and temperatures predicted by
the fluid-dynamics calculation for the end of the previous reactivity step. These cross sections and updated
fluxes are used to calculate new amplitude-equation parameters. The spatial distribution of specific material
powers is updated in preparation for the next series of fluid-dynamics steps. The amplitude equation then is
solved again for the current reactivity step. Next, the amplitude equation parameters are extrapolated

quadratically to the end of the next reactivity step, and the amplitude equation is solved for the amplitude.
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The logarithm of this amplitude and the amplitude for the two previous reactivity steps is fitted to a
parabola and used to calculate the power level for the subsequent fluid-dynamics calculation. This
description summarizes the neutronics calculations that occur at the end of a reactivity step and prepare for
the initiation of the next reactivity step. After the fluid-dynamics calculation for the next reactivity step is

completed, the cycle continues until the end of the current flux-shape step is reached.

If the end of a shape step is reached, the cycle is interrupted after the calculation of the reactivity
state resulting from the previous series of fluid-dynamic steps. Thus, a new flux shape is calculated after
the new cross sections are determined. Amplitude-equation parameters resulting from the new flux shape
are compared with the parameters from the extrapolated flux shape. Any change in the parameters is
assumed to have accumulated linearly during the shape step. The amplitude-equation parameters are
corrected for each reactivity step within the shape step, and the corresponding amplitude-equation solutions
are recalculated. If the constraint condition is satisfied to within a given tolerance, the amplitude-equation
parameters are extrapolated into the next reactivity step, and the calculation proceeds as from the beginning.
Otherwise, the calculation proceeds as from the end of the shape step with the recalculation of the flux

shape.

The correction of the amplitude-equation parameters for the difference between the initial
quadratically extrapolated values and the final shape-step values results in a power discrepancy between the
fluid-dynamics and neutronics calculations. To maintain a consistent total energy between the two
calculations, the amplitude function is adjusted after its calculation from the amplitude equation to include
the discrepancy in energy from the previous shape step. This discrepancy is generally a small fraction of

the total energy calculated for the shape step.

The quasistatic calculative algorithm and procedure briefly described above were transplanted from
SIMMER-II and re-programmed. The detailed description is found in the original SIMMER-II Manual®,

and only a short summary is provided in the rest of this section.
7.5.2. Time-step controls

The time-step controls for the quasistatic method regulate the length of both the reactivity step and
the shape step. The controls become very tight for a reactivity near prompt critical, but they are relaxed for

a reactivity not near prompt critical.

The shape time step is predicted or limited by the following seven separate controls, and determined

as the minimum of them.
(1) Previous step size
(2) Change in leakage
(3) Number of reactivity steps
(4) Problem time

(5) Maximum shape step
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(6) Change in shape
(7) Maximum change in reactivity

The reactivity time step is predicted or limited by the following six separate controls, and

determined as the minimum of them.
(1) Previous reactivity step
(2) Change in reactivity
(3) Shape-step size
(4) Maximum reactivity step size
(5) Change in amplitude
(6) Maximum inverse period

In addition, a reactivity step also may be forced by changes that occur during the fluid-dynamics
calculation. The limits are applied to changes in amplitude, material component masses, and component

energies.
The further details of the neutronics time step control are presented in Section 8.3.
7.5.3. Initialization

The specific power shape for each material m in each mesh cell i is calculated as

1 1GM
— mym mym
Qnmij = —m Z(“f g + ol 2e4jg)bijg (7-39)
Pij &=
g=1
where
Qnm,i i specific energy generation rate for nuclear heating of material m,
piy microscopic density of material m,
m . .
ar energy conversion factor per fission,
m . . .
g macroscopic fission cross section,
al* energy conversion factor per neutron captured, and
m . .
Xeijg macroscopic capture cross section.

The fission power in the reactor system is calculated as

NC
P =N Y Vi Y Qs (7-40)
ij m=1
where
N(0) initial value of the amplitude function (=1.0),
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Vij volume of mesh cell 7j,
piy macroscopic density of material m, and
NC number of neutronics materials (fertile fuel, fissile fuel, steel, sodium and

control).

The initial flux solution is unnormalized. To obtain the desired initial power, the fluxes are
multiplied by the ratio of the desired power to the calculated power. The initial precursor concentrations
and the material-specific power also are normalized by this factor. The quasistatic constraint constant

normalizes the adjoint flux.

Equation (7-40) only accounts for fission and capture contributions to the reactor power. When the

decay heat model (see Section 7.6) is used, the contribution of decay heat power is considered as well.
7.5.4. Transient-state initialization

An initial neutronics state may not be the pre-transient stationary state. For example, if a SIMMER-
HI/SIMMER-IV calculation is connected and continued from an initiating-phase calculation using such as
SAS4A, the neutronics calculations must be initialized for a nonstationary reactor state with a non-zero
reactivity level. The method developed for the transient initialization uses quasistatic methodology to give
consistency between the constant point-kinetics parameters used for the initiating-phase calculation and the
time-dependent amplitude-equation parameters. As a result, reactivity, power, and other integral kinetics
parameters remain continuous at the connection between the two codes. This is done by computing the
factors, using the quasistatic approach, that adjust the basic physical neutronics data to permit continuity of

two consecutive calculations.

Details of the transient initialization are provided in Appendix H of the SIMMER-II Manual." The
initial flux shape, stationary-state eigenvalue, data adjustment factors, and the delayed-neutron source
normalization factor are calculated iteratively. The usual normalization procedure is followed. First, the
real flux shape is normalized to yield the desired initial (transient state) reactor power. Then the adjoint flux

is normalized to satisfy the quasistatic constraint condition.
7.5.5. Reactivity evaluation steps

There are two approaches concerning how the flux shape is treated in a reactivity step, as a user
input option. The first and standard approach is “flux-shape extrapolation”, in which the flux shape used to
recalculate the reactivity after a series of fluid-dynamic steps is extrapolated from the two previous flux-
shape solutions at shape steps. This approach requires less computational effort; however, it simply
assumes linear changes in flux shape. The effect of threshold or nonlinear changes in fluid-dynamic
behavior will not be recognized until the end of the shape step when the flux shape is recalculated. If
significant changes in reactivity result from the flux-shape change, the iteration that occurs over the series
of reactivity steps and at the end of shape steps will not produce accurate results. The second approach is
called “flux-shape update”, in which the flux shape updated at each reactivity step. An abbreviated series of

outer iterations is performed to improve the flux shape but not to provide a fully converged solution®”.
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Thus, the effect of changes resulting from fluid-dynamic effects appears in the flux shape at each reactivity

step, although much computational effort is required.

In both approaches, the first step is to calculate new cell-dependent cross sections corresponding to
the new configuration with new cell material densities and temperatures. If the flux-shape extrapolation
option is used, the flux shape is extrapolated to the end of the current reactivity step based on flux shapes
calculated at the two previous shape steps. Next, the amplitude equation coefficients are calculated from the
current cross sections and the extrapolated flux shapes or, if the flux-shape update option is used, the flux
shape from the previous reactivity step. In both methods, the amplitude equation then is solved for the
current reactivity step based on the updated coefficients. The spatial delayed-neutron source is updated
based on the current and previous reactivity-step fission sources and the integrating factors determined in

the amplitude-equation solution.

In the flux-shape update option, the calculation is continued by the flux shape calculation module,
with the flux shape from the previous reactivity step provided as an initial guess. Convergence criteria are
provided that are less restrictive than the criteria used at shape steps. For small changes in the reactor
configuration, usually one outer iteration will meet the convergence criteria. More unusually, significant
changes may require three or four outer iterations. After the flux shape is converged, the amplitude-
equation coefficients are recalculated based on the new flux shape. The spatial material power distribution

also is recalculated. The amplitude equation again is solved for the current reactivity step.

If the current shape step has not been completed, the amplitude equation parameters are projected in
both the extrapolation and the update method. The projection is parabolic and based on the current and two
previous reactivity step values. The amplitude equation then is solved for the next reactivity step. The
amplitude variation over the next reactivity step is characterized by fitting a parabola in log amplitude to
the amplitude at the end of the next reactivity step, the current amplitude, and the amplitude at the previous

reactivity step.

The calculation then is transferred to the fluid-dynamics modules. A series of fluid-dynamics steps

is completed, and the reactivity-step cycle begins again.
7.5.6. Flux-shape evaluation steps

A fully converged flux shape is calculated. The amplitude-equation coefficients then are calculated
based on the new flux shape. The spatial material power distribution is calculated for the next reactivity
step. Next, the changes in the amplitude-equation coefficients, from the previous iteration or the first iterate
values at the end of the current shape step, are distributed linearly over all the reactivity steps composing
the current shape step. The series of amplitude-equation solutions for each reactivity step then is repeated.
The current value of the amplitude function is available for the next iterative solution of the flux-shape
equation or extrapolation of the power for the next series of fluid-dynamics steps. During this procedure,
the spatial delayed neutron-precursor concentrations are integrated, and the value is compared with the
effective precursor concentrations used in the amplitude equations. If a significant difference is detected,

the spatial concentrations are modified so as to agree with the amplitude-equation value.
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This iterative process is completed when the quasistatic constraint condition is satisfied to within a
user-specified tolerance, until the change in between two consecutive iterations is less than a tenth of the

tolerance, or until the number of iterations exceeds a user-specified maximum.
7.6. Decay Heat Model
7.6.1. Model and method

The simple decay heat model for SIMMER-III/SIMMER-IV is based on SAS4A%®; thus, decay
heating is treated consistently in the two codes. The decay heat precursors, such as fission products and
neutron capture products, are grouped into several decay heat groups depending on the rates and
characteristics of their decay. The original SAS4A model has been simplified on the two points. First, the
region-dependent decay characteristics (curves) modeled in SAS4A is not treated. Second, the treatment of
irradiation history to determine the initial decay heat energy is not modeled. In the present SIMMER decay
heat model, the time variation of decay heat power is determined by a point reactor model similarly to the
fission power amplitude, and its spatial distribution is assumed to be the same as the fission power
distribution. The decay heat power is added only to the fuel components since it is reasonable to assume the

decay heat precursors always stay with fuel materials.

The normalized total power T; is defined by the sum of fission power and decay heat power as
T,(t) = T;(6) + T (), (7-41)

and T;(0) = 1, where the fission power Ty represents all the recoverable energy generation resulted from

fission reaction, including both the direct fission and neutron capture contributions as shown in Eq. (7-39).

Let h,, be the normalized decay heat energy, defined as the precursor concentration times energy
release for decay heat, for decay heat group n. Then it is assumed that the change of decay heat energy is

determined from the generation of the precursors due to fission and their decay characterized by time

constants.

T — BTy ()~ D0 (742)
where

Bnn effective decay heat power fraction in decay heat group »,

Ann effective decay constant for decay heat group », and

Tf (t) normalized fission power.

The decay heat fractions [y, and the decay constants Ay, are specified by user input variables. It is noted
that Sy, is defined as the ratio of decay heat power to fission power (not total power), in the same way as
SAS4A. The normalized fission power T is replaced by the fission amplitude as

T¢(t) = Tr(O)N(t), (7-43)
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where T¢(0) is the initial normalized fission power and N(t) is the fission power amplitude obtained by

solving the amplitude function equation. Equation (7-42) is re-written with the amplitude as

dh,
dt( 2 = BrunTr(0)N(t) — Apphy(2) . (7-44)

Given the time dependence of the fission-power amplitude by solving the amplitude function
equation, the equation for the normalized decay heat energy production, Eq. (7-44), is integrated directly to

obtain the advanced time step value. The integration yields:

t+At
ho(t + At) = by (H)e bt 4 By Tp(0)e ~An(E+AD) f N(t)ermt'dt" (7-45)
t

where the initial values of T¢(0) and h, (0) must be determined during the initialization, as described later.
In the solution procedure of the amplitude equation, the fission power amplitude is represented by a second

order polynomial for time variation as
N(t + At) = Ne(t) + Ny At + N, (At)?, (7-46)
and the fitting coefficients N; and N, have been determined.

The integral in Eq. (7-44) is evaluated as:

t+At ’ . 1 N, N,
e~ Amn(t+40) f N(t)etmtdt = (—) I N; (O + Iy — + I3y~ |, (7-47)
t Ahn Ahn Ahn
where
I, =1 — bt (7-48a)
Ly = AppAt — I, ,and (7-48b)
Iy = QpnAt)? = 21, . (7-48¢)

Evaluating Egs. (7-48) in the above order for small time steps (A, At < 0.01) may result in unacceptable
propagation of small numerical round-off errors in the calculations of the exponential in I;,,. Therefore, for

small time steps, a series expansion of the exponential term is used along with an inverted recursion order

as:
O\hnAt) 3 O\hnAt) 4 O\hn At) >
fan =215~ 50 | (7-49)
1
lon = 5 [Annd)* ~ I5] , and (7-49b)
Iip = ApnAt — Iy, (7-49¢)

where the first two terms of the right side of Eq. (7-49a) are actually included in the code.
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7.6.2. Input and initialization of decay heat model

For decay heat parameters, [y, and A, , the same input variables can be used as SAS4A if a
SIMMER calculation is initiated by connecting from SAS4A. When only the data for decay heat power
fractions of total power S}, are available, the input B}, are internally calculated as

NDKGRP
ﬁhn=ﬁhn/(1— > Ehn). (7-50)

n—1

The initial decay heat energy h,,(0) must be also supplied by user input. The solution of Eq. (7-44) att = 0

is:
0
n(0) = BunTy 0) [ NP’ (7-51)

If the values of N(t") for the reactor power history (t" < 0) are known, the initial decay heat energies are
calculated by Eq. (7-51). When a SIMMER calculation is initiated by connecting from a SAS4A
calculation, the values of h,,(t) from the SAS4A calculation must be adjusted in SIMMER input because
the amplitude is re-normalized in SIMMER initialization while maintaining the decay heat power fractions.
The decay heat energy h, and normalized total power T; in the SAS4A calculation at the time of

connection t, are used to initialize the initial decay heat energy h,,(0) in the SIMMER calculation as:

hn(0) = RpAS*A(e) /TS (e, - (7-52)

When a SIMMER calculation is initiated after a long-term steady-state reactor operation, the initial

decay heat energy is simply evaluated, by ignoring the time dependence in Eq. (7-44),

h,(0) = fhﬂ T¢(0), (7-53)

where the initial normalized fission power T((0) is determined from

Tf (0) =T (0) — T, (0) = 1 — T, (0), (7-54)
and the initial normalized decay heat power is simply calculated by
NDKGRP
0= ) Mnhn(0). (7-55)

The initial decay heat power T (0) is normalized to the initial total power, which is specified by the

input variable P,(0).
7.6.3. Update of power shape with decay heat power

From the updated decay heat energy in Eq. (7-44), the normalized decay heat power is calculated by
NDKGRP

Tp(6) = Z Apnhn(t) , (7-56)

and the normalized fission power is given by Eq. (7-43), or
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NDKGRP
To(t) = T(ON(®) = N(t) [ 1 - Z b (0) . (7-57)
n=1

To determine the specific power distribution with decay heat contribution, the fission power (W) of

the system for each material is first shown below, as defined in the cross-section model in Eq. (7-10).
Ppm = Z VijPm,ijQnm,ij » (7-58)
ij

where Qym,;j is the specific power per unit mass (W/kg) for material m in mesh cell i, V;; is the mesh cell
volume and p, ;; is the macroscopic density of material m. Then the total decay heat power in the system
(W) is:

Py = Tp(t)P(0) . (7-59)

Since the specific power shape Q. ;; accounts only for fission power generation, the contribution of decay
heat power generation must be added. This is done by adjusting the power shape using the ratio of the total
decay heat power to the total fission power of fuel materials. Since the decay heat is only generated by the
fuel materials, the power shape of only the fuel materials (m = 1 and 2) is adjusted. The power shapes of

other materials are unadjusted.

Pp

——— ] ,form=1and2. (7-60)
Prq + Pf'z)

Qvmij = Qnm.ij (1 +

7.7. Recent Model Addition
7.7.1. Isotope-wise delayed neutron yields

In the standard treatment in the quasi-static neutron kinetics, the delayed-neutron fractions f3; are

calculated using Eqgs. (7-24) and (7-29), which are repeated below.

1 IGM IGM
« Xdg
Ba=% ) Vi ) @i 8N (va3y), By, (7-24)
ij g=1 ° g=1
where the total neutron source is given by
1 IGM IGM IGD IGM
F= k_z Vij Z Pijg |Xvg Z (szf)ijg, Pijgr + Z Xdg Z (def)ijg, Pijgr |- (7-29)
0 ij g=1 gr=1 d=1 gr=1

The delayed neutron spectra x4, are specified by user input variable (Prompt fission neutron spectrum ¥4

is taken from the cross-section file (ISOTXS) by specifying a representative fissile isotope, typically Pu®°).

The (vpzf)ijg, and (def)ijgl terms are evaluated by Eq. (7-30) using 4, in which the total neutron yield

per fission times fission cross section (vaf)ijg is calculated from the cross-section file. Isotope
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dependence of neutron yield is taken into account only for the total neutron yield, but the isotope

dependence of delayed neutron yield is not treated.

A new option, proposed by the French partner, is available in which the isotope-wise delayed
neutron yields v} are specified directly by an input variable. The delayed-neutron fractions in this option

are calculated by,

1 IGM IGM LNISIP
_ « Xdg Vi (yigheff
R X OE DWW
ij g=1 o gr=1 i=1
where v, is the input delayed neutron yield for isotope i,
Leff _ i -
ijg = Fiigltiig (7-62)

is self-shielded effective microscopic fission cross section, and

IGM IGM IGD IGM LNISIP

1 1 * ~i i _ieff
F = k_oz Vij Z Pijg | Xpg Z (szf)ijg, Pijgr + Z)fdg Z Z Ny (Vzio-f,ijg)ijg: Pyg |, (7-63)
ij g=1 gr=1 d=1 g=1 i=1

where (vp Zf)ijg is evaluated as,

LNISIP
— i (4,1 Leff
2y, = =B ) Fi(viate] " (7-64)
i=1

Note that application of the option has not been fully tested in the code, including transient-state
initialization (ITR=1).

7.7.2. Flexible fuel isotope composition (Pu vector)

In the standard SIMMER-III neutronics model, two fuel materials, fertile and fissile fuel, are
modeled to represent a variation of fissile enrichment in different regions, like in a two-zoned LMFR core
design. Our common practice is to assign uranium isotopes to fertile fuel and plutonium isotopes and minor
actinides to fissile fuel, both including oxygen. This simple assignment is justified in the homogeneous core
design because the isotopic composition of plutonium is reasonably assumed to be uniform even in
different enrichment zones. Although multiple cross-section regions can be defined in SIMMER-III,
allowing to use different materials and isotope composition in different regions, a single region is usually

preferred especially for cases with possible fuel movement across the cross-section region boundary.

For simulation of a large heterogeneous core, in which the isotope composition of plutonium
produced in the internal blanket region may significantly differ from the composition of the initially loaded
plutonium in the active core, a current simplistic assignment of uniform plutonium composition over the
entire core is inappropriate. For this reason, a new model, called as “Pu vector”, has been developed to
flexibly model the spatial and temporal variation of isotopic composition of the fuel components and

thereby to accurately calculate reactivity changes due to fuel motion’”.
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In the Pu vector model, the fertile fuel and fissile fuel density components are no longer
distinguished. To represent the variations in fuel isotopic composition, a new input variable fy ;; is

introduced to denote the mass fraction of isotope » included in fuel component M,

fumij = Pmn,ij / z Pmm,ij» (7-65)
neM
where
Pm,nij macroscopic density of n-th isotope in fuel component M in mesh cell 7,

fuel components (pin fuel interior and surface, crust fuel on each can wall, liquid

M fuel, fuel particles, fuel chunks and fuel vapor), and

n isotope ID numbers of each fuel component.

The fuel components are the same as the fluid-dynamics energy components, except that pin fuel involves
pin fuel interior node treated in the structure model. The macroscopic density of each isotope is generally
not known, but they can be calculated from the neutronics input variables of the theoretical density and

atom number density of each fuel component.

To generalize the Pu vector model, it is assumed that 7 fuel energy components in SIMMER-III (9
components in SIMMER-IV) in cell jj may have different isotope compositions. The fuel isotope mass
fractions fy ,;; are specified in the fluid-dynamics mesh cell input, either region-wise or cell-wise. The
number of isotopes for each fuel component is also specified by user input. Note that the same isotope
fraction is used for both the pin-fuel interior node and the surface node (fluid-dynamics energy component
S1).

The local intra-cell mass transfers and convection of fuel components result in changes in isotope
composition. An example of intra-cell mass transfer from fuel component M, to M,,, the isotope mass
fractions are updated using the mass transfer rate Iy pc as:

~An n n
_ pMc!,n,iijcl,n,ij + AtFMchclch,n,ij

fittmi = e ,and (7-66a)

'DMcl,n,ij

Fitinsy = Fotens - (7-66b)
This operation is performed for all the fuel mass transfer paths at the end of fluid-dynamics Step 1.

The update of the isotope mass fractions due to fluid convection is performed in fluid-dynamics
Step 4 using the end-of-time-step velocity. The 4 fuel components, liquid fuel, fuel particles, fuel chunks
and fuel vapor, are treated separately. For three-dimensional SIMMER-IV, the fuel isotope mass fractions

are updated, similarly to the convection of internal energy, as:
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Vnikj = ST {ﬁz’&:,n,ikjfﬁ,n,ikj
Mn,ikj
. AP fiarug ™), N A{prfiiawg ™)., + (PR fitn g ), (7-67)
r{Ax- rSA Az; ’
i i i BYk J

where the notation of the equation is the same as those used in Chapter 3. Subscript ¢ denotes the velocity

field to which fuel component M is assigned.

After the fluid-dynamics calculation is interrupted for a neutronics reactivity step, the total
macroscopic densities and mass-averaged temperatures needed for the cross-section calculation are
determined from the appropriate fluid-dynamics quantities for each of the heat-source components. In the
Pu-vector model, fuel component densities are calculated for individual isotopes which are used in the
neutronics. The following equations are used for the fuel density calculations for fuel isotope n in
SIMMER-III:

Pruetn = Pint + Ps1)fsin + Ps2fsan + Psafssn + Prifiin + Prafian + Prifizn
+ Pe1fein (7-68)

where the cell index ij is omitted. The following equation is used for the component temperature

calculations:

1 _ _ _ _ _
Tryein = =— [(PintTint + Ps1Ts1)fsin + Ps2Ts2fsan + Ps3Tsafszm + PraTiafiin
Prueln (7-69)
+ PraTiafran + Pr7TL7fizn + ﬁGlTGfGLn] .

The refinement and validation of the Pu-vector model is to be continued in collaboration with CEA,

France.
7.8. Special Models for External Control
7.8.1. External neutron source

An external neutron source can be provided by user input specifications for possible applications to
neutron-source-driven reactors or sub-critical systems. The neutron source is used in both the flux shape
and power amplitude calculations. The source is specified by a neutron-source amplitude-versus-time table,

a spatial distribution and an energy spectrum of the neutron source.
7.8.2. Specified external reactivity

In the quasistatic method, the reactivity is evaluated from the neutron flux shape reflecting material
motion and energy change. The reactivity effects of those phenomena which are not modeled in the codes,
such as control-rod movement, can be simulated by specifying a reactivity history externally via user input.
The external reactivity history is specified either by an input reactivity-versus-time table or a reactivity
ramp rate. In the reactivity calculation, the fission source terms are adjusted to take external reactivity into

account.
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7.8.3. Specified power history

The SIMMER-III and SIMMER-IV codes can be applied to a variety of multi-field, multi-
component thermo-fluid-dynamics problems with or without neutronics. The historic code option
“URANUS” is available for creating a code version with no neutronics capability. Even without the
neutronics, internal heat sources can be specified by means of a power-versus-time table and specific power

density distribution, based on user input variables.
7.8.4. Restart and neutronics re-initialization

The restart capability of SIMMER-III and SIMMER-IV is used to interrupt a computation and
resume the same run continuously. The computer memory containing all the common block variables is
dumped to restart dump files according to user input instruction. A new capability has been developed to
re-initialize the neutronics calculation, using a fluid-dynamics restart dump file. The adjoint flux required
for the quasistatic method is newly calculated at the restart point based on the mass and temperature
distributions from the fluid dynamics. The initial conditions and parameters of the neutronics are supplied
by user input, similarly to the initial run. This feature is useful when the re-initialization of the neutronics is

desired with re-calculated adjoint flux.

In addition, a fluid-dynamics calculation without neutronics (URANUS) can be restarted with the
neutronics using the restart dump file. This feature is useful when a simulation of a long-lasting accident

sequence is switched from a neutronically inactive core state to an active state.
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Table 7-1. Microscopic cross sections

Symbol Variable Definition

o LISCAP Capture (n,y)

Otr LISTRN Transport

ot LISTOT Total

o LISFIS Fission (n,f)

Oeldw LISELO Elastic downscatter

Ocl,g—g LISELI Elastic in-group scatter

Oinel.dw LISINO Inelastic downscatter

Oinel,g—g LISINI Inelastic in-group scatter

O(n,2n),dw LISN20 (n,2n) downscatter

O(n2n),g~g LISN2I (n,2n) in-group scatter

Omsc LISMSC (n,a) + (n,d) + (n,t) + (n,p), etc.

Vr0f LISNSF Neutron yield per fission times fission cross section
Ocl,P1,g—g LISEI1 P1 component of elastic in-group scatter
OelP1,dw LISEO1 P1 component of elastic downscatter
Oinel,P1,g—g LISII1 P1 component of inelastic in-group scatter
Oinel P1,dw LISIO1 P1 component of inelastic downscatter
O(n2n)P1,g—g LISNI1 P1 component of (n,2n) in-group scatter
O(nz2n)praw  LISNOI P1 component of (n,2n) downscatter
Oelup LISEUO* Elastic upscatter

Oel,P1,up LISEU1* P1 component of elastic upscatter

* used when ISOTOPE is on with up-scattering
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Table 7-2. Isotopic shielding factors

Symbol Variable Definition

ft LIFTT Total

fr LIFFF Fission

fe LIFFC Capture

fer LIFTR Transport

fetup LIFEU* Elastic upscatter

fetg—g LIFEI Elastic in-group scatter
fer,aw LIFEO Elastic downscatter
finet,g—g LIFII Inelastic in-group scatter
finet,aw LIFIO Inelastic downscatter

* used when ISOTOPE is on with up-scattering
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Table 7-3. Macroscopic cross sections

(ISOTOPE on, approximate treatment of Py anisotropic scattering, no up-scattering)

Symbol

$9-9

$,9'=9

g

Ztr.g

(vr%),

Em

Definition*
LNISIP
Ajif AL i i i i
Z N (Uez,g—an elg-g T Uinel.gﬁgfinel,gﬁg + G(n,Zn),g—nq)
i=1
LNISIP
i 1L i i i
- z N (Gel,Pl,g—anel,g—»g + Uinel,Pl,g—»gfinel,geg
i=1
i
+ U(n,Zn).Pl,gﬁg)
LNISIP
AL 1 i i i i
- z N (Gel,Pl,dwfel,dw + o-inel,Pl,dwfinel,dw + G(n,Zn),Pl,dw)
i=1
LNISIP
N i i i i i i
Z N (Gel,dwfel,dw + O-inel,dwfinel,dw + O-(n,Zn),dw)
i=1
LNISIP

§ N1 i i i i i i i i i
N (O-C,gfc,g + Jf,gff,g + Uel,g—>gfel,g—>g + Ginel,g—»gfinel,g—nq + O-el,dwfel,dw
i=1 ) ) ) )
i i i i i
+ O-inel,dwfinel,dw + +O—(n,2n),g—>g + G(n,Zn),dw+0mSC)

LNISIP
_ Nif A1 i i i i
z:t,g Z N (O-el,Pl,g—ngfel,g—ng + O-inel,Pl,g—>gfinel,g—>g + 0(n,2n),P1,g—>g)
i=1
LNISIP
N i i i i
- z N (Jel,Pl,dwfel,dw + o-inel,Pl,dwfinel,dw + U(n,Zn),Pl,dw)
i=1
LNISIP
Nifq0 A0 i
:E: N'(vor)  ffg
i=1
LNISIP
im( 010 [
Z N (acac + afaf)
i=1

*The mesh cell index #j has been dropped, and the following apply.

Input isotopes

Components

Cell-averaged number density for isotope i
Number density for isotope 7 in component m
Energy yield for neutron capture for isotope i

Energy yield for fission of isotope i
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8. Initial and Boundary Conditions, and Time Step Control

8.1. Initial Conditions and Initialization
8.1.1. Fluid-dynamics cell initialization

Fluid-dynamics mesh-cell variables are specified by cell regions through the input group XRGN.
The regions are defined by specifying the left, right, bottom, and top boundaries of fluid dynamics mesh
cells. For SIMMER-IV, the front and back boundaries are specified, in addition. The mesh-cell variables in
each region are assumed to be uniform. Region boundaries can overlap one another, and in this case later
input overrides the former specification. In addition, all the cell variables can also be specified mesh-cell-

wise through the input group XCWD. The cell-wise input overrides the region-wise specification.

For initial conditions of SIMMER-III/SIMMER-1V, volume fractions and temperatures of liquid-
and structure-field components, vapor temperature, fission gas pressure, and single-phase pressure are
specified by user-supplied input data. Before starting a calculation, initialization is required to define the
thermodynamic state of cell components based on these input variables. For liquid and structure
components, the specific internal energies and the specific volumes are determined from input temperatures

using the EOS relationships.

The thermodynamic state of the vapor mixture depends on the vapor temperature and the specific
volumes of vapor components. The condensable-gas partial pressures are defined to determine the specific

volumes. Currently the following three options are available:
® The condensable-gas pressure is defined as the saturation pressure of liquid which exists in a cell.

® The condensable-gas pressure is defined as the pressure of liquid which exists in a cell, assuming

that the liquid saturation temperature is the same as the vapor temperature.
®  All the partial pressures are specified by inputs.

The specific volume of a vapor component is calculated using the relationship. Then the
macroscopic density is defined by the volume fraction and the specific volume. The following two options

are available:

® For liquid- and structure-field components, the macroscopic densities are defined using the
volume fractions specified by inputs. For a vapor-field component, the effective volume fraction

is calculated using the specified liquid- and structure-field volume fractions.

® The macroscopic densities of real liquid and vapor are calculated so as to conserve the mass in a
cell, which is the real-liquid macroscopic density defined in the same way as described in the first
option. Thus, the specified volume fraction of real liquid in a two-phase cell is decreased

depending on the vapor macroscopic density.

It should be noted that there is no steady-state calculation capability to obtain equilibrated balanced

mesh cell conditions. For example, when a single pressure is specified for a region-wise input, it normally
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takes several cycles of transient calculation before the axial pressure distribution is developed due to

gravity.
8.1.2. Neutronics initialization

The spatial mesh structure used for the neutronics calculations is based on the fluid-dynamics mesh
structure, but the entire domain of the fluid-dynamics mesh need not be used. The regions to be considered
are defined by specifying the fluid-dynamics cells that arc the left, right, top, and bottom boundaries of the
neutronics problem (for SIMMER-III). For the neutronics methods, each mesh cell is assumed to be
homogeneous; that is, only averaged quantities arc described. For some problems, the size of the neutronics
cells must be limited to obtain realistic flux shapes. Thus, an option to subdivide fluid-dynamics cells is
provided, in which the number of subdivisions desired is user-specified, and the fluid-dynamics cells arc

subdivided into equal-volume neutronics cells.

Isotopic compositions of five nuclear materials (fertile fuel, fissile fuel, steel, sodium, and control)
are specified by user input instructions. Multiple sets of cross-section data can be specified in different
regions, which are called “cross-section regions”. This means, for example, the composition of fissile fuel
isotopes in one region may differ from one in another region. Since the cross-section regions are fixed in

space, they must be used carefully when material motion across a region boundary is allowed.

The neutronics and fluid-dynamics equations are partially decoupled; that is, the equations are not
solved simultaneously at each time step. This approach permits the separation of the neutronics and fluid-
dynamics methods and requires only the communication of such key quantities as component temperatures,

densities, and powers.
The neutronics initialization is performed in the following steps:
® Read input data and check for consistency
® Read cross-section binary files (ISOTXS and BRKOXS)
®  Set up neutronics mesh geometry and cross-section regions
® (alculate an initial stationary flux and an initial adjoint flux
® Perform transient-state initialization if ITR=1

® (Calculate material-wise power (specific internal energy generation rate) distribution to be used in

the fluid dynamics

In the multi-group, neutron transport model, the multi-group cross-section data must be prepared by
collapsing fine nuclear data from the nuclear library and input as standard-format files: ISOTXS for

infinite-dilute microscopic cross sections and BRKOXS for self-shielding factors (f-table).
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8.2. Boundary Conditions

8.2.1. Fluid-dynamics boundary conditions

The fluid-dynamics boundary conditions for SIMMER-III/SIMMER-IV have been made much

more flexible than the previous SIMMER-II and AFDM codes. For implementing the boundary conditions,

an extra layers of mesh cells are included around the surfaces of the computing mesh. These "fictitious"

mesh cells, called also as boundary cells, provide exterior locations for the storage of boundary values that

can be used automatically to evaluate the field equations.

Boundary conditions can be specified for each of the boundary cells. Currently, the following

boundary conditions are available

A rigid, free-slip boundary condition.
A rigid, no-slip boundary condition.

A continuous inflow/outflow boundary condition, where the same flow condition as the adjacent

real cell is used also for inflow.
The flow velocities and pressure in boundary cells are kept constant to the initial values.
A pressure boundary condition specified by a constant value or a pressure-versus-time table.

A velocity boundary condition specified by a constant value or a velocity-versus-time tables (for

all fluid velocity components).

A temperature boundary condition specified by a constant value or a temperature-versus-time

tables (for all fluid energy components)

8.2.2. Virtual wall model

A concept of virtual walls is unique but extremely useful in flexibly restricting a flow direction or

modeling flow channels within a computational mesh. Virtual walls can be placed at any mesh-cell

boundaries according to user specifications, with the only purpose of restricting fluid flow across the walls.

The model has the following features:

The wall is bodiless, having no mass, volume nor energy.

The velocities of the flow normal to the wall are set to zero.

The free-slip condition, with no wall friction, is applied along the wall.
Two cells with the wall in between are thermally decoupled.

The virtual walls can be specified for each cell at four or six cell boundaries for SIMMER-III or
SIMMER-1V, respectively.

For further flexibility, ON and OFF timings of the walls can be specified by the user for

individual cells.
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8.2.3. Internal boundary conditions

Treatment of internal boundary conditions has been developed to model fluid inflows at certain
locations within a computational mesh. The model was originally intended to simulate a phenomenon of
high-pressure steam-water injection during an LMFR steam-generator accident. Even though the study has

not been conclusive, this unique model is included in SIMMER-III/SIMMER-IV as an input option.

In the model, the inflow boundary conditions are applied to the mesh cells specified by the user, in
which the fluid velocities in two or three directions are specified for all the velocity components. The

velocities are specified as input constant values or time history tables.
8.2.4. Simple primary loop and pump model

In many of the former reactor calculations, the pressures at the reactor vessel inlet and outlet are
specified by pressure boundary conditions with a constant value or a pressure-versus-time table. This
treatment may become inappropriate when the vessel pressure changes largely, since an inertia of coolant
in the cooling loop piping is neglected. To improve this situation, a simple primary loop and pump model
has been developed, taking advantage of the internal boundary condition. The outline of the model is as

follows:

A primary loop with a circulation pump is modeled as a one-dimensional axial channel, within a
computational mesh but outside the reactor vessel internal that is the main region of SIMMER calculations.
Hence the primary loop channel must be disconnected from the main region by means of “virtual walls”,
except that the bottom and top of the loop are connected to the reactor lower and upper plena, respectively.
The location of the pump cell is specified by the user. For the primary loop piping, the inertia of coolant is
simulated by specifying the lengths above and below the pump cell and the diameter of the pipe. A simple
momentum equation is used to calculate the dynamic response of the loop. The multipliers can be specified
by the user to change the effects of inertia and gravity force terms in the momentum equation for the

primary loop. The calculation is performed independent of the SIMMER fluid-dynamics.

The pump model is defined at a user-specified cell by giving the rated flow rate, inflowing coolant
temperature, pressure head, the pump revolution-versus-time table to simulate flow coastdown
characteristics. A coolant flow from the pump is limited to the downward direction to the cold leg and is
led to the reactor lower plenum. The coolant circulated through the reactor vessel flows back to the pump
via the hot leg. Although a heat exchanger is not modeled, the coolant temperature is reset to the constant
initial value and thereby simulating the heat removal from the reactor vessel. More than one pumps can be
defined for 2 or 3 loop calculations, especially with SIMMER-IV.

8.2.5. Neutronics boundary conditions

In the standard use of SIMMER-III/SIMMER-IV, the neutronics boundary conditions outside the
neutronics mesh are vacuum, except that at the centerline of a cylindrical geometry a reflective boundary
condition is employed. In the vacuum boundary condition, the value of the angular flux on the boundary is
set to zero for all incoming directions. In the reflective boundary condition, the value of the flux on the

boundary for incoming directions is set equal to the value of the outgoing flux in the direction
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corresponding to specular reflection. The options for boundary conditions available for the discrete-
ordinate neutron transport solver model of TWODANT/THREEDANT can be used in SIMMER-
HI/SIMMER-1V, as well. They include: non-vacuum boundary condition such as reflective, periodic, and

white boundary conditions.
8.3. Time Step Control
8.3.1. Fluid-dynamics time step control

The fluid-dynamics time step controls play important roles in computational efficiency, accuracy
and stability. There are 16 controls that influence the fluid-dynamics time step size in SIMMER-
III/SIMMER-IV. Based on the following controls, optimum time step sizes are automatically chosen; many
of them are physics-based, taking advantage of experience in running SIMMER-III/SIMMER-IV and the

previous codes.
(1) Initial time step (DTSTRT)

Since there is no steady-state initialization capability in SIMMER-II/SIMMER-IV, the fluid-
dynamics calculation performs more smoothly if the first several cycles use a relatively small time step size
(default: 107 s). The initial time step can be kept for an input number of cycles NDTO unless some other

time-step control requires a smaller time step.
(2) Maximum time step (DTMAX)
The time step is not permitted to exceed a user-specified maximum value DTMAX (default: 107 s).
(3) Twice the previous time step size (2*DTP)
The time step is limited to twice the previous time step.
(4) Velocity Courant condition (COURTN)

The semi-implicit fluid-dynamics algorithm requires a numerical stability criterion based on a
velocity (not sonic) Courant condition, in which material is restricted to convect one mesh cell in a single

time step. This leads to time-step size limitation such that

A < Comin l/min[rfoi, riileiH] min[Ayy, Ayiiq] min[Azj, Azj+1] | acn (8-1)
t , -

e ) L ) O S 0 A

where C; is an input Courant number (default: 0.4).

(5) Optimum number of pressure iterations (OPTPIT)

The time-step size affects the number of pressure iterations required to converge to the end-of-time-
step fluid state. An increase in the time-step size increases the number of pressure iterations. From four to
six pressure iterations in each time step minimize the overall computational effort for typical problems.

This time-step control is used to estimate the time-step size that yields a user-specified optimum number of
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pressure iterations, OPTPIT (default: 8). If the last time step At™ required ITERA pressure iterations, a next
time step will be estimated by assuming the time-step size is proportional to the number of pressure

iterations,

At = fi ALY, (8-2)

(6) where the factor f 7 is evaluated as

At if £ >1
fir = : (8-3)
(fip)? if fir <1
where At is the user-specified maximum fractional change of the time-step size (default: 1.05) and the

factor f;- is evaluated by assuming the time-step size is proportional to the number of pressure iterations,

OPTPIT
S =————+10710, 8-4
fir ITERA + 1 + -4

(7) Source-term decoupling

The time step can be optionally restricted by monitoring the potential sources of source-term
decoupling error. This is done by restricting the fractional changes in: the cell pressure between Step 1 and

Step 2, and Step 2 and Step 4; and the vapor temperature between Step 1 and Step 2, and Step 2 and Step 4.
(8) Excessive V/C iteration (DTIVC)

If the number of the vaporization/condensation iterations exceeds a user-specified maximum, the

next time step size is halved.

The minimum time step size of the criteria from (2) to (7) is used to calculate the next cycle. The

predicted time step is compared with the following minimum values.
(9) Minimum time step (DTMIN)

The time step is not permitted to be reduced below a user-specified minimum value DTMIN
(default: 10 s). The calculation is intended to terminate when the time step is decreased below DTMIN.
Currently, however, this abortion is bypassed and the calculation is continued by setting the time step to

DTMIN with printing an error message.
(10) Fuel-pin heat-transfer (reactivity) time step (DTHN)

The time step size cannot exceed the next fuel-pin heat transfer time step or neutronics reactivity

step.

Furthermore, a capability of re-calculating the same cycle with a halved time step size is available,
whenever non-convergence is detected in iterative operations in fluid dynamics. The time step is controlled

by the following additional conditions.
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(11) Non-convergence in V/C

Non-convergence occurred in the non-equilibrium V/C calculation.
(12) Excessive change in vapor temperature in V/C

The excessive change in vapor temperature is detected in the V/C iteration.
(13) Non-convergence in vapor temperature in EOS

Nonconvergence occurred in EOST called from either STEP1 or STEP4.
(14) Extremely low vapor temperature in EOS

The vapor temperature became lower than the minimum vapor temperature in EOST called either
from STEP1 or STEP4.

(15) Non-convergence in velocity iteration in STEP2 or STEP4

Non-convergence occurred in the velocity iteration either in STEP2 or STEP4.
(16) Non-convergence in pressure iteration in STEP3

Non-convergence occurred in the velocity iteration either in STEP2 or STEP4.
(17) Keeping reduced time step size

This is a special control to avoid an oscillatory change in time step sizes in successive cycles. The
time step size, which has been reduced by any of the above controls, is kept for a user-specified number of

cycles.
8.3.2. Fuel-pin heat-transfer time step control

Fuel-pin heat-transfer time steps are controlled based on the changes of specific internal energies of

pin fuel and cladding, and the change of the total power (or amplitude).

sn+1

Atrrrllew = ngm MALLOM, and (8_53)
n+1

At{;ew = ngp mAtmd, (8_5b)

where P™ is the power amplitude, and f,,, and fp are the input multipliers used when a tighter control is
desired. The time step control also considers the user-specified minimum and maximum, the previous time
step, the neutronics reactivity step and the fluid-dynamics time step. Finally the new time step is

determined by

At™Y = max|Atpin, min(Atygy, Aty, At,, 4At°4)]. (8-6)
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When the neutronics calculation is performed, the time step size is set to be the same as the
reactivity step for a standard use, because the reactivity feedback and fuel heat generation are closely
related each other. However, the heat transfer time steps can be optionally controlled independently or

forced to the fluid dynamics steps.
8.3.3. Neutronics shape time-step control

Most of the neutronics time-step controls are taken from SIMMER-II and they are briefly described

in this section. More detailed description is available in the SIMMER-II manual®.

The neutronics time-step controls are used to anticipate the need to terminate a series of fluid-
dynamic steps to update the amplitude function extrapolation (reactivity step) or to terminate a series of
reactivity steps to update the flux shape (shape step). Generally, time-step controls monitor quantities that
may affect the validity of the reactivity projection, such as a high reactivity derivative or a high reactivity
state (implying a high power level) and significant system changes, such as the maximum change in
internal energy or density. Time-step controls for shape steps generally monitor quantities that reflect the
rate of flux-shape changes, such as the rate of flux tilt from previous steps and the deviation of the quasi-

static constraint at reactivity steps.

The tightness of the control depends on the reactivity of the system. The controls become very tight
for a reactivity near prompt critical, but they are relaxed for a reactivity not near prompt critical. There are

two time-step reduction factors that appear in several of the individual time-step controls:

fi(p) =1 —=(1—g4)exp [—817 (%) ] ,and (8-7a)

f2(p) = fi(0)'/?, (8-7b)

where &, and &, are user-specified parameters (recommended values: 0,02 and 0.08515781). These
recommended values tighten the time-step control as the system nears criticality and tighten even more as

the system nears prompt critical.

During transient calculations, the shape time step is predicted or limited by the following individual

controls.
(1) Previous shape step

The shape step is limitcd to 10 times the maximum of the previous two shape time steps.
(2) Change in leakage

The shape time step depends on the rate of change in the leakage contribution to the reactivity

according to

AT + (t" — )15t
Ats? = fi(p)eg -1 ) (8-8)
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where
& the user-specified time-step control limiting the relative change in the leakage contribution
to the reactivity,
I the extrapolated leakage contribution to the reactivity for the most recent reactivity step,
I the time for the most recent reactivity step,
t? the time for the most recent shape step, and
571 the leakage contribution to the reactivity for the previous shape calculation.

(3) Number of reactivity step
The shape time step cannot extend over more than a number of reactivity steps specified by the user.
(4) Last (largest) real time for the current run
A shape calculation is taken at the end of the problem time.
(5) Maximum shape step
The shape step is limited by a maximum size specified by the user.
(6) Change in neutron flux shape

The tilt of the total flux shape is calculated as the relative change in the flux at each mesh point:

IGM IGM IGM

Ty = Z ijg Z g Z Pijg - (8-9)
g=1 g=1 g=1

where ¢, and ¢3! are the most recently calculated and the previous flux shapes, respectively. From this

ijg
flus tilt through the mesh, the next time step is estimated as:
ALSE = f1(p)At’eq ’
max((1,,1) — min([7, ) (5-10)

where At® denotes the shape step between t and t571 and &, is the user-specified parameter for monitoring
the flux tilt.

(7) Change in reactivity

The shape step is predicted by the change in reactivity:

fi(p)ewgB” — Ip" — p°|
Ar|a1 - azAtrl ’ (8-11)

Ats = (t" — t%) + max 0.0,

where

€18 the user-specified time-step control for the maximum reactivity change (in dollars) per
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shape step,
B" the effective delayed neutron fraction for the most recent reactivity step,
p the reactivity for the most recent reactivity step,
p? the reactivity for the most recent shape calculation, and
A the neutron generation time for the most recent reactivity step.

and a, and a, are the first- and second-order coefficients of the parabolic fit p/A for the most recent

reactivity time step.
(8) Deviation from quasistatic method constraint condition (optional)

If the option for flux shape update at reactivity steps is used, the shape step is halved to limit the
deviation from unity of quasistatic constraint.

N

At
Ast0 = ——, if (¥ = 1) > ¢, (8-12)

where g;, is the maximum deviation from unity of quasistatic constraint (y) specified by the user.
(9) Request of an external source model (optional)

If the external neutron source option is used, the shape step is forced to the time requested by user

input specification.
(10) User-specified constant shape step (optional)
The shape time steps can be kept constant by user input specification.

The minimum of the controls (1) through (9) is taken, depending on the model option, and checked
for the control (10). In addition, to avoid the situation that the shape step becomes unfavorably small, the

minimum size is internally set to 107 s.
8.3.4. Neutronics reactivity time-step control

During the transient neutronics calculations, the reactivity time step is predicted or limited by eight

individual controls in the neutronics.
(1) Previous reactivity step

The reactivity step is limited to twice the maximum of the previous two reactivity steps.
(2) Change in reactivity

The reactivity step is limited to twice the maximum of the previous two reactivity steps.

e SPesp

T AT|ay — a,AtT] (8-13)
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where &5 denotes the time-step control specified by the user for limiting the maximum reactivity change per

reactivity step.
(3) Next shape time step
The reactivity step is limited by the shape step.
(4) Maximum reactivity step
The reactivity step is limited to a maximum size specified by the user.
(5) Change in amplitude

The reactivity time step is limited by the rate of change in the flux amplitude solution by solving

(8-14)

| No + N1 At™ + N, (At™3)?\  2.3f,(p)
n NT e

for At™, where &, denotes the time-step control specified by the user that determines the number of

reactivity steps per power decade.
(6) Maximum inverse period
The reactivity time step is limited by the change in inverse period,

lo™ — 0| < &gf2(p), (8-15)

where g denotes the time-step control specified by the user for the maximum inverse period change per

reactivity step. The reactivity time step is given by the minimum of these six time-step controls.
(7) Current shape step size
The reactivity time step is limited by the shape time step.
(8) User-specified constant reactivity step
The reactivity time steps can be kept constant by user input specification.
The reactivity time step is given by the minimum of (1) to (7) and then further checked for (8).

The reactivity steps are also controlled by the fluid dynamics, in order to take into account the
influence of change, for example, in fuel mass or temperature on reactivity calculations. For this purpose,
the total masses and internal energies for fuel, steel and sodium are summed up over a series of fluid-
dynamics time steps. The following seven controls are tested against user-specified criteria, and the
minimum is taken as the next reactivity step. The fluid dynamics control of reactivity steps works

independently of the neutronics control of time steps described above.
(9) Fractional change in the total fuel mass

The change in material density per reactivity step is limited. For the fuel density, this control is

given by

-212 -



JAEA-Research 2024-008

n-1
- n+l o n _ n+1
Z Z|(pfuel)ij _(pfuel)ij Vij /Z(pfuel)ij Vij <f1(p)€14: (8-16)
n=n’" ij ij
where
€14 the control specified by the user that limits the maximum absolute fuel mass shift in a

reactivity step,

n the number of the fluid-dynamics time step that began the current reactivity step, and

the most recent fluid-dynamics time step number.
The total fuel macroscopic density prye is calculated by summing over all fuel components. If the
inequality is not satisfied after a fluid-dynamics time step, the fluid-dynamics calculation is suspended and

a reactivity step is taken.
(10)Fractional change in the total steel mass

A similar control applies to the steel mass change and is controlled by the user input quantity &;.
(11)Fractional change in the total sodium mass

A similar control applies to the sodium mass change and is controlled by the user input quantity &;¢.
(12)Fractional change in the total fuel internal energy

The change in material energy per reactivity step is limited. For the fuel energy, this control is given

by
n-—1
_ n+1 _ n _ n+1
Z Z |(pfuelefuel)ij - (pfuelefuel)ij| Vij / Z(pfuelefuel)ij Vij < fl(p)gllt (8-17)
n=n" ij ij

where &;4 denotes the control specified by the user that limits the maximum absolute fuel mass shift in a
reactivity step and the total fuel energy (p—fuelefuel) is obtained by summing over all fuel components. If
the inequality is not satisfied after a fluid-dynamics time step, the fluid-dynamics calculation is suspended

and a reactivity step is taken.
(13)Fractional change in the total steel internal energy

A similar control applies to the steel energy change and is controlled by the user input quantity &,,.
(14)Fractional change in the total sodium internal energy

A similar control applies to the sodium energy change and is controlled by the user input quantity

613 .
(15)Change in amplitude projected to fluid dynamics

The number of reactivity steps per power decade is limited according to
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f2(p)
|biAt" + by (At7)?| > 235, (8-18)
where
Ath the time interval from the start of the most recent reactivity step to the end of the most

recent fluid-dynamics step,

b,.b,  the first-and second-order coefficients in the exponential fit to the amplitude function over
the most recent reactivity step, and

& the control specified by the user that determines the number of reactivity steps per
amplitude decade.

If this inequality is satisfied, the fluid-dynamics calculation is suspended and control is returned to the
neutronics calculation to perform the next reactivity step. In that case, the reactivity time-step size is set to
Ath.
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9. Special Models

During the long history of the SIMMER code study at JAEA, several special or ad hoc models have
been developed. Some of them are included in the standard code library at JAEA and were documented in
the previous chapters. However, not all the models developed thus far have not yet been completed to be
used as standard models. In this chapter, the following three models are described briefly because of their
possible use in the future studies with SIMMER-III or SIMMER-IV.

® Inter-subassembly gap model
® SIMMER-LT
® SIMMER-SW
9.1. Inter-Subassembly Gap Model
9.1.1. Background

Inter-subassembly gaps outside the active core region are known to provide an effective path for
early fuel removal from the core and thereby to significantly reduce a recriticality potential during CDA
sequences. The separate effect of this was first evaluated as a part of the comprehensive safety assessment
of CDA energetics in Clinch River Breeder Reactor’®. For a whole-core calculation, the gap flow channel,
which spreads radially and axially, is too complex to be modeled. In the two-dimensional axisymmetric
geometry of SIMMER-III, the gap cannot be simulated. The gap flow channels can be modeled in the
SIMMER-IV three-dimensional rectangular geometry; however, they cannot be treated together with the

intra-subassembly structure and flow at the same time.

A special model has been developed to simulate a flow of molten core materials into the inter-
subassembly gap channels within the framework of the standard SIMMER fluid-dynamics model. The
model is available as an input option for SIMMER-IV, but is not available for SIMMERC-III because gap

geometry cannot be modeled.
9.1.2. Model outline

The gap flow model simulates the molten core material flow through the inter-subassembly gap
channels in the region of radial blanket, reflector and shield subassemblies which are located outside the
active core. The gap channels in the active core (and internal blanket if any) cannot be simulated. The
internal contents of the subassembly, which must be preserved for maintaining the neutronics state, cannot
be modeled with a gap flow channel at the same time. Therefore, the present gap flow model requires
special and rather tricky geometrical treatment as: allowing only a gap flow channel till it wall failure and

combining.
The following assumptions are made in the model:

® The gap channel is initially filled with sodium, and the gap wall is modeled by cladding having

the same macroscopic density and surface area as the can wall (wrapper tube) of the
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subassembly to which the gap channel is assigned. This means the flow area and hydraulic

diameter of the gap are made consistent with the designed geometry.

® The gap channel is accessed by molten core material when the outermost can wall of the active

core subassembly fails.

® Although the axial boundaries of the gap region can be specified by user input, an entire
subassembly length is normally specified. The bottom of the gap region is blocked to avoid

unphysical in-flow of cold sodium from the subassembly inlet region.

® The interior of a subassembly in the gap flow region is initialized as no-flow volume, which is
thermally decoupled from the gap sodium and wall. The contents (macroscopic densities and
internal energies of the components) are stored as they are at the initial state. They are excluded

from the fluid-dynamics calculations, but are used in the neutronics calculation.

® When a gap wall, modeled as cladding, breaks up due mainly to melt attack from the molten
core material, the contents of the subassembly except for sodium are restored in the relevant
mesh cell and they are mixed with the gap fluids including sodium, core materials and the
broken-up steel for fluid-dynamics calculations. Intra-subassembly sodium is removed to
prevent unphysical pressure events caused by numerical mixing such as rapid cooling by cold

sodium and rapid pressurization due to fuel-coolant interactions.

® The fluids in the mesh cell of a failed subassembly are connected to the surrounding mesh cells

only through gap flow channels.

This model is simple but very useful for simulating fuel removal from the core at an early stage of
core disruption without forming a bottled-up core pool which has a potential of large-scale fuel motion
resulting in energetic recriticality events. There are some drawbacks in this model from the neutronics
aspects. Intra-subassembly contents are kept at the initial state and hence the reactivity feedback effect of
transient temperature changes is not calculated. Upon failure of the gap wall, intra-subassembly sodium is
intentionally eliminated. This may increase neutron leakage and thereby have a negative reactivity
feedback effect. Nevertheless, these neutronics effects are considered relatively small in comparison to a

large negative reactivity effect of extended fuel motion out of the active core through the gap flow channels.

This special model is rather tricky and of limited scope. For example, the molten core material
cannot move axially inside the subassembly from the gap wall failure node. Therefore, the model must be

used carefully especially for a longer time simulation.
9.2. SIMMER-LT
9.2.1. Background

The SIMMER-III and SIMMER-IV codes provide a feature to comprehensively simulate transient
multi-phase fluid-dynamics behaviors of core materials that are coupled with neutronic feedback effects.
The codes have been applied to various analyses of neutronically active LMFR core-disruptive accident

sequences that typically last for a few to tens of seconds. Because of an enormous computing effort
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required, the code application is usually limited to simulating transient of a few minutes at most. However,
even after permanent neutronic shutdown of the accident, movement and interactions of disrupted core
materials further continue into a long-term post-accident material relocation and heat-removal phase. No

practically useful computer code has yet been made available for analyzing this phase.

From the above background, the development of SIMMER-LT (long term), a fast-running version
of SIMMER-III, has been attempted in collaboration with Kyushu University>. Since no neutronics
calculations are necessary for simulating the post-accident phase, the development of SIMMER-LT is

restricted to the fluid-dynamics module of SIMMERC-III only and consists of:
® Performance measurement of SIMMER-III
® Parallelization of the fluid-dynamics module
® Improved time-step control
® Simplification of the heat- and mass-transfer model

SIMMER-LT is not an independent code but is included in the standard program library of
SIMMER-IIIL. The improved time-step control and the simplified V/C models are respectively activated by

user input specifications.
9.2.2. Performance measurement of SIMMER-III

As the first step, a computing cost distribution was measured for a typical reactor problem with 7
velocity fields and 3096 mesh cells, with no neutronics. The CPU time fractions spent in the fluid-

dynamics modules are:
® 73% in Step 1 (intra-cell transfers) and 26% in Steps 2 to 4 (inter-cell convection)
® 41% of total in heat and mass transfer calculations (56% of Step 1)

It was shown that about 3/4 of the CPU time is spent in Step 1, which is characterized by complex
intra-cell (local) heat and mass transfer processes involving multi-phase and multi-component fluids and
structure. It was also shown that, among the various heat and mass transfer models in Step 1, non-
equilibrium vaporization and condensation (V/C) model is most costly because an iterative procedure with
frequent EOS function calls is implemented to solve non-linear mass and energy equations cell by cell.
Thus, the speed-up of the V/C calculation is critical for SIMMER-LT, with consideration that rapid

transient processes need not be simulated in the post-accident phase.

5 The development of SIMMER-LT is performed partly under the task "Development of Severe Accident Evaluation
Technology (Level 2 PSA) for Sodium-Cooled Fast Reactors" entrusted from the Ministry of Education, Culture, Sports,
Science and Technology of Japan (2010).
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9.2.3. Parallelization

Parallelization is one of the most powerful tools in speeding up many of scientific and engineering
computations taking advantage of recent parallel computing technology. Considering the characteristics of
SIMMER-III from the point view of parallelization, use of a symmetric multi-processor (SMP) machine is
more suitable than a distributed-memory parallel (DMP) machine. Although the latter technology has
become mainstream of today’s supercomputers, the former SMP technology is used in SIMMER-III
because typical numbers of mesh cells are not huge (ten thousands at most) and excessive data
communications among processor elements can be avoided. It should be reminded that the computing cost
of SIMMERC-III fluid dynamics is not attributed to the large number of mesh cells to obtain good spatial
resolution but to the accuracy of complex intra-cell heat and mass transfer operations that cannot be
parallelized. Therefore, the SMP technology is selected for SIMMER-III and OpenMP (Open Multi-
Processing) is used as a programming interface to process multiple threads in parallel. The previous

experience gained at JAEA in parallelizing three-dimensional SIMMER-1V has been utilized fully.

In general, speed-up by parallel computation is attained only in a parallel portion of the program
and a sequential portion cannot be sped up, even if the number of parallel processors increases. Hence it is
essential to maximize the parallel portion (fraction) to gain practical speed-up of the entire program. A
parallel fraction of about 90% has been attained for SIMMER-III and, for a 2870-cell LMFR core
disruption problem, the speed-up by a factor of 6 was obtained with 16 processor elements. In addition, the
standard pressure iteration matrix solver was parallelized, but its speed-up effect became significant only

with large number of mesh cells (10* or more cells).
9.2.4. Time-step control

The fluid-dynamics time-step control, as described in Section 8.3.1, is mainly dominated by the
Courant condition and the optimum number of pressure iterations, both of which are necessary for stable
and accurate calculation of inter-cell fluid motions computed in Steps 2, 3 and 4. However, these two time-
step controls, related to fluid convection, are not necessary for stable and accurate calculation of intra-cell
heat and mass transfer operations in Step 1. In slow transient problems, to which SIMMER-LT is to be

applied, with no rapid V/C occurring, larger time-step sizes can be used for Step 1.

From the above consideration, a new and independent time-step control for Step 1 has been
developed as an input option, in which convection-related controls are eliminated. For a typical LMFR core
disruption test problem without neutronics and with ca. 2000 mesh cells, Step 1 time-step sizes are more
than an order-of-magnitude larger than the fluid-dynamics time step for fluid convection. With this revised
two-level time-step control method, a factor of 3 speed-up in the overall fluid-dynamics calculation is

achieved.
9.2.5. Simplification of the heat- and mass-transfer model

In slow transient problems, to which SIMMER-LT is to be applied, with no rapid V/C occurring,
detailed and accurate treatment of non-equilibrium V/C processes is not always required. To simplify the
standard V/C model, two approaches have been developed by eliminating the original complex procedure

to solve non-linear processes.
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In a simplified equilibrium V/C (SEVC) model, it is assumed that a certain vapor component
becomes equilibrated with the corresponding liquid component instantaneously within the same time step.
Since there is no need for iteratively solving matrix equation for individual cells, computing cost can be
significantly reduced. However, there are some shortcomings that would limit its applicability compared to
the second approach as described below. Namely, phase transition of different materials cannot be modeled
simultaneously nor superheated vapor cannot be treated. Currently, the SEVC model is extended to treat

steel boiling and condensation where liquid sodium is not present.

The second approach is still simpler than the original non-equilibrium model but is more
sophisticated than the SEVC model and is called an equilibrium V/C (EVC) model. In the EVC model, a
liquid-vapor heat transfer rate due to temperature difference is expressed by deviations of vapor and liquid
enthalpies from the saturation condition. By introducing a relaxation time constant to the model, mass

transfers associated with energy transfers are modeled as an equilibration process as:

i (iCon,Gm - eLm)ﬁLm + (iVap,,Gm - iGm)ﬁGm

E . . _
1—‘G,(l?m = - T h , if (lCon,Gm - eLm)me
m Con,Gm (9_1)
+ (iVap,,Gm - i)ﬁcm <0
1 (i — epm)Pim + (i —igm)P.
E Con,Gm Lm)FLm Vap,Gm eGmjJFem . . _
FLrS,G =  if (lCon,Gm - eLm)me

Tm hCon,Gm (9‘2)
+ (iVap,,Gm - iGm)p_Gm >0

With this relaxation time constant, the transient thermodynamic state of vapor can be deviated from
saturation and thereby non-equilibrium nature of real vapor is modeled to some extent. Potential numerical
instabilities caused by rapid changes in vapor state can be avoided by this relaxation time constant, as well.
The EVC model requires an iterative solution procedure, and thus the speed-up effect is less than the SEVC.

In the EVC model, simultaneous V/C of steel and sodium can be treated,

The SEVC and EVC models have been validated against selected experiments including non-

energetic phase transition processes, such as a long-lasting transient sodium boiling in a pin bundle.
9.3. SIMMER-SW
9.3.1. Background

Because of the generalized framework of the fluid-dynamics model of SIMMER-III and SIMMER-
IV, broader application and extension of these codes have been proposed in the areas other than LMFR
core disruptive accident analyses. One of such new areas of application studied in around 2000 is a
simulation of sodium-water reaction postulated as a design basis accident of the LMFR steam generator
(SG). In an event of SG tube rupture, a high-pressure water/steam mixture is injected into liquid sodium
and energetically reacts with sodium. The reaction generates pressure events that may jeopardize the
integrity of SG and the jet of corrosive reaction products may erode nearby intact tubes (wastage) with
potential failure propagation. In this study, using the framework of SIMMER-III and SIMMER-IV, the
model for sodium-water (SW) reaction was developed and was coupled with the original fluid dynamics®”.

Because of fundamental difficulties in simulating an entire sequence of the sodium-water reaction, the
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development has been suspended. SIMMER-SW is included in the program library at JAEA as a code

option (active only if SW in on) for future possible continuation of the study.
9.3.2. Model outline
The outline of the sodium-water (SW) reaction model is summarized as follows:

® Sodium and water are simulated by the SIMMER-III materials fuel and sodium, respectively.
Hydrogen generated by reaction is simulated by fission gas. The EOS and TPP parameters are
specified by input.

® Ejection of the water/steam mixture is modeled using the internal boundary condition as
described in Section 8.2.3.

® Chemical reactions with hydrogen generation is modeled assuming a limited reaction rate and

limited reaction area.

® The pressure events, calculated by the original SIMMER fluid dynamics, include: rapid
pressure spike upon SG tube rupture and single-phase pressure propagation, and broader
pressure buildup due to heating by exothermic reaction, water vaporization and hydrogen

generation.

The simulation of an early phase of the SW reaction requires a sufficiently fine spatial and temporal
resolution (extremely small mesh-cell sizes and time-step sizes). Keeping the same order of fine resolution
in a longer time simulation is judged to be impractical. Also, the experimental knowledge is not sufficient

for further model refinement and validation.
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10. Concluding Remarks

The development of SIMMER-III and SIMMER-IV has been a long-lasting effort starting from at
around 1990. The initial code versions were made available by the mid-2000s with all the originally
planned framework and models. A full code documentation was repeatedly proposed but has never been
completed until the present report is finally issued this time. Although some of the individual models were
documented as JNC (current JAEA) reports, there have been many model revisions and additions later.
Thus, the purpose of this reports is to provide a complete documentation of the SIMMER-III/SIMMER-IV
models and methods including recent model revisions and additions. For those individual models which are
documented in detail, only the summaries of models and methods are described in this report. The
verification and validation of the codes, an important element of software development, were already

documented in detail elsewhere.

The SIMMER-III and SIMMER-IV codes provides today’s standard and most advanced tool for
LMFR CDA simulations. Actually, the codes have been already used widely in reactor safety analyses in
Japan, including the safety assessment in licensing applications. It has been demonstrated that the
limitations with respect to applicability, accuracy and stability in the former code is largely removed for
more reliable calculations. With the generalized framework and flexible treatment of material components
especially in the fluid-dynamics model, the codes can be applicable to non-liquid-metal reactors and non-

reactor transient multi-phase problems.
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Nomenclature

Symbols

Aym
Ay Aup

AM,B—>D: AM,D—)B

Agar B

qaq’ > —qq’

AqS ) BqS

d
Fija

Convectible interfacial area per unit volume of energy component M associating
the relevant interfacial area (m!)

Convectible interfacial areas per unit volume of component M in bubbly and
dispersed regions (m-')

Convectible interfacial area diffusion terms between bubbly and dispersed regions
(m)

Laminar and turbulent terms of momentum exchange function between velocity
fields ¢ and ¢’

Laminar and turbulent terms of momentum exchange function between velocity
field ¢ and structure

Binary contact area per unit volume, structure surface area per unit volume (m)
Radius of discrete contact points between crust and structure (m)

Interfacial area between continuous and discontinuous (dispersed) phases (m™)
Parameters of momentum exchange function between velocity fields g and g’

Parameters of momentum exchange function between velocity field ¢ and
structure

Separation distance of contact points between crust and structure (m)
Orifice pressure drop coefficient for lateral fluid flow

Drag coefficient based on Ishii's drag similarity hypothesis

Delayed neutron precursor concentration for precursor group d (m-)
Virtual mass coefficient

Convective term

Specific heat (J kg! K1)

Specific heat capacity at constant pressure (J kg'! K1)

Specific heat capacity along a saturation curve (J kg! K1)

Specific heat capacity at constant volume (J kg! K1)

Residual error in vapor internal energy with pressure-volume work term in Step 3
pressure iteration (J m-3 s)

Hydraulic diameter (m)

Residual errors in mass conservation in Step 3 pressure iteration (kg m s1)
Neutron energy (J)

Specific internal energy (J kg!)

Total effective neutron source

Delayed neutron precursor shape

- 227 -



f
fe

f cr,stab

few
fi

fM,n

fxl,ijg
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Resonance self-shielding factor
Melt fraction of cladding

Factor to adjust the minimum stable crust thickness depending on the surface
shape

Melt fraction of can wall

Factor to adjust the heat-transfer area between two cells having different volume
fractions in the inter-cell heat transfer

Mass fraction of isotope # included in fuel component M in the Pu-vector model

Shielding factor for isotope i for reaction type x

Grashof number

Acceleration by gravity (m s2)

Parameter to represent the effect of multiple contact points

Heaviside unit function (=1 if x>0, =1/2 if x=0, =0, if x<0)

Heat transfer coefficient (W m2 K-!)

Rigid particle internal heat transfer coefficient (W m2 K-!)

Fluid particle (droplet or bubble) internal heat transfer coefficient (W m2 K-!)
Heat transfer coefficient in a continuous phase fluid to a particle (W m2 K-!)
Heat transfer coefficient in a continuous phase fluid to structure (W m2 K1)
Heat transfer coefficient from a liquid film to structure (W m2 K)

Heat transfer coefficient in a droplet or solid particle to structure (W m2 K-!)
Heat transfer coefficient between moving droplets in dispersed flow (W m2 K1)
Film boiling heat transfer coefficient (W m2 K1)

Heat transfer coefficient (W m2 K-!)

Specific enthalpy (J kg™!)

Effective latent heat of condensation/vaporization (J kg!)

Heat of fusion (J kg™!)

Effective mass-transfer coefficient, in the presence of mass transfer (kg m=> s!)
Heat-transfer coefficient with interface resistance (W m2 K-!)

Interface resistance heat-transfer coefficient between crust and structure (W m-2
K

Structure-side heat-transfer coefficient with interface resistance (W m2 K1)
Liquid-side heat-transfer coefficient with interface resistance (W m2 K!)
Liquid-side heat-transfer coefficient (W m?2 K-1)

Heat of vaporization (J kg™!)

Normalized decay heat energy fraction, defined as the precursor concentration
times energy release for decay heat

Initial normalized decay heat energy fraction
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Structure-side heat-transfer coefficient (W m2 K1)

Overall heat-transfer coefficient between liquid and structure (W m2 K1)
Number of delayed neutron precursor groups

Specific enthalpy (J kg™!)

Latent heat of vaporization (J kg!)

Thermal conductivity (W m! K-1)

Momentum exchange function between velocity fields g and ¢’ (kg m™ s-1)
Momentum exchange function between velocity field ¢ and structure (kg m3 s!)
Initial stationary k-effective for the reactor system

Boltzmann's constant (J K1)

Effective heat-transfer coefficient, in the presence of mass transfer (W m2 K1)
Total number of isotopes

Mixing length (m)

Initial value of the amplitude function (=1.0)

Avogadro's number

Normalized fission power amplitude

Number of discrete contact points per unit surface area (m2)

Steady-state reactor power amplitude before transient (t < 0)

Normalized fission power amplitude

Normalized decay heat power amplitude

Atom number density of isotope i (m™?)

Total atom number density of isotope i for mesh cell ij (m-3)
Atom number density of isotope i in component m for mesh cell ij (m™)

Number of neutronics materials (fertile fuel, fissile fuel, steel, sodium and
control)

Number of material mixtures used to compute the neutron flux: fertile fuel, fissile
fuel, steel, sodium, and control

Nusselt number

Reactor power (W)

Total fission power (W)
Total decay heat power (W)
Total reactor power (W)
Peclet number

Prandtl number

Pressure (Pa)

Cell pressure (Pa)
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PEos EOS pressure (Pa)
Qic Specific internal energy source due to inter-cell heat transfer (W kg!)
Qy(h,a,AT) Specific internal energy source due to heat transfer (4: heat-transfer coefficient, a:

binary contact area, AT: temperature difference) (W kg!)

Qu(Ty) Specific internal energy source due to mass transfer (W kg!)

Qn Specific internal energy source due to nuclear heating (W kg!)

Qnm Specific power (internal energy generation rate) for material m (W kg!)
Ownm Specific power adjusted for decay heat contribution for material m (W kg!)
q Heat transfer rate, heat flux (W m2)

dcm Heat fluxes in intra-cell heat transfer (W m2)

Radius of fluid particle (solid particle, droplet, bubble) (m)
Gas constant (J kg'! K1)

Correction factor to take into account the effects of noncondensable gases and
multicomponent mixture

Ry Correction factor to account for diffusion-limited mass transfer behavior
Rgs Thermal resistance of a single contact point (W-! m? K)

Re Reynolds number

T Radius, radial direction (m)

r Spatial coordinates, (r, z) for 2D or (x, y, z) for 3D

(r,z) Radial and axial coordinates in 2D

(r,0,2) Radial, azimuthal and axial coordinates in 3D

S,s External neutron source

Sy Multiplication factor to determine effective particle viscosity

Suk Interfacial area source term of interface M for mechanism & (m-! s1)

SS Stainless steel

T Temperature (K)

T; Normalized total power

Ty Normalized fission power

Ty Normalized decay heat power

Te Vapor temperature (K)

T! Instantaneous contact interface temperature without phase transition (K)
Tlon Instantaneous contact interface temperature between melt and structure (K)
T!, Temperature of supercooling layer (K)

Tl.ij Average temperature of isotope 7 in each mesh cell j (K)

’I_"gl Average temperature of component m in each mesh cell ij (K)

t Time (s)
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X
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Zc

Greek symbols
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a
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Reaction type

Radial and axial velocities in 2D (r, z) cylindrical geometry (m s™!)
Velocities in three directions in 3D (x, y, z) rectangular geometry (m s!)
Velocity of field g, representing either u, w or v (m s™)

Average neutron velocity in energy group g (m s™)

Volume of mesh cell ij (m?)

Velocity (vector) of velocity field g (m s™)

Virtual mass term (vector) for velocity field ¢

Pressure-volume work term (J)

Molecular weight (kg mol-!)

Thickness of liquid film, crust or can wall (m)

Minimum stable crust thickness (m)

User-specified minimum stable crust thickness on a flat surface (m)
Solid angle (area) of angular discrete-ordinate m

Addition to the liquid equations when the vapor pressure-volume work term is
Zero

Fraction left as solid cladding or can wall after structure breakup
Cartesian (rectangular) coordinates in 2D geometry
Cartesian (rectangular) coordinates in 3D geometry

Critical compressibility

Volume fraction, void fraction

Thermal diffusivity (m?s™)

Minimum vapor volume fraction (default: 10-3)

Vapor volume fraction (= 1 — ag — a;)

Effective vapor volume fraction (= max[ay(1 — ag), 1 —ag — (1 — ag)a,])
Liquid volume fraction

Volumetric thermal expansion coefficient (K1)

Structure volume fraction

Energy conversion factor per neutron captured in material m
Energy conversion factor per fission in material m

Thermal expansion coefficient

Total effective delayed neutron fraction

Fraction of can wall area available for lateral fluid flow

Effective delayed neutron fraction for delayed neutron group d
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Effective decay heat power fraction in decay heat group »

Total effective decay heat power fraction in decay heat group n (optional input)
Adiabatic compressibility (Pa!)

Isothermal compressibility (Pa'!)

Mass-transfer rate per unit volume from component m (kg m3 s1)

Calculated value of the constant used in the quasistatic method to separate the
neutron flux into amplitude and shape functions, calculated quasistatic constraint

Net energy outflow for component 7 (J)

Net mass outflow for component m (kg)

Supercooling temperature with no phase transition (K)

Supercooling temperature (K)

Time step size (s)

Kronecker delta operator

Thermal penetration length of structure material M (m)

Residual error in pressure in Step 3 pressure iteration (Pa)

Convergence precision for the velocity iterations in Steps 2 and 4
Convergence criterion for residual error in pressure in Step 3 pressure iteration

Convergence criterion for residual error in vapor internal energy in Step 3 pressure
iteration

Convergence criterion for residual error in mass conservation in Step 3 pressure
iteration

Coordinate indicator (=1 for cylindrical geometry, =0 for rectangular geometry)

Interfacial energy production per unit mass for an energy component belonging to
momentum field g (W kg')

Thermal conductivity (W m! K1)
Viscosity ratio: k = lgy/tep

Turbulent thermal conductivity evaluated by Prandtl’s mixing length theory (W m-
1 K-1)

Neutron generation time (s)

Spatial indexes (A+= (i + 1/2, k,j), +=(,k+1/2,)), 60+=(i,k,j+1/2))
Decay constant for delayed neutron precursor group d (s)

Decay constant for decay heat for decay heat group n (s)

Viscosity (Pa s)

Mixture viscosity of velocity field ¢ (Pa s)

Kinematic viscosity (m? s')

Delayed neutron yield per fission

Isotope-wise delayed neutron yield per fission
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Total neutron yield per fission (Vs = vy, + vg)

Prompt neutron yield per fission

Speed of sound (m s!)

Spatial index representing either A, T or

Ratio of a contact point radius to separation distance

Microscopic (EOS) density

Ratio of discrete contact point radius to separation distance
Macroscopic (smeared) density (kg m™)

Macroscopic cross section of reaction type x

Surface tension (kg m?)

Microscopic cross section

Effective self-shielded microscopic cross section

Background cross section

Infinitely-dilute cross section of reaction type x for isotope i (input)
Time constant of structure thermal response (s™!)

Contact timescale for droplet components i and j in dispersed flow (s)
Viscous stress tensor used to calculate viscous drag terms

Specific volume (= 1/p) (m? kg™')

Neutron scalar flux (m-2)

Integrated adjoint neutron flux

Phase (single or two)

Scalar flux shape function

Delayed neutron emission spectrum from delayed neutron precursor group d
Prompt neutron fission emission spectrum

Angular neutron flux per unit volume

Angular flux shape function

Angular direction of motion

Mass fractions of vapor species

Solid angle (area) of angular discrete-ordinate m

Superscripts and subscripts

B

BR
CoCPep
Con

CcP

Bubbly region, bubbly flow regime
Mass transfer due to structure breakup
Continuous phase

Saturated liquid (condensate)

Continuous phase
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Critical point

Crust, crusted region

Capture

Between continuous and discontinuous (dispersed) phases
Between continuous phase and structure

Dilute vapor

Discontinuous phase, dispersed region, dispersed flow regime
Delayed neutron group

Between discontinuous phase and structure

Equilibrium mass transfer

Fission

Vapor mixture, vapor phase, gas, vapor state

Neutron energy group

Decay heat group

Interface quantity

Internal circulation of fluid particle

Inter-cell heat transfer

Interface resistance

Isotope

Fluid-dynamics mesh cell index, (4 /) for 2D or (j % /) for 3D
Fluid-dynamics mesh cell index, (j %, /) for 3D geometry
Neutronics mesh cell index, (4 /) for 2D or (j & /) for 3D
Neutronics mesh cell and energy group indexes
Iteration index

Liquid component, liquid state

Liquidus point

Energy component, vapor material

Density component, material, component

Melting point

Non-equilibrium mass transfer

Beginning of time step, previous time step

End of time step, current time step

Noncrusted region

Oscillation of fluid particle

Particle

Prompt neutron
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Vap
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Velocity field (momentum component)
Between velocity fields ¢ and ¢’
Between velocity field g and structure
Fission gas release

Structure component, solid state
Structure surface

Saturation

Solidus point

Scattering

Supercooling temperature
Supercooling layer

Transition flow regime

Saturated vapor

Total

No pressure dependence
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