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The SIMMER-III and SIMMER-IV computer codes, developed at the Japan Atomic Energy 
Agency are the codes with two- and three-dimensional, multi-field, multi-component fluid-dynamics 
models, coupled with a space- and time-dependent neutron kinetics model. The codes have been used 
widely for simulating complex phenomena during core-disruptive accidents in liquid-metal fast reactors. 
Advanced features of the codes in comparison with the former codes include: stable and robust fluid-
dynamics algorithm with up to 8 velocity fields, improved representation of structures and multi-phase flow 
topology, comprehensive treatment of complex heat and mass transfer processes, accurate analytic 
equations of state, a stable and efficient neutron flux shape solution method and decay heat model.  

This report describes the models and methods of SIMMER-III and SIMMER-IV. For those 
individual models, the details of which have been reported elsewhere, only the outlines of the models are 
presented. The reports of code verification and validation have been already published. 
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日本原子力研究開発機構が開発した SIMMER-III 及び SIMMER-IV は、2 次元／3 次元、多速度
場、多成分流体力学モデルを空間・時間依存の核動特性モデルと結合した計算コードであり、液
体金属高速炉の炉心崩壊事故の解析に広く利用されている。従来コードに対して次のような高度
化したモデルが採用されている。すなわち、安定かつ頑健な流体力学アルゴリズム、最大 8 まで
の多速度場モデル、構造材及び多相流幾何形状の取扱いの改善、熱及び質量移行過程の包括的取
扱い、高精度の状態方程式、高精度かつ高効率の中性子束計算モデル、崩壊熱モデルなどである。 

本報告書では SIMMER-III 及び SIMMER-IV のモデル及び解法の詳細を記述する。別途詳細が
報告されている個別モデルについてはその概要をまとめる。なお、コードの検証及び妥当性確認
についてはすでに報告済みである。 
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1. Introduction 

1.1. Perspective and Objectives 

The consequences of postulated core disruptive accidents (CDAs) have been one of major concerns 
in the safety of liquid-metal fast reactors (LMFRs). Although the extensive safety design effort for accident 
prevention has made the occurrence of such an event extremely unlikely, the importance of CDAs is 
emphasized from the viewpoint of safety design and evaluation to appropriately mitigate and accommodate 
their consequences and thereby to minimize the risk to the public. A mechanistic analysis of CDA 
sequences requires a comprehensive simulation of transient heat-up, melting, interactions and motion of 
reactor core materials, and their influence on the reactor neutronic behavior. The SIMMER-II code1), 2) 
developed at the Los Alamos National Laboratory (LANL) was the first of a kind that calculates a coupled 
behavior of multi-field, multi-component, fluid dynamics and space-dependent neutron kinetics. The code 
has played a pioneering role in mechanistically analyzing the CDA sequences and phenomena. Successful 
and useful applications of the code, on the other hand, have identified several limitations in the major areas 
of fluid dynamics, particularly in: the number of velocity fields, mass, momentum and energy constitutive 
relationships; the numerical solution methods; the equation-of-state (EOS) formalism; etc. To improve 
some of these limitations, an international research program was performed to develop a prototype three-
field fluid-dynamics code, Advanced Fluid Dynamics Model (AFDM)3), with advanced models and 
solution methods. Although some of the AFDM technology are well advanced, but the code is of limited 
scope and cannot be applied to reactor calculations. 

Based on these experiences, the development of a next-generation code, SIMMER-III, was initiated 
at the Japan Nuclear Cycle Development Institute (JNC), the present Japan Atomic Energy Agency (JAEA), 
initially in collaboration with LANL under the agreement with the United States Nuclear Regulatory 
Commission. After the LANL effort, led by the SIMMER-II and AFDM developers W. R. Bohl and F. R. 
Parker, was terminated with completion of an adiabatic version (three-field fluid convection with no heat 
and mass transfer nor neutronics models), the model elements necessary for SIMMER-III have been 
developed at JAEA and incorporated into Version 1. SIMMER-III was then coupled with the SIMMER-II 
based neutronics module for Version 24), which was ready for reactor accident calculations. Since the 
completion of Version 1 of SIMMER-III, the code development and assessment program has been joined 
by AEA Technology, United Kingdom (for two years only), Forschungszentrum Karlsruhe (FZK) 1 , 
Germany, and Commissariat à l'Energie Atomique (CEA)2, France. The CEA partner also included Institute 
of Protection and Nuclear Safety (IPSN)3. The two-dimensional SIMMER-III fluid dynamics was extended 
to three dimensions in SIMMER-IV and was interfaced with the two-dimensional neutronics in Version 15). 
Retaining the same physical models and solution methods except for the dimensions of fluid motion and 
the treatment of structure walls, SIMMER-III and SIMMER-IV have been further developed and upgraded 

 
1 the present Karlsruhe Institute of Technology (KIT), Germany 
2 the present Commissariat à l’Énergie Atomique et aux énergies alternatives (CEA), France 
3 the present Institut de Radioprotection et de Sûreté Nucléaire (IRSN), France 
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to Version 36) and Version 27), respectively. SIMMER-IV Version 2 has the three-dimensional neutronics 
model contributed by the KIT.  

The purpose of SIMMER-III/SIMMER-IV is to alleviate some of the above limitations in the 
previous codes and thereby to provide the next-generation tool for more reliable analysis of CDAs. The 
SIMMER-III/SIMMER-IV codes are two-/three-dimensional, multi-velocity-field, multiphase, 
multicomponent, Eulerian, fluid-dynamics codes coupled with a two-/three-dimensional space- and energy-
dependent neutron kinetics model. A code development task could be easy to get into the situation that 
fundamental issues are studied endlessly for a long time. To avoid such situations, a modeling scope was 
carefully selected to make the code be the state of the art but still based on the achievable technologies. The 
codes are intended to be a generalized code that is useful for analyzing relatively short-time-scale 
multiphase flow problems with or without neutronics. Although the original objective is primarily to 
resolve some of the key LMFR CDA issues, their flexible framework enables us to apply the codes to 
various areas of interest including: accident analyses of any types of future or advanced fast reactors, 
severe-accident thermohydraulic problems in current- and future-generation light water reactors, and 
general types of multiphase flow problems. 

It is noted again SIMMER-III and SIMMER-IV completely retain the same physical models except 
for the dimensions and the treatment of can walls at cell boundaries. Therefore, in many parts of this report, 
the code name is referred to only as SIMMER-III, unless noted differently. 

1.2. Summary of SIMMER-III/SIMMER-IV Models 

The features of SIMMER-III/SIMMER-IV models are summarized in this section. A more detailed 
description of the code framework and modeling scope is presented in Chapter 2, emphasizing salient and 
improved features over the previous SIMMER-II.  

The multiphase fluid-dynamics approach is based on the four-step algorithm developed and 
successfully implemented in AFDM8), in which complex intra-cell heat and mass transfer calculations are 
separated from the inter-cell fluid convection. Intra-cell heat and mass transfer updates are modularized 
such that future improvement can be implemented easily. A multi-velocity-field convection algorithm is 
based on Eulerian, semi-implicit, staggered-mesh treatment. The number of velocity fields is increased up 
to eight (7 liquids and 1 vapor). A higher-order spatial differencing scheme is employed for improved 
spatial resolution by reducing numerical diffusion, while the first-order donor cell differencing is available 
as well. The solution procedure is similar to AFDM, but is further advanced with an improved pressure 
iteration scheme. For the equations of state (EOS) and thermophysical properties, efficient and accurate 
analytic equations, typically simple temperature polynomials, are used and they are fit over a wide 
temperature range up to the critical point based on the available experimental data base. A non-ideal gas 
EOS is used for vapor components, especially for better modeling sodium vapor at high temperature. 

The model for multi-phase flow topology covers both the pool and channel flow regimes with 
smooth transition between flow regimes for the entire void fraction and flow conditions. Convection of 
interfacial areas is modeled by extending AFDM approach by defining as many as 11 convectible 
interfacial areas with source terms that model the phenomena such as generation, breakup and coalescence 
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of fluid particles. Binary contact areas are defined for each pair of components among fluid energy 
components and structure surfaces. The heat-transfer coefficients are defined for all the binary contacts 
using available engineering correlations. The coefficients are interpolated for the interpolated flow regimes. 
Using the binary contact area and heat-transfer coefficient, the heat and mass transfer is calculated from the 
energy balance at the contact interface, which determines the rates of non-equilibrium melting/freezing and 
vaporization/condensation, or heat transfer. An accurate and stable solution method is employed in 
calculating non-linear and non-equilibrium vaporization/condensation processes. 

For the structure model, a fuel pin is represented by two-node pin fuel and cladding in the standard 
simple model. A model for detailed fuel-pin representation with radial temperature distribution is also 
developed as an option, but the model still requires further elaboration. A can wall, with two-node 
representation, is placed on each of lateral mesh-cell boundaries and fluid is not allowed to flow across the 
cell boundary when the wall is intact. The melting and breakup of the structure components are modeled 
mostly by a thermal condition. The lateral inter-cell heat transfer is treated when a can wall becomes thin. 

The neutron kinetics is modeled by an improved quasi-static method, in which a time-dependent 
neutron transport equation is factorized into: a shape function that represents the neutron flux distribution 
but changes only slowly with time, and an amplitude function that accounts for time evolution of the 
reactivity and reactor power. The neutron cross sections are updated based on the distributions of material 
densities and energies calculated in the fluid-dynamics and structure models. A basic approach of the 
neutronics model is the same as the former SIMMER-II code, except that the former Sn transport solution 
method is replaced with a more advanced and efficient model using the diffusion-synthesis acceleration 
technique9) and the neutron diffusion and point-kinetics options are no longer included. From the power 
distribution determined in the neutronics calculation, the energies of the fluid-dynamics components are 
updated for internal nuclear heating. 

A verification and validation program for SIMMER-III has been conducted since the beginning of 
the code development. The program, called the “code assessment program”, was conducted in two phases. 
The Phase 1 assessment is intended to verify individual fluid-dynamics models of the code, while Phase 2 
is for comprehensive validation of integral and inter-related accident phenomena. In this stepwise approach, 
SIMMER-III coding was largely debugged and verified in Phase 1 stage. The program was conducted in 
collaboration with KIT, Germany and CEA, France and the results and major achievement are jointly 
synthesized and documented in detail10), 11).  

1.3. Previous Reports and Structure of Present Report 

The development of SIMMER-III and SIMMER-IV has been a long-lasting effort starting from at 
around 1990. A full code documentation was repeatedly proposed but has never been initiated due mainly 
to frequent personnel changes in JAEA. Some of the individual models are written as JNC reports. For 
other models, some drafts of the reports or informal technical memoranda were written either in English or 
Japanese. The documentations of the recent model addition and changes have not always been complete. 
Thus, the purpose of this reports is to provide a complete documentation of the SIMMER-III/SIMMER-IV 
models and methods.  
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The reports of individual models already published or under preparation are listed below (available 
from the web site of JAEA4). The model descriptions available in these reports are not reproduced in the 
present report; however, the model summary and the changes after the issuance of the original reports are 
included. The use of the codes with brief program and input/output descriptions are available as well 6), 7). 

 Analytic Equation-of-State Model: JNC TN9400 2000-005 (1999)12) 

 Analytic Thermophysical Property Model: JNC TN9400 2000-004 (1999)13) 

 Heat- and Mass-Transfer Model JNC TN9400 2003-047 (2003)14) 

 Structure Model: JNC TN9400 2004-043 (2004)15) 

 Heat Transfer Coefficients Model: JAEA-Research 2024-009 (2024)16) 

 Multi-phase Flow Topology and Interfacial Areas Model: JAEA-Research 2024-010 (2024)17) 

 Momentum Exchange Functions Model: JAEA-Research 2024-011 (2024)18) 

In the rest of this report, the overall code framework and geometrical model of SIMMER-III and 
SIMMER-IV are introduced in Chapter 2. The area of major improvement over the previous SIMMER-II 
is also reviewed. In Chapter 3, the solution procedure of fluid-dynamics model is presented, followed by 
detailed description of fluid convection algorithm. The intra-cell heat and mass transfer processes is 
covered in Chapter 4. Chapter 5 describes the fuel-pin and structure model. The equations-of-state and 
thermophysical properties models are given in Chapter 6, and the neutronics model and method in 
Chapter 7, the initial and boundary conditions in Chapter 8, the special models of a limited scope in 
Chapter 9, and the concluding remarks in Chapter 10. 
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2. SIMMER-III/SIMMER-IV Code Framework 

2.1. Scope of SIMMER-III/SIMMER-IV Models 
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time, SIMMER-III is oriented towards, not a basic research tool, but a safety analysis tool sufficiently 
reliable and practical for full reactor materials and geometries. Second, the first full-scope code version 
should utilize achievable technologies then. It was felt inappropriate to initiate long-term research activities 
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from the web site of JAEA4). The model descriptions available in these reports are not reproduced in the 
present report; however, the model summary and the changes after the issuance of the original reports are 
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 Heat- and Mass-Transfer Model JNC TN9400 2003-047 (2003)14) 

 Structure Model: JNC TN9400 2004-043 (2004)15) 

 Heat Transfer Coefficients Model: JAEA-Research 2024-009 (2024)16) 

 Multi-phase Flow Topology and Interfacial Areas Model: JAEA-Research 2024-010 (2024)17) 

 Momentum Exchange Functions Model: JAEA-Research 2024-011 (2024)18) 

In the rest of this report, the overall code framework and geometrical model of SIMMER-III and 
SIMMER-IV are introduced in Chapter 2. The area of major improvement over the previous SIMMER-II 
is also reviewed. In Chapter 3, the solution procedure of fluid-dynamics model is presented, followed by 
detailed description of fluid convection algorithm. The intra-cell heat and mass transfer processes is 
covered in Chapter 4. Chapter 5 describes the fuel-pin and structure model. The equations-of-state and 
thermophysical properties models are given in Chapter 6, and the neutronics model and method in 
Chapter 7, the initial and boundary conditions in Chapter 8, the special models of a limited scope in 
Chapter 9, and the concluding remarks in Chapter 10. 
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(6) Pool and channel flow regimes, by extension of the interfacial-area convection model with time-
dependent source terms. Flow properties of ill-defined flow topologies are determined by 
interpolation between well-defined topologies. 

(7) Heat transfer coefficients based on quasi-steady-state heat transfer correlations. Fluid particles 
are treated as rigid spheres but the effects of internal circulation and oscillation are considered. 
Film boiling heat transfer on hot droplets or particles is modeled. 

(8) All the dominant mass transfer paths, due to melting/freezing, vaporization/condensation, 
fission-gas release and structure breakup are modeled.  

(9) An improved fuel freezing model, taking into account the imperfect contact between molten 
fluid with structure surface and the resulting supercooling of fluid upon freezing inception. 

(10) Improved analytic equations of state (EOS), from solid to super-critical point, that are 
sufficiently accurate and thermodynamically consistent, with modeling a non-ideal gas law for 
vapors and liquid compressibility.  

(11) Thermophysical properties (TPP) defined by analytic functions such as simple temperature 
dependent functions. 

(12) EOS region concept. Different EOS and TPP data can be specified for the same material in 
different regions. 

(13) Two-node representation of the structures that interact with fluid. The can walls to simulate the 
fuel subassembly duct walls are distinguished between left and right (SIMMER-III) plus front 
and back (SIMMER-IV). 

(14) Detailed treatment of fuel pellet interior for future possible extension of a detailed pin model. A 
multi-node radial heat-transfer model has been developed, and other advanced features are 
further to be developed.  

(15) Inter-cell heat transfer between the same liquid components, axial heat conduction in the 
structure components, and axial fluid-to-structure heat transfer. 

(16) Flexible and versatile boundary conditions for fluid dynamics. Virtual walls can be placed on 
any mesh-cell boundaries to restrict fluid flows. 

(17) Simple pump and loop model to simulate an external loop. 

(18) Improved quasi-static method for time-dependent neutron kinetics. The modeling basis is 
adopted from SIMMER-II, and a simple decay heating model was added. 

(19) Cross-section method taken from SIMMER-II but has been enhanced to include neutron up-
scattering. 

(20) Internal heat sources given by the neutronics model or by user-specified power-vs-time table 
and power density distribution. 

JAEA-Research 2024-008

- 6 -



 

(21) The neutron flux shape solution method is based on a diffusion-synthesis-approximation method 
taken from the DANTSYS package. External neutron sources can be defined. 

(22) Improved user friendliness. This includes: easy input specifications (free-format NAMELIST 
and built-in default values), improved robustness with automated self-diagnosis and time-step 
control and trouble-shooting, variety of output files for post-processing, and so on. 

(23) Parallelization of parts of fluid dynamics, matrix solvers, and neutronics for efficient parallel 
computing. 

Many of the problem areas and shortcoming of the former SIMMER-II have been improved.in 
SIMMER-III/SIMMER-IV. These improved features are listed in Table 2-1. 

2.2. Code Framework and Geometry 

2.2.1. Overview 

The conceptual overall framework of SIMMER-III/SIMMER-IV is shown in Fig. 2-1. The entire 
code consists of three modules: the fluid-dynamics module, the structure (fuel pin) module, and the 
neutronics module. The fluid-dynamics portion, which constitutes about two thirds of the code, is 
interfaced with the structure model through heat and mass transfer at structure surfaces. The neutronics 
portion provides nuclear heat sources based on the mass and energy distributions calculated by the other 
code elements. The nuclear heat source, without calculating the neutronics, can be optionally provided by 
power-versus-time table based on input specification and specific power density distribution. 

To increase the computational efficiency, an optimized hierarchy of three-level time-step control is 
implemented; that is, the fluid-dynamics, reactivity (and fuel pin heat transfer), and flux-shape time steps in 
the order from the smallest. Each level of time steps is automatically determined in the code depending on 
changes in dominant physical properties. No non-physical time step control is implemented. In general, one 
shape step contains several reactivity steps, and one reactivity step contains several fluid-dynamics steps. 
The power amplitude equation is solved at every reactivity step for smaller internal steps and the calculated 
amplitudes are parabolically fitted to determine internal heat generation rates projected over the next 
several fluid-dynamics steps. 

The calculation of fuel-pin heat transfer is separated from the fluid dynamics. This idea was taken 
because the fuel pellet interior responds to change in ex-pin fluid thermal state only slowly. Future 
elaboration of a detailed pin model would be merited if excessive computing cost is reduced. Because of 
the tight relationship between fuel temperature and reactivity, these two calculations are operated at the 
same time steps in a standard option. For a simple pin model (SPIN), however, there is an option to force 
the fuel-pin heat transfer time steps to fluid-dynamics time steps. This option might be recommended since 
the computing cost of SPIN is negligibly small. 

The overall calculational flow of SIMMER-III/SIMMER-IV is depicted in Fig. 2-2. After reading 
input data, fluid-dynamics mesh cells are initialized. Then the initial neutronics calculation is performed, 
stationary or transient depending on input specification, to determine the neutron flux shape and power 
distribution. The overall computational flow is controlled by successive fluid-dynamics cycles. When the 
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reactivity step is reached, the control is transferred to the neutronics model. The fuel-pin heat transfer is 
calculated first to account for the effect of fuel temperature on reactivity. After a series of reactivity steps, 
each of which contains a series of fluid-dynamics steps, and when a shape step is reached, a neutron flux 
shape is re-evaluated.  

2.2.2. Computational geometry 

For two-dimensional SIMMER-III and three-dimensional SIMMER-IV, either cylindrical or 
Cartesian coordinate systems can be used. As an example, a basic geometric structure of SIMMER-III for a 
two-dimensional r-z system is shown in Fig. 2-3. An x-z or one-dimensional system can optionally be used 
for various fluid-dynamics calculations. The direction of gravity is set, by default, to an axial z direction, 
but an inclined (tilted) geometry is optionally used for an x-z system. Fluid-dynamics mesh cells are 
indexed radially by i and axially by j, with their input maximums IB and JB, respectively. Each cell is 
surrounded by four adjacent cells from left, right, bottom and top. To handle problem boundary cells, for 
example i = 1 or IB, in the same manner as the interior cells, fictitious boundary cells are defined outside 
the real mesh cells. In other words, the fluid dynamics treats (IB+2) times (JB+2) cells. This is so even in 
one-dimensional cases. The cell variables are stored in a one-dimensional array with index IJ. The four 
adjacent cells are indexed: IJ-1 for left, IJ+1 for right, IJ-IB-2 for below, and IJ+IB+2 for above.  

The SIMMER-IV code is a direct extension of 2D model to either r-θ -z (cylindrical) or x-y-z 
(Cartesian) geometry. The geometric structure of SIMMER-IV for a three-dimensional x-y-z system is 
shown in Fig. 2-4. To retain the code structure and programming commonly between the two codes, the 
same geometry index and velocity variable are used for an axial direction as shown in Table 2-2. The 
geometry index and velocity of the added coordinate (either y or θ) are k and w, respectively. The axial 
index j and the velocity v are used commonly to the 2D and 3D systems. 

The neutronics mesh is a sub-region of the fluid-dynamics computational mesh. In a typical 
calculation of an LMFR core, the neutronics model only simulates the reactor core where the fuel exists 
and the calculation is reasonable; however, the fluid-dynamics simulation covers regions outside the core as 
well. When an accurate calculation is necessary for a neutron flux shape, each fluid-dynamics cell can be 
further sub-divided into multiple neutronics cells having equal volume. It is noted that the neutronics mesh 
should cover those regions where the fuel can present during a course of transient calculation. Otherwise, 
the reactivity worth of the fuel escaping from the computational mesh is simply lost, and this can be non-
physical. 

2.2.3. Fluid-dynamics mesh cell 

In a mesh cell of SIMMER-III/SIMMER-IV fluid dynamics, an amount of each material is specified 
by its volume fraction and temperature. The specified temperature and pressure are used in the EOS model 
to calculate the specific volume. Then the macroscopic (smear) density of material M, �̄�𝜌�, is calculated by: 

�̄�𝜌� = 𝛼𝛼�/𝜐𝜐� , (2-1)

where 𝛼𝛼� and 𝜐𝜐� are the volume fraction and specific volume of material M, respectively. 
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In each mesh cell, the structure-field volumes are defined for the fuel pin and can wall components, 
which are stationary and provides walls containing fluid flow. Unlike SIMMER-II, the can walls with 
refrozen crust fuel attached on them are distinguished between left and right cell boundaries for improved 
simulation of a core melt-out behavior. In addition, the structure surface nodes are separated from the 
interior nodes, except for the cladding, to better simulate their thermal response upon contact with the fluid. 
To model the void spaces inside the fuel pin and the gaps outside the left and right can walls, no-flow 
volume fractions 𝛼𝛼��  are specified. These volume fractions sum up to form the total structure volume 
fraction 𝛼𝛼�, the volume that cannot be used by fluid flow. 

The remaining volume (1 − 𝛼𝛼�) is occupied by fluid having three velocity fields. When the cell 
vapor volume fraction falls below a certain small non-zero value 𝛼𝛼�, the mesh cell is regarded as single 
phase. This treatment is necessary, even in SIMMER-III, for the numerical reason that a vapor state is 
explicitly treated even in a single-phase liquid cell. The treatment of single-phase cells consistent with two-
phase cells eliminates such problems observed in SIMMER-II as vapor mass non-conservation and 
unphysical pressure behavior upon phase transition. The value of 𝛼𝛼� can be made reasonably small (for 
example, 10��), compared with the former codes (typically 0.05), so that any errors associated with this 
approximation are negligible. 

2.3. SIMMER-III/SIMMER-IV Components 

The complete lists of the structure-, liquid- and vapor-field components are shown in Tables 2-3 
through 2-5. In these tables, the lower-case subscripts denote density components while the upper-case 
subscripts denote energy components commonly used throughout SIMMER-III/SIMMER-IV.  

The changes and improvements made from the previous SIMMER-II are as follows: 

 The crust fuel, re-frozen fuel from once-molten state, is distinguished between left and right can 
wall surfaces. 

 The can walls are distinguished between left and right cell boundaries. 

 The fluid-dynamics structure field only treats the pin fuel surface node. The interior of pin fuel 
and fission gas in a pin are modeled in a pin model separately outside the fluid dynamics. 

 Each can wall has two nodes, surface and interior. 

 The control material (typically B4C) is assumed to stay in solid state as structure pellets or solid 
control particles. 

 Fission gas can be present both in liquid fuel and fuel particles, in consistency with the initiating 
phase code SAS4A. 

Similarly to SIMMER-II, the fuel components are divided into fertile and fissile in their mass 
(density components) to represent different enrichment zones in the core. However, the two materials are 
assumed to be mixed intimately, and hence the single temperature is assigned (energy components). 
Namely, the macroscopic (smeared) densities of a fuel component have the following equivalence: 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , for pin fuel surface node,
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and the calculation is reasonable; however, the fluid-dynamics simulation covers regions outside the core as 
well. When an accurate calculation is necessary for a neutron flux shape, each fluid-dynamics cell can be 
further sub-divided into multiple neutronics cells having equal volume. It is noted that the neutronics mesh 
should cover those regions where the fuel can present during a course of transient calculation. Otherwise, 
the reactivity worth of the fuel escaping from the computational mesh is simply lost, and this can be non-
physical. 

2.2.3. Fluid-dynamics mesh cell 

In a mesh cell of SIMMER-III/SIMMER-IV fluid dynamics, an amount of each material is specified 
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�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , for left crust fuel, 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , for right crust fuel, 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , for front crust fuel (SIMMER-IV only),

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌��� , for back crust fuel (SIMMER-IV only) ,

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , for liquid fuel, 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , for solid fuel particles,

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌��� , for solid fuel chunks, and

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , for fuel vapor. 
A common practice used for dividing fuel isotopes into two in mixed oxide LMFRs is to assign UO2 to 
fertile fuel and PuO2 and other minor actinides to fissile fuel.  

Since the component specific volumes are used in the SIMMER-III/SIMMER-IV EOS model, 
macroscopic densities are converted to volume fractions by: 

𝛼𝛼� = �̄�𝜌�𝜐𝜐� . (2-2)

It is noted that microscopic densities, 𝜌𝜌� = 1 𝜐𝜐�⁄ , used in SIMMER-II are not used. 

The pin fuel interior component is not included in Table 2-3, because it is treated only in the fuel-
pin model. The pin interior is modeled by one-point temperature node in a standard simple model (SPIN) or 
a radial temperature distribution is calculated in an optional detailed model (DPIN). The components 
defined in the pin models are listed in Table 2-5. The intra-granular and inter-granular fission gas 
components in the former SIMMER-II are not distinguished in SIMMER-III, because such detailed 
treatment is judged to be beyond the scope of this code. Improvement exists, however, in the modeling of 
fission gas in the liquid-field fuel components and this eliminates a problem of instantaneous release upon 
fuel breakup and unphysical pressurization observed in SIMMER-II. 

The default assignment of fluid components to the three velocity fields is also shown in Tables 2-3 
and 2-4. Velocity field 1 contains heavier liquids and field 2 lighter liquids. This default and standard 
selection is made such that the relative motion of fuel with either steel or coolant can be simulated. The 
assignment of liquid components can be modified by user-specified input. Velocity field 3 represents the 
vapor mixture. It is noted that the three-velocity-field model in a SIMMER-III multi-component system 
differs in concept from a three-fluid model in advanced single-component two-phase flow codes. In the 
latter case, liquid is distinguished between liquid film on the structure surfaces and droplets in an annular 
dispersed flow, while in SIMMER-III multiple liquid components are simply grouped into two liquid 
velocity fields. The vapor species are assumed to be completely mixed and a single energy is assigned to 

JAEA-Research 2024-008

- 10 -



 

the vapor field. The number of velocity fields are later increased to 8 (7 liquids and 1 vapor), so that all the 
fluid energy components are allowed to move at different velocities. 

In the EOS and TPP models, properties are defined for the five basic materials: fuel, steel, sodium, 
control and fission gas. There is no distinction in properties between fertile and fissile fuel, namely between 
UO2 and PuO2. However the current EOS model has a concept of EOS regions, and different properties can 
be assigned for a same material in different regions. 

Finally, the internal heat sources due to nuclear heating are defined for the five heat source 
materials: fertile fuel, fissile fuel, steal, sodium and control. No heat source modeled for fission gas is 
considered to be a reasonable assumption. 

2.4. Verification and Validation 

A verification and validation (V&V) program for SIMMER-III has been conducted since the 
beginning of the code development. The program, called the “code assessment program”, was conducted in 
two phases. The Phase 1 assessment is intended to verify individual fluid-dynamics models of the code, 
while Phase 2 is for comprehensive validation of integral and inter-related accident phenomena. In this 
stepwise approach, SIMMER-III coding was largely debugged and verified in Phase 1 stage. The program 
was conducted in collaboration with the KIT, Germany and CEA, France and the results and major 
achievement are synthesized and documented in detail10),11). The most of the assessment results of 
SIMMER-III hold in SIMMER-IV as well, since the physical models verified and validated are common to 
both the codes except for difference in dimensions. 

The assessment program has confirmed that the performance of SIMMER-III and SIMMER-IV is 
mostly satisfactory. The codes therefore are reliably applicable to a variety of integrated problems in 
reactor safety analyses. However, it should be noted, at the same time, that the assessment study has 
identified many problem areas and model deficiencies that require code improvement. This is especially 
true for the Phase 1 assessment, in which early SIMMER versions then available were used and some of the 
unsuccessful calculations were later revised in the Phase 2 stage. In addition, there are fundamental 
difficulties in Phase 2 in which complex and inter-related phenomena were studied, because available 
experimental data base were very limited in both scale and material simulation. All the negative 
conclusions were documented in the assessment reports as proposed by the individual authors, so that the 
codes must be used carefully in reactor calculations knowing the limitations and model deficiencies. The 
V&V study is a continuing effort as long as the codes are usefully applied to reactor and other calculations. 
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fuel breakup and unphysical pressurization observed in SIMMER-II. 

The default assignment of fluid components to the three velocity fields is also shown in Tables 2-3 
and 2-4. Velocity field 1 contains heavier liquids and field 2 lighter liquids. This default and standard 
selection is made such that the relative motion of fuel with either steel or coolant can be simulated. The 
assignment of liquid components can be modified by user-specified input. Velocity field 3 represents the 
vapor mixture. It is noted that the three-velocity-field model in a SIMMER-III multi-component system 
differs in concept from a three-fluid model in advanced single-component two-phase flow codes. In the 
latter case, liquid is distinguished between liquid film on the structure surfaces and droplets in an annular 
dispersed flow, while in SIMMER-III multiple liquid components are simply grouped into two liquid 
velocity fields. The vapor species are assumed to be completely mixed and a single energy is assigned to 
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Table 2-1. SIMMER-III/SIMMER-IV models. 

Items SIMMER-II SIMMER-III/SIMMER-IV 
Dimensions 2 2/3 
No. of velocity fields 2 up to 8 (7 liquids and 1 vapor) 
Pin fuel nodes 1 2 (surface and interior) 
No. of can wall components 1 2/4 (left and right/left and right /+front 

and back) 
No. of can wall nodes 1 2 (surface and interior) 
Fuel-clad gap conductance No Yes 
Fission gas in pin fuel Intra- and inter-granular gas Fission gas in pin fuel 
Fission gas in liquid field No Fission gas in liquid fuel, fuel particles 

and fuel chunks 
Control Pin fuel and liquid Pin fuel and control particles 
Equation of state (EOS) Simple analytic EOS functions Accurate analytic functions consistent 

with thermodynamics 
No. of EOS materials 5 (fuel, steel, sodium, control and 

fission gas) 
5 each for different regions and sub-

materials 
Thermophysical properties Mostly constant except for liquid 

density and sound speed) 
Accurate analytic functions consistent 

with thermodynamics 
Gas EOS Ideal gas Non-ideal gas 
Single- to two-phase 
transition 

No explicit treatment of vapor 
state causing abrupt change 

Vapor state in single-phase cell treated 
consistently with two-phase cell 

Fluid convection algorithm Combined explicit (single-phase 
flow) and implicit method 

Consistent semi-implicit method 

Spatial differencing First-order donor cell Higher-order scheme 
Intra-cell mass and energy 
updates 

Rates of change determined at the 
beginning of cycle 

Intra-cell updates separately from fluid 
convection in the four-step algorithm 

Multi-phase flow topology Dispersed (droplet) flow regime 
only 

Both pool and channel flow regimes with 
smooth transition 

Interfacial areas Instantaneous Convection with source terms 
Melting and freezing (M/F) Equilibrium transfer except for 

fuel crust freezing 
Both equilibrium (bulk) and non-

equilibrium (contact interface) transfer 
Fuel freezing Solid particles (bulk) and crust 

(conduction-limited) formation 
Solid particles (bulk) and fuel-caps 

freezing (incomplete contact and fuel 
supercooling) for crust formation 

Vaporization and 
condensation (V/C) 

Only at liquid-vapor interface All the dominant interfaces including 
between different materials 

Neutron kinetics Improved quasi-static method Improved quasi-static method 
Cross-section method Down-scattering only Full scattering 
Flux shape solution method Sn transport (TWOTRAN) or 

diffusion 
Sn transport (TWODANT/THREE-

DANT) 
External neutron source No Yes 
Decay heat No Yes 
Input specifications Classical card image Free-format NAMELIST with built-in 

default/recommended values 
Parallelization Scalar Parallelized as far as possible 
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Table 2-2. SIMMER-III/SIMMER-IV geometry indices and velocities. 

Direction SIMMER-III (2D) SIMMER-IV (3D) 
index Cartesian cylindrical velocities index Cartesian cylindrical velocities

Transverse 
(left-right) i x r u i x r u 
Transverse 
(front-back) - - - - k y θ w 

Axial 
(down-up) j z z v j z z v 

 

Table 2-3. SIMMER-III/SIMMER-IV structure-field components. 

Density components (MCSR) Energy components (MCSRE) 
 S-III/S-IV* S-III/S-IV* 
 s1/s1 Fertile pin fuel surface node S1/S1 Pin fuel surface node 
 s2/s2 Fissile pin fuel surface node 
 s3/s3 Left fertile crust fuel S2/S2 Left crust fuel  
 s4/s4 Left fissile crust fuel  
 s5/s5 Right fertile crust fuel S3/S3 Right crust fuel  
 s6/s6 Right fissile crust fuel  
 --/s7 Front fertile crust fuel* --/S4 Front crust fuel*  
 --/s8 Front fissile crust fuel*  
 --/s9 Back fertile crust fuel* --/S5 Back crust fuel*  
 --/s10 Back fissile crust fuel*  
 s7/s11 Cladding S4/S6 Cladding 
 s8/s12 Left can wall surface node S5/S7 Left can wall Surface node 
 s9/s13 Left can wall interior node S6/S8 Left can wall Interior node 
 s10/s14 Right can wall surface node S7/S9 Right can wall Surface node 
 s11/s15 Right can wall interior node S8/S10 Right can wall Interior node 
 --/s16 Front can wall surface node* --/S11 Front can wall surface node* 
 --/s17 Front can wall interior node* --/S12 Front can wall interior node* 
 --/s18 Back can wall surface node* --/S13 Back can wall surface node* 
 --/s19 Back can wall interior node* --/S14 Back can wall interior node* 
 s12/s20 Control S9/S15 Control 
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Equation of state (EOS) Simple analytic EOS functions Accurate analytic functions consistent 
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No. of EOS materials 5 (fuel, steel, sodium, control and 

fission gas) 
5 each for different regions and sub-

materials 
Thermophysical properties Mostly constant except for liquid 

density and sound speed) 
Accurate analytic functions consistent 

with thermodynamics 
Gas EOS Ideal gas Non-ideal gas 
Single- to two-phase 
transition 

No explicit treatment of vapor 
state causing abrupt change 

Vapor state in single-phase cell treated 
consistently with two-phase cell 

Fluid convection algorithm Combined explicit (single-phase 
flow) and implicit method 

Consistent semi-implicit method 

Spatial differencing First-order donor cell Higher-order scheme 
Intra-cell mass and energy 
updates 

Rates of change determined at the 
beginning of cycle 

Intra-cell updates separately from fluid 
convection in the four-step algorithm 

Multi-phase flow topology Dispersed (droplet) flow regime 
only 

Both pool and channel flow regimes with 
smooth transition 

Interfacial areas Instantaneous Convection with source terms 
Melting and freezing (M/F) Equilibrium transfer except for 

fuel crust freezing 
Both equilibrium (bulk) and non-

equilibrium (contact interface) transfer 
Fuel freezing Solid particles (bulk) and crust 

(conduction-limited) formation 
Solid particles (bulk) and fuel-caps 

freezing (incomplete contact and fuel 
supercooling) for crust formation 

Vaporization and 
condensation (V/C) 

Only at liquid-vapor interface All the dominant interfaces including 
between different materials 

Neutron kinetics Improved quasi-static method Improved quasi-static method 
Cross-section method Down-scattering only Full scattering 
Flux shape solution method Sn transport (TWOTRAN) or 

diffusion 
Sn transport (TWODANT/THREE-

DANT) 
External neutron source No Yes 
Decay heat No Yes 
Input specifications Classical card image Free-format NAMELIST with built-in 

default/recommended values 
Parallelization Scalar Parallelized as far as possible 
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Table 2-4. SIMMER-III/SIMMER-IV liquid and vapor components. 

Density components “m” Energy components “M” Velocity fields “q” 

 (MCLR) (MCLRE)  default  recommended 

 l1 Liquid fertile fuel L1 Liquid fuel q1 q1 

 l2 Liquid fissile fuel   q1 q1 

 l3 Liquid steel L2 Liquid steel q2 q2 

 l4 Liquid sodium L3 Liquid sodium q2 q3 

 l5 Fertile fuel particles L4 Fuel particles q1 q1 

 l6 Fissile fuel particles   q1 q1 

 l7 Steel particles L5 Steel particles q1 q2 

 l8 Control particles L6 Control particles q2 q4 

 l9 Fertile fuel chunks L7 Fuel chunks q2 q5 

 l10 Fissile fuel chunks   q2 q5 

 l11 Fission gas in liquid fuel   q1 q1 

 l12 Fission gas in fuel particles   q1 q1 

 l13 Fission gas in fuel chunks   q2 q5 

 (MCGR) (material component) *  

 g1 Fertile fuel vapor G1 Fuel vapor q3 q6 

 g2 Fissile fuel vapor   q3 q6 

 g3 Steel vapor G2 Steel vapor q3 q6 

 g4 Sodium vapor G3 Sodium vapor q3 q6 

 g5 Fission gas G4 Fission gas q3 q6 

* All vapor components, behaving as a vapor mixture and having the same temperature, 
are treated as a single energy component “G” and assigned to the same velocity field. 

Table 2-5. SIMMER-III/SIMMER-IV fuel-pin components. 

Simple model (standard) Detailed model (optional) 
 a Pin fuel interior node (NP) Pin fuel radial nodes 
 b Pin fuel surface node (= S1) (NPB) Pin fuel surface node (= S1) 
 c Cladding (= S4) (NPB+1)  Cladding (= S4) 
  Fission gas in pin fuel (NP) Fission gas in pin fuel 

 Fuel-Pin Cavity (MCCR) 
   c1 Fertile cavity fuel 
   c2 Fissile cavity fuel 
   c3 Dissolved fission gas in cavity 
   c4 Free fission gas in cavity 
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Fig. 2-1. SIMMER-III/SIMMER-IV overall-l code structure. 

Fig. 2-2. SIMMER-III/SIMMER-IV calculational flow. 
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Table 2-4. SIMMER-III/SIMMER-IV liquid and vapor components. 

Density components “m” Energy components “M” Velocity fields “q” 

 (MCLR) (MCLRE)  default  recommended 

 l1 Liquid fertile fuel L1 Liquid fuel q1 q1 

 l2 Liquid fissile fuel   q1 q1 

 l3 Liquid steel L2 Liquid steel q2 q2 

 l4 Liquid sodium L3 Liquid sodium q2 q3 

 l5 Fertile fuel particles L4 Fuel particles q1 q1 

 l6 Fissile fuel particles   q1 q1 

 l7 Steel particles L5 Steel particles q1 q2 

 l8 Control particles L6 Control particles q2 q4 

 l9 Fertile fuel chunks L7 Fuel chunks q2 q5 

 l10 Fissile fuel chunks   q2 q5 

 l11 Fission gas in liquid fuel   q1 q1 

 l12 Fission gas in fuel particles   q1 q1 

 l13 Fission gas in fuel chunks   q2 q5 

 (MCGR) (material component) *  

 g1 Fertile fuel vapor G1 Fuel vapor q3 q6 

 g2 Fissile fuel vapor   q3 q6 

 g3 Steel vapor G2 Steel vapor q3 q6 

 g4 Sodium vapor G3 Sodium vapor q3 q6 

 g5 Fission gas G4 Fission gas q3 q6 

* All vapor components, behaving as a vapor mixture and having the same temperature, 
are treated as a single energy component “G” and assigned to the same velocity field. 

Table 2-5. SIMMER-III/SIMMER-IV fuel-pin components. 

Simple model (standard) Detailed model (optional) 
 a Pin fuel interior node (NP) Pin fuel radial nodes 
 b Pin fuel surface node (= S1) (NPB) Pin fuel surface node (= S1) 
 c Cladding (= S4) (NPB+1)  Cladding (= S4) 
  Fission gas in pin fuel (NP) Fission gas in pin fuel 

 Fuel-Pin Cavity (MCCR) 
   c1 Fertile cavity fuel 
   c2 Fissile cavity fuel 
   c3 Dissolved fission gas in cavity 
   c4 Free fission gas in cavity 
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Fig. 2-3. SIMMER-III r-z geometry and mesh cell configuration. 
(Dispersed flow regime and intact structure) 
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Fig. 2-4. SIMMER-IV x-y-z geometry and mesh cell configuration. 
(Dispersed flow regime and intact structure) 

 

 

 

 

Fig. 2-3. SIMMER-III r-z geometry and mesh cell configuration. 
(Dispersed flow regime and intact structure) 
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3. Fluid Convection Algorithm 

3.0. Overview 

3.0.1. Background of models and methods 

The central portion of the SIMMER-III code is a generalized framework of multiphase, 
multicomponent fluid dynamics that models time-dependent, interacting flows of all the LMFR core 
materials in physical states (phases) predicted in severe accident sequences. A fluid component exchanges 
heat and mass with other fluid components and structure surfaces. Internal heat sources are provided by 
nuclear heating calculated by the neutronics model. The basic concept of the multiphase, multicomponent 
flow representation is the same as the former SIMMER-II1), but the modeling framework and solution 
algorithm were totally re-designed and significantly advanced by taking advantage of experience gained in 
the AFDM project3), which demonstrated that a computational approach for two-dimensional, three-
velocity-field, multiphase flow is technically feasible.  

Some of the unique features of the SIMMER-III/SIMMER-IV fluid-dynamics algorithm are 
summarized below: 

 Two dimensions (r-z or x-z) for SIMMER-III, or three dimensions (x-y-z or r-θ-z) for SIMMER-
IV; 

 Full LMFR core materials (fuel, steel, sodium, control and fission gas); 

 Up to eight velocity fields (7 liquids and 1 vapor) with flexible velocity-field assignment for 
liquid-field components; 

 Semi-implicit method for consistent and accurate mass and energy convection; 

 First-order donor-cell or higher-order spatial differencing with Eulerian staggered mesh; 

 Time-factorization technique, the so-called four-step method, which decouples the treatment of 
complex intra-cell transfer processes (in Step 1) from fluid convection (Steps 2-4); 

 Multiple flow regimes for both the pool and channel flows with interfacial area convection; 

 Improved and thermodynamically consistent analytic equations of state (EOS) with a non-ideal 
gas law and liquid compressibility;  

 Improved pressure iteration procedure that eliminates internal iterations for mechanical 
equilibrium; 

 Virtual mass terms for improving numerical stability; 

 Robust characteristics with physics-based time-step control and time-step recalculation 
capability; and 

 Flexible and versatile boundary conditions with optional internal virtual walls. 

The fluid-dynamics model has been designed to retain generality and modularity as far as 
practicable, and hence future extension and improvement or model replacement are well possible.  
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3.0.2. Interaction with other models 

In the four-step algorithm, the inter-cell fluid convection calculations solve the fluid-dynamic 
equations for mass, momentum and energy conservation without source terms due to intra-cell heat and 
mass transfers (Step 1). Calculations of Step 1, which are decoupled in the present four-step algorithm, 
provide the initial conditions for fluid convection. End-of-time-step updates of densities, energies, 
velocities and pressure due to convection are then used in the next time step.  

To solve the convection equations, the following information is required: 

 Component macroscopic densities and specific internal energies updated through Step 1; 

 Component specific volumes and volume fractions, EOS pressure, and other thermophysical 
properties (TPP) calculated by the EOS and TPP models; 

 Hydraulic diameter for each cell updated by the structure model (in Step 1); and 

 Momentum exchange functions and interfacial areas evaluated and updated through Step 1. 

The convection provides the following information to other code models: 

 The end-of-time-step macroscopic densities, specific internal energies, velocities and cell 
pressure to be used in the next cycle; and  

 Component macroscopic densities and temperatures to be used in the neutronics model. 

In Section 3.1, the fundamental differential equations are described first with presenting the overall 
solution algorithm and the summary of Step 1 operations. The detailed description of Step 1 models and 
methods are given in Chapter 4. Sections 4.2, 4.3 and 4.4 provide the formulation of fluid convection 
calculations in Steps 2, 3 and 4, respectively.  

3.1. Fluid-Dynamics Method 

3.1.1. Fluid-dynamics components 

The SIMMER-III/SIMMER-IV codes treat, in two/three dimensions, multi-velocity-fields, 
multiphase fluid flows that exchange mass, momentum and energy with structures through various transfer 
processes with and without phase transition. Nuclear heating provides internal heat sources to fluid 
components. The SIMMER-III/SIMMER-IV fluid components (liquids and vapors) are listed in Table 2-3. 
The components are categorized into three: density components written as subscripts “m”, energy 
components “M”, and momentum (velocity) components “q”. The number of velocity fields (momentum 
components) was initially 3 in early SIMMER-III versions, and has been extended up to 8, by which all the 
fluid energy components (7 liquid and 1 vapor mixture) can be assigned separately. An example velocity 
field assignment recommended for reactor calculations is also shown in Table 2-3. 

3.1.2. Fundamental differential equations 

The independent variables representing mass and energy are macroscopic (smear) densities and 
specific internal energies, respectively. This selection was made of these independent variables based on 
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The fluid-dynamics model has been designed to retain generality and modularity as far as 
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experience and consideration in the AFDM program. The macroscopic densities are written with the bar 
over the symbol �̄�𝜌� and they are defined by the volume fractions and the specific volumes 𝜐𝜐� as: 

�̄�𝜌� = 𝛼𝛼�
𝜐𝜐�

 . (3-1)

In SIMMER-III, the specific volumes are generally used in the EOS model, in contrast to the microscopic 
(thermodynamic) densities, 𝜌𝜌� = 1/𝜐𝜐�, used in SIMMER-II and AFDM. 

The fundamental differential equations approximated and solved in the SIMMER-III fluid dynamics 
are given below. In addition to the mass, momentum and energy equations, additional EOS relationship is 
required for closing the fluid-dynamics equations set that correlates internal energy to pressure, for instance. 

(1) Mass conservation equation 

The general form of the mass conservation equations is, in abbreviated form: 

𝜕𝜕�̄�𝜌�
𝜕𝜕𝜕𝜕 + ∇ ⋅ ��̄�𝜌�𝒗𝒗�� = −Γ� , (3-2)

where Γ� is the total mass-transfer rate per unit volume from component m. The structure components are 
stationary and hence the second term of Eq. (3-2) is zero. Many mass-transfer paths exist in the SIMMER-
III multicomponent system, such as melting/freezing, vaporization/condensation, fission-gas release and 
structure breakup.  

(2) Momentum equations 

A momentum equation is required for each velocity field. In the standard 3-velocity-field treatment, 
the liquid-field components are assigned to either velocity field 1 or 2, and all the vapor-field components 
are assigned to velocity field 3. This treatment of velocity field assignment has been enhanced, allowing up 
to 8 liquid velocity fields. A conservative form of the convective term is used in SIMMER-III, because it is 
more advantageous for transient multiphase flows that are the main application area of the code. 

𝜕𝜕�̄�𝜌�𝒗𝒗�
𝜕𝜕𝜕𝜕 + � ∇ ⋅ ��̄�𝜌�𝒗𝒗�𝒗𝒗�� + 𝛼𝛼�∇𝑝𝑝 − �̄�𝜌�𝒈𝒈 + 𝒈𝒈��𝒗𝒗� − � 𝒈𝒈���

��
�𝒗𝒗�� − 𝒗𝒗�� −

���
𝑽𝑽𝑽𝑽�

= − � Γ���

��
�H�Γ����𝒗𝒗� + H�Γ����𝒗𝒗��� , (3-3)

where the term on the right-hand side is the momentum sources due to mass transfer and H(x) is the 
Heaviside unit function defined by H(𝑥𝑥) = 0 for 𝑥𝑥 𝑥 0, H(0) = 1/2 for 𝑥𝑥 = 0 and H(𝑥𝑥) = 1 for 𝑥𝑥 𝑥 0. 
The 𝒈𝒈�� and 𝒈𝒈��� terms on the left side are the momentum exchanges of velocity field 𝑞𝑞 with the structure 
and another velocity field, respectively. 𝑽𝑽𝑽𝑽� is the virtual mass term for velocity field 𝑞𝑞 and the treatment 
of this term is discussed later in this chapter. The structure components are assumed to be fixed in space 
and hence acts as an infinite momentum sink. This means the total momentum of a system cannot be 
conserved in SIMMER-III/SIMMER-IV.  
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The viscous drag term is not included in Eq. (3-3); in fact, in early SIMMER-III versions the 
viscous shear force between the liquid-field flows in laterally adjacent mesh cells was not modeled. The 
turbulence model is not included, either. Even though these terms may become important for such 
situations that small-scale experiments are modeled in small cells, they are known to be less important for 
reactor application with employing rather large mesh cells. In later SIMMER-III versions, explicit 
modeling of the viscous diffusion term has been attempted and made available as an input option, despite 
the difficulty to generalize the formulation in multi-component, multiphase systems. To avoid complexity 
the viscous model is described separately in Section 3.5.  

(3) Internal energy equations 

An internal energy equation is required for each of the structure and fluid energy components. A 
single equation is solved for the vapor internal energy which is defined as a mixture of vapor species. 
However, the convective term treats the individual vapor density components; this is required with higher-
order differencing. Similarly to the momentum equations, a conservative form of the convective terms is 
used in SIMMER-III. 

𝜕𝜕�̄�𝜕�𝑒𝑒�
𝜕𝜕𝜕𝜕 + � ∇ ⋅ ��̄�𝜕�𝑒𝑒�𝒗𝒗�� + � �𝜕𝜕𝜕𝜕�

𝜕𝜕𝜕𝜕 + ∇ ⋅ �𝜕𝜕�𝒗𝒗���
���

− �̄�𝜕�
�̄�𝜕�

�� 𝐾𝐾����𝒗𝒗� − 𝒗𝒗��� ⋅ �𝒗𝒗� − 𝒗𝒗����
�

+ 𝐾𝐾��𝒗𝒗� ⋅ �𝒗𝒗� − 𝒗𝒗��� + 𝑽𝑽𝑽𝑽�

⋅ �𝒗𝒗� − 𝒗𝒗���� � 𝑄𝑄� + 𝑄𝑄�(𝛤𝛤�) + 𝑄𝑄�(ℎ, 𝑎𝑎, 𝑎𝑎𝑎𝑎) , 

(3-4)

where the terms on the right-hand side of the equation denote the specific energy sources due to nuclear 
heating, mass transfer, and heat transfer to energy component M. No convective term is necessary for the 
structure components that are stationary. The third term on the left-hand side is the pressure-volume work 
term that accounts for the volume change of the fluid components. The work term also appears in an 
equation of a liquid component because the liquid compressibility is modeled in SIMMER-III/SIMMER-IV. 
The fourth term on the left side represents the energy transfer due to interfacial momentum exchange (drag 
heating). 

(4) Interfacial area equations 

The convection of interfacial areas (IFA) is modeled in SIMMER-III/SIMMER-IV. The method 
used is basically the same as one developed for AFDM, but has been improved by increasing the number of 
convectible IFAs for more flexible and consistent treatment. A basic concept of the model is to convect 
dominant IFAs at the velocities of associating fluid energy components. In other words, surface areas of 
some energy components are convected and thereby transient evolution of IFAs is traced. This treatment is 
expected to allow better simulations of transient multiphase flows where heat and mass transfers are 
occurring at component interfaces. The equations for convective IFAs are written as 
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where Γ� is the total mass-transfer rate per unit volume from component m. The structure components are 
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the liquid-field components are assigned to either velocity field 1 or 2, and all the vapor-field components 
are assigned to velocity field 3. This treatment of velocity field assignment has been enhanced, allowing up 
to 8 liquid velocity fields. A conservative form of the convective term is used in SIMMER-III, because it is 
more advantageous for transient multiphase flows that are the main application area of the code. 

𝜕𝜕�̄�𝜌�𝒗𝒗�
𝜕𝜕𝜕𝜕 + � ∇ ⋅ ��̄�𝜌�𝒗𝒗�𝒗𝒗�� + 𝛼𝛼�∇𝑝𝑝 − �̄�𝜌�𝒈𝒈 + 𝒈𝒈��𝒗𝒗� − � 𝒈𝒈���

��
�𝒗𝒗�� − 𝒗𝒗�� −

���
𝑽𝑽𝑽𝑽�

= − � Γ���

��
�H�Γ����𝒗𝒗� + H�Γ����𝒗𝒗��� , (3-3)

where the term on the right-hand side is the momentum sources due to mass transfer and H(x) is the 
Heaviside unit function defined by H(𝑥𝑥) = 0 for 𝑥𝑥 𝑥 0, H(0) = 1/2 for 𝑥𝑥 = 0 and H(𝑥𝑥) = 1 for 𝑥𝑥 𝑥 0. 
The 𝒈𝒈�� and 𝒈𝒈��� terms on the left side are the momentum exchanges of velocity field 𝑞𝑞 with the structure 
and another velocity field, respectively. 𝑽𝑽𝑽𝑽� is the virtual mass term for velocity field 𝑞𝑞 and the treatment 
of this term is discussed later in this chapter. The structure components are assumed to be fixed in space 
and hence acts as an infinite momentum sink. This means the total momentum of a system cannot be 
conserved in SIMMER-III/SIMMER-IV.  
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𝜕𝜕𝐴𝐴�
𝜕𝜕𝜕𝜕 + ∇ ⋅ (𝐴𝐴�𝒗𝒗) � � 𝑆𝑆�,�

�
 , (3-5)

where 𝐴𝐴� and 𝑆𝑆�,� are the convectible IFAs and IFA source terms, respectively. The changes of interfacial 
areas are treated as source terms due to hydrodynamic breakup, flashing, turbulence-driven breakup, 
coalescence, and production of droplets or bubbles. The subscript M represents a fluid energy component 
associating the relevant convectible IFA. The source terms are calculated first without convection term and 
the convectible IFAs are then updated using the end-of-time-step fluid velocities. 

3.1.3. Overall solution procedure (4 step method) 

The overall fluid-dynamics solution algorithm is based on a time-factorization approach, so called 
the four-step method, developed for AFDM, in which intra-cell interfacial area source terms, heat and mass 
transfer, and momentum exchange functions are determined separately from inter-cell fluid convection. 
There are four steps in this algorithm as shown in Fig. 3-1. 

Step 1 updates Eqs. (3-2) to (3-5) for intra-cell transfers while ignoring the convection terms. The 
models and methods of individual Step 1 operations are described separately in Chapter 4. Here the overall 
calculative flow through Step 1 has the following operations: 

(1) Call EOS routines to initialize component volume fractions and thermodynamic state of each 
cell. 

(2) Perform energy and mass transfer operations associated with fuel-pin or can-wall breakup 
whenever a break-up criterion is satisfied. 

(3) Determine structure configuration and calculate structure heat-transfer coefficients and 
hydraulic diameter. 

(4) Update convectible interfacial areas and determine binary contact areas between energy 
components. 

(5) Calculate momentum-exchange functions. 

(6) Calculate fluid heat-transfer coefficients. 

(7) Calculate fission-gas release from liquid and particulate fuel. 

(8) Update internal energies due to nuclear heating. 

(9) Perform heat and mass transfer operations due to intra-cell heat transfer, melting/freezing and 
vaporization/condensation. 

(10) Calculate can-wall heat transfer. 

(11) Calculate inter-cell heat transfer. 

(12) Update velocities and interfacial areas based on mass transfers. 
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These operations are performed in series in the order listed above. Macroscopic densities and 
specific internal energies are updated successively at each operation of intra-cell transfers. One exception is 
the calculation of inter-cell heat transfer due to heat conduction. This is an inter-cell transfer but is 
evaluated in Step 1 because the transfer is independent of inter-cell fluid convection. There is no direct 
coupling between two or more operations and this may potentially introduce inconsistencies. For example, 
the operation for can-wall heat transfer changes the wall temperature and hence possibly influences the heat 
and mass transfer on the structure surface. Such inconsistencies cannot be adjusted in the same time step 
but are only corrected in the next time step. Since rather fine time step sizes are used especially for highly 
transient cases, the Step 1 procedure is considered well acceptable. More coupled procedure might be 
theoretically possible, but the cost-effectiveness of such additional development efforts may have to be 
carefully judged. 

The most complexed operation in Step 1 is the vaporization and condensation model. This is due 
mainly to non-linear nature of phase transition processes where the thermodynamic state and saturation 
properties of the vapor mixture are very sensitive to small variations in heat and mass being transferred. For 
this reason, an iterative solution procedure is implemented to obtain converged and consistent solution. 
This complex procedure and models of Step 1 operations are the characteristics of transient multiphase 
multicomponent flows simulated by SIMMER-III and the central reason why the intra-cell transfer is 
decoupled from the inter-cell convection. Finally, it is mentioned that the Step 1 is normally responsible for 
more than a half of the total computing cost of SIMMER-III even with the neutronics model. 

3.1.4. Fluid convection algorithm 

Steps 2, 3 and 4 are to solve fluid convection by integrating Eqs. (3-2) - (3-5) while ignoring the 
source terms on the right-hand sides. The equations solved in the convection part of the fluid-dynamics 
algorithm are: 

𝜕𝜕�̄�𝜕�
𝜕𝜕𝜕𝜕 + ∇ ⋅ ��̄�𝜕�𝒗𝒗�� = 0 , (3-6)

𝜕𝜕�̄�𝜕�𝒗𝒗�
𝜕𝜕𝜕𝜕 + � ∇ ⋅ ��̄�𝜕�𝒗𝒗�𝒗𝒗�� + 𝛼𝛼�∇𝑝𝑝 𝑝 �̄�𝜕�𝑔𝑔 + 𝑔𝑔��𝒗𝒗� 𝑝 � 𝑔𝑔���

��
�𝒗𝒗�� 𝑝 𝒗𝒗�� 𝑝

���
𝑽𝑽𝑽𝑽� = 0 , (3-7)

𝜕𝜕�̄�𝜕�𝑒𝑒�
𝜕𝜕𝜕𝜕 + � ∇ ⋅ ��̄�𝜕�𝑒𝑒�𝒗𝒗�� + 𝑝𝑝 �𝜕𝜕𝛼𝛼�

𝜕𝜕𝜕𝜕 + ∇ ⋅ �𝛼𝛼�𝒗𝒗���
���

𝑝 �̄�𝜕�
�̄�𝜕�

�� 𝑔𝑔����𝒗𝒗� 𝑝 𝒗𝒗��� ⋅ �𝒗𝒗� 𝑝 𝒗𝒗����
�

+ 𝑔𝑔��𝒗𝒗� ⋅ �𝒗𝒗� 𝑝 𝒗𝒗𝒒𝒒𝒒𝒒� + 𝑽𝑽𝑽𝑽�

⋅ �𝒗𝒗𝒒𝒒 𝑝 𝒗𝒗���� = 0 , ��� 

(3-8)

𝜕𝜕𝐴𝐴�
𝜕𝜕𝜕𝜕 + ∇ ⋅ �𝐴𝐴�𝒗𝒗�� = 0 . (3-9)

 

𝜕𝜕𝐴𝐴�
𝜕𝜕𝜕𝜕 + ∇ ⋅ (𝐴𝐴�𝒗𝒗) � � 𝑆𝑆�,�

�
 , (3-5)

where 𝐴𝐴� and 𝑆𝑆�,� are the convectible IFAs and IFA source terms, respectively. The changes of interfacial 
areas are treated as source terms due to hydrodynamic breakup, flashing, turbulence-driven breakup, 
coalescence, and production of droplets or bubbles. The subscript M represents a fluid energy component 
associating the relevant convectible IFA. The source terms are calculated first without convection term and 
the convectible IFAs are then updated using the end-of-time-step fluid velocities. 

3.1.3. Overall solution procedure (4 step method) 

The overall fluid-dynamics solution algorithm is based on a time-factorization approach, so called 
the four-step method, developed for AFDM, in which intra-cell interfacial area source terms, heat and mass 
transfer, and momentum exchange functions are determined separately from inter-cell fluid convection. 
There are four steps in this algorithm as shown in Fig. 3-1. 

Step 1 updates Eqs. (3-2) to (3-5) for intra-cell transfers while ignoring the convection terms. The 
models and methods of individual Step 1 operations are described separately in Chapter 4. Here the overall 
calculative flow through Step 1 has the following operations: 

(1) Call EOS routines to initialize component volume fractions and thermodynamic state of each 
cell. 

(2) Perform energy and mass transfer operations associated with fuel-pin or can-wall breakup 
whenever a break-up criterion is satisfied. 

(3) Determine structure configuration and calculate structure heat-transfer coefficients and 
hydraulic diameter. 

(4) Update convectible interfacial areas and determine binary contact areas between energy 
components. 

(5) Calculate momentum-exchange functions. 

(6) Calculate fluid heat-transfer coefficients. 

(7) Calculate fission-gas release from liquid and particulate fuel. 

(8) Update internal energies due to nuclear heating. 

(9) Perform heat and mass transfer operations due to intra-cell heat transfer, melting/freezing and 
vaporization/condensation. 

(10) Calculate can-wall heat transfer. 

(11) Calculate inter-cell heat transfer. 

(12) Update velocities and interfacial areas based on mass transfers. 
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The summary of the fluid convection algorithm is described in this section, and the full description 
of detailed formulation with differenced equations are given in Sections 3.2 through 3.4. First Step 2 
explicitly estimates the end-of-time-step variables to initialize for the pressure iteration. While the first-
order donor-cell differencing scheme is optionally used, a higher-order spatial differencing is the standard 
scheme to reduce numerical diffusion. The latter was based on the AFDM formulation and is described in 
the AFDM manual8). 

Step 3 performs the pressure iteration that obtains consistent end-of-time-step velocities and 
pressure using a multivariate Newton-Raphson method. During the pressure iteration, only selected 
sensitive variables are allowed to change from the Step 2 estimates to limit the number of necessary 
operations. These variables are: the total density of fuel components, the density of steel, the density of 
sodium (and control particles), the total density of vapor mixture, the vapor temperature, and the difference 
between EOS pressure and cell pressure. In addition, an advantage over the previous AFDM approach is 
the elimination of an inefficient internal EOS iteration to obtain mechanical equilibrium among 
compressible fluid components. This is done by defining the EOS pressure as a function of the cell pressure, 
which is related to the amount of liquid compression. 

Finally Step 4 performs mass, momentum and energy convection consistently based on the semi-
implicit algorithm. The interfacial areas also convect consistently at the converged end-of-time-step 
velocities. A summary of the above four step updates of variables is schematically shown in an abridged 
form in Table 3-1, where a parenthesized number denotes the corresponding step in which a variable is 
updated. 

3.1.5. Geometries and coordinates 

As already shown in Table 2-1, a consistent use of geometry indices and velocity variables is 
maintained for SIMMER-III and SIMMER-IV. Even for a 3D system, the same axial index j and velocity v 
are used as 2D. The third dimension added for SIMMER-IV is represented by the index k and velocity w. In 
the staggered mesh cell formulation, the macroscopic densities, internal energies and cell pressure are 
defined at the cell center, and the velocities are defined at cell boundaries. An example for the 2D 
SIMMER-III case is shown in Fig. 3-1. 

For typical reactor calculations, a cylindrical geometry is used in 2D SIMMER-III simulation. For 
3D simulations with SIMMER-IV, a use of a Cartesian (rectangular) coordinate is recommended instead of 
a cylindrical coordinate, which has non-uniform mesh-cell volumes, becoming very small near the 
centerline. 

3.2. End-of-Time-Step Estimate (Step 2) 

The second step of the SIMMER-III four-step algorithm is an initial preparation for the fluid 
convection equation solutions. Step 2 estimates the end-of-time-step field variables by integrating the 
conservation equations without source terms in Eqs. (3-6), (3-7) and (3-8). The convection terms are treated 
explicitly in Step 2, with ignoring the interfacial drag heating terms that are included later in Step 4. The 
purpose of Step 2 is to initialize the pressure iteration in Step 3. 
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3.2.1. Mass and energy equation updates 

The EOS information necessary for Step 2 is evaluated at the end of Step 1 that updates field 
variables based on intra-cell heat and mass transfer. Namely, based on �̄�𝜌��  and 𝑇𝑇��  updated in Step 1 
transfers, the specific internal energies �̃�𝑒��  are determined. Consistent values for the macroscopic densities 
and the energy component volume fractions are also determined. 

There are two options for a spatial differencing scheme: a first-order donor-cell differencing method 
and a higher-order differencing method. A basic concept of the latter option is to convect a slope of the 
variables in each donor cell in each direction, which is calculated from the values of these variables in the 
neighboring cells. The latter option is the standard option in SIMMER-III/SIMMER-IV since the 
experience with AFDM suggested that the scheme retain much higher accuracy with reduced numerical 
diffusion and is well acceptable for both the computing cost and stability. However, because of complexity 
of the formulations of the higher-order differencing, the equations for the first-order donor-cell differencing 
are mainly presented in the rest of this chapter unless stated differently. The original formulation of higher-
order differencing in AFDM is described in detail in Appendix C of the AFDM document8). 

Equation (3-6) for mass convection is expressed in finite-difference form as: 

�̄�𝜌����� � �̄�𝜌��� � Δ�
⎣
⎢
⎢
⎡Δ���̄�𝜌��� 𝑟𝑟�

�𝑢𝑢����
��

𝑟𝑟�
�Δ𝑥𝑥�

�
Δ���̄�𝜌��� 𝑤𝑤������

𝑟𝑟�
�Δ𝑦𝑦�

�
Δ���̄�𝜌��� 𝑣𝑣������

Δ𝑧𝑧�
⎦
⎥
⎥
⎤
 , (3-10)

where 

Δ�𝑓𝑓�� � 𝑓𝑓�����,�,� � 𝑓𝑓�����,�,�, Δ�𝑓𝑓�� � 𝑓𝑓�,�����,� � 𝑓𝑓�,�����,�, Δ�𝑓𝑓�� � 𝑓𝑓�,�,����� � 𝑓𝑓�,�,�����  , 

� � � for the cylindrical geometry, and 
� � � for the rectangular geometry. 

A general Cartesian coordinate system (x,y,z) is used in this chapter, but this might be better written as 
(r,θ,z) for the cylindrical geometry. In the documentation of former two-dimensional codes, SIMMER-II 
and AFDM, the coordinate system (r,z) were constantly used and the directions are called “radial” and 
“axial”. Since the model description of this report has taken advantage of the previous documentations of 
the two-dimensional codes, the words radial and axial are sometimes used to indicate x and z directions, 
respectively. The brackets notation in Eq. (3-10) indicates a variation of donor-cell differencing. For the 
first-order donor-cell option, they are: 

�𝑓𝑓𝑟𝑟�𝑢𝑢������,�,� � 𝑟𝑟�����,�,�
� 𝑢𝑢�����,�,� �

𝑓𝑓�,�,� if 𝑢𝑢�����,�,� � �
𝑓𝑓���,�,� if 𝑢𝑢�����,�,� � � , (3-11a)

⟨𝑓𝑓𝑤𝑤⟩�,�����,� � 𝑤𝑤�,�����,� �
𝑓𝑓�,�,� if 𝑤𝑤�,�,����� � �

𝑓𝑓�,���,� if 𝑤𝑤�,�,����� � �
, and (3-11b)

 

The summary of the fluid convection algorithm is described in this section, and the full description 
of detailed formulation with differenced equations are given in Sections 3.2 through 3.4. First Step 2 
explicitly estimates the end-of-time-step variables to initialize for the pressure iteration. While the first-
order donor-cell differencing scheme is optionally used, a higher-order spatial differencing is the standard 
scheme to reduce numerical diffusion. The latter was based on the AFDM formulation and is described in 
the AFDM manual8). 

Step 3 performs the pressure iteration that obtains consistent end-of-time-step velocities and 
pressure using a multivariate Newton-Raphson method. During the pressure iteration, only selected 
sensitive variables are allowed to change from the Step 2 estimates to limit the number of necessary 
operations. These variables are: the total density of fuel components, the density of steel, the density of 
sodium (and control particles), the total density of vapor mixture, the vapor temperature, and the difference 
between EOS pressure and cell pressure. In addition, an advantage over the previous AFDM approach is 
the elimination of an inefficient internal EOS iteration to obtain mechanical equilibrium among 
compressible fluid components. This is done by defining the EOS pressure as a function of the cell pressure, 
which is related to the amount of liquid compression. 

Finally Step 4 performs mass, momentum and energy convection consistently based on the semi-
implicit algorithm. The interfacial areas also convect consistently at the converged end-of-time-step 
velocities. A summary of the above four step updates of variables is schematically shown in an abridged 
form in Table 3-1, where a parenthesized number denotes the corresponding step in which a variable is 
updated. 

3.1.5. Geometries and coordinates 

As already shown in Table 2-1, a consistent use of geometry indices and velocity variables is 
maintained for SIMMER-III and SIMMER-IV. Even for a 3D system, the same axial index j and velocity v 
are used as 2D. The third dimension added for SIMMER-IV is represented by the index k and velocity w. In 
the staggered mesh cell formulation, the macroscopic densities, internal energies and cell pressure are 
defined at the cell center, and the velocities are defined at cell boundaries. An example for the 2D 
SIMMER-III case is shown in Fig. 3-1. 

For typical reactor calculations, a cylindrical geometry is used in 2D SIMMER-III simulation. For 
3D simulations with SIMMER-IV, a use of a Cartesian (rectangular) coordinate is recommended instead of 
a cylindrical coordinate, which has non-uniform mesh-cell volumes, becoming very small near the 
centerline. 

3.2. End-of-Time-Step Estimate (Step 2) 

The second step of the SIMMER-III four-step algorithm is an initial preparation for the fluid 
convection equation solutions. Step 2 estimates the end-of-time-step field variables by integrating the 
conservation equations without source terms in Eqs. (3-6), (3-7) and (3-8). The convection terms are treated 
explicitly in Step 2, with ignoring the interfacial drag heating terms that are included later in Step 4. The 
purpose of Step 2 is to initialize the pressure iteration in Step 3. 
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⟨𝑓𝑓𝑣𝑣⟩�,�,����� = 𝑣𝑣�,�,����� �
𝑓𝑓�,�,� if 𝑣𝑣�,�,����� ≥ 0

𝑓𝑓�,�,��� if 𝑣𝑣�,�,����� < 0
. (3-11c)

For the higher-order differing option, they are expressed as: 

�𝑓𝑓𝑟𝑟�𝑢𝑢����
�,�,� = 𝑟𝑟

���
�,�,�

� 𝑢𝑢���
�,�,� 

⎩
⎪
⎨
⎪
⎧�𝑓𝑓��� + 𝑟𝑟���

� Δ𝑥𝑥�
2 �𝜕𝜕𝑓𝑓

𝜕𝜕𝑥𝑥�
���

� � Δ𝑡𝑡
2 �𝑟𝑟�����,�,�

� 𝑢𝑢�����,�,��� �𝜕𝜕𝑓𝑓
𝜕𝜕𝑥𝑥�

���
if 𝑢𝑢�����,�,� ≥ 0

�𝑓𝑓��� + 𝑟𝑟��
�Δ𝑥𝑥�
2 �𝜕𝜕𝑓𝑓

𝜕𝜕𝑥𝑥�
���,�,�

� � Δ𝑡𝑡
2 �𝑟𝑟

���
�,�,�

� 𝑢𝑢���
�,�,��

�
�𝜕𝜕𝑓𝑓

𝜕𝜕𝑟𝑟�
���,�,�

if 𝑢𝑢���
�,�,� < 0

 , 
(3-12a)

⟨𝑓𝑓𝑤𝑤⟩�,���
�,� = 𝑤𝑤�,���

�,�

⎩⎪
⎨
⎪⎧�𝑓𝑓��� + Δ𝑦𝑦�

2 �𝜕𝜕𝑓𝑓
𝜕𝜕𝑦𝑦�

���
� � Δ𝑡𝑡

2 �𝑤𝑤�,���
�,��

�
�𝜕𝜕𝑓𝑓

𝜕𝜕𝑦𝑦�
���

if 𝑤𝑤�,�����,� ≥ 0

�𝑓𝑓��� + Δ𝑦𝑦�
2 �𝜕𝜕𝑓𝑓

𝜕𝜕𝑦𝑦�
�,���,�

� � Δ𝑡𝑡
2 �𝑤𝑤�,���

�,��
�

�𝜕𝜕𝑓𝑓
𝜕𝜕𝑦𝑦�

�,���,�
if 𝑤𝑤�,�����,� < 0

 , and 
(3-12b)

⟨𝑓𝑓𝑣𝑣⟩�,�,���
�

= 𝑣𝑣�,�,���
�

 

⎩⎪
⎨
⎪⎧�𝑓𝑓��� + Δ𝑧𝑧�

2 �𝜕𝜕𝑓𝑓
𝜕𝜕𝑧𝑧�

���
� � Δ𝑡𝑡

2 �𝑣𝑣�,�,������� �𝜕𝜕𝑓𝑓
𝜕𝜕𝑧𝑧�

���
if 𝑣𝑣�,�,����� ≥ 0

�𝑓𝑓��� + Δ𝑧𝑧�
2 �𝜕𝜕𝑓𝑓

𝜕𝜕𝑧𝑧�
�,�,���

� � Δ𝑡𝑡
2 �𝑣𝑣�,�,������� �𝜕𝜕𝑓𝑓

𝜕𝜕𝑧𝑧�
�,�,���

if 𝑣𝑣�,�,����� < 0
 . 

(3-12c)

The field variables on the right side of Eq. (3-10) are those obtained from Step 1. The spatial derivatives in 
the above equations are described in Appendix C of the AFDM manual Volume V8), together with the 
detailed derivation of the higher-order differencing. It is noted that if the spatial derivatives are ignored, 
Eqs. (3-12a) - (3-12c) reduce to the first-order donor-cell differencing in Eqs. (3-11a) - (3-12c). 

For the energy equation, the liquid energy component densities are used as: 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� , and 
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�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌��� . 

The estimated end-of-time-step volume fractions are determined from the densities calculated in Eq. 
(3-10), as: 

𝛼𝛼������ = �̄�𝜌������

𝜌𝜌���� , and (3-13)

𝛼𝛼����� = 1 − 𝛼𝛼���� − � 𝛼𝛼������

�
 . (3-14)

Then the energy equation in Eq. (3-8) is expressed in a finite-difference form as: 

�̃�𝑒�,���
��� = 1

�̄�𝜌��,���
���

⎩
⎨
⎧

�̃�𝑒�,���
� �̄�𝜌��,���

� − Δ𝑡𝑡
⎣
⎢
⎢
⎡Δ���̄�𝜌����̃�𝑒��𝑟𝑟�

�𝑢𝑢����
��

𝑟𝑟�
�Δ𝑥𝑥�

+
Δ���̄�𝜌����̃�𝑒��𝑣𝑣������

𝑟𝑟�
�Δ𝑦𝑦�

+
Δ���̄�𝜌����̃�𝑒��𝑣𝑣������

Δ𝑧𝑧�
⎦
⎥
⎥
⎤

− 𝑝𝑝�,����𝛼𝛼��,���
��� − 𝛼𝛼�,���

� �

− Δ𝑡𝑡𝑝𝑝�,���

⎣
⎢
⎢
⎡Δ��𝛼𝛼���𝑟𝑟�

�𝑢𝑢����
��

𝑟𝑟�
�Δ𝑥𝑥�

+
Δ��𝛼𝛼���𝑣𝑣������

𝑟𝑟�
�Δ𝑦𝑦�

+
Δ��𝛼𝛼���𝑣𝑣������

Δ𝑧𝑧�
⎦
⎥
⎥
⎤

⎭
⎬
⎫

 , 

(3-15)

where the subscript r denotes the energy component. The convection terms with bracket notation are 
expressed similarly to the mass equation for both the first-order donor-cell and higher-order differencing 
schemes, by defining 

��̄�𝜌����̃�𝑒��𝑟𝑟�𝑢𝑢������ = ��̄�𝜌���𝑟𝑟�𝑢𝑢������⟨�̃�𝑒��⟩ , (3-16a)

��̄�𝜌����̃�𝑒��𝑤𝑤������ = ��̄�𝜌���𝑤𝑤������⟨�̃�𝑒��⟩ , and (3-16b)

��̄�𝜌����̃�𝑒��𝑣𝑣������ = ��̄�𝜌���𝑣𝑣������⟨�̃�𝑒��⟩ . (3-16c)

The remaining field variables on the right side of Eq. (3-15) are those obtained from Step 1. The pressure 
appearing in the pressure-volume work term is taken from Step 3 of the previous time step.  

𝑝𝑝�,��� = 𝑝𝑝���
�  , for 𝑟𝑟 = 𝑟𝑟1, 𝑟𝑟𝑟, 𝑟 , 𝑟𝑟𝑟 . (3-17)

It is noted that the work term is evaluated by only for the liquid energy components. Based on the 
experience with the previous AFDM code, evaluating the work term for the vapor field in Step 2 turned out 
to be not cost-effective and hence is omitted. The terms convecting the volume fractions are evaluated 
similarly to the mass convection and hence are not repeated here. 

To avoid numerical problems with “underflow”, all smear (macroscopic) densities evaluated using 
Eq. (3-10) are limited to a minimum of 10��� kg/m�. When the density minimum occurs, setting the 
internal energies to a minimum value predetermined for each material. The present choices are the 

 

⟨𝑓𝑓𝑣𝑣⟩�,�,����� = 𝑣𝑣�,�,����� �
𝑓𝑓�,�,� if 𝑣𝑣�,�,����� ≥ 0

𝑓𝑓�,�,��� if 𝑣𝑣�,�,����� < 0
. (3-11c)

For the higher-order differing option, they are expressed as: 

�𝑓𝑓𝑟𝑟�𝑢𝑢����
�,�,� = 𝑟𝑟

���
�,�,�

� 𝑢𝑢���
�,�,� 

⎩
⎪
⎨
⎪
⎧�𝑓𝑓��� + 𝑟𝑟���

� Δ𝑥𝑥�
2 �𝜕𝜕𝑓𝑓

𝜕𝜕𝑥𝑥�
���

� � Δ𝑡𝑡
2 �𝑟𝑟�����,�,�

� 𝑢𝑢�����,�,��� �𝜕𝜕𝑓𝑓
𝜕𝜕𝑥𝑥�

���
if 𝑢𝑢�����,�,� ≥ 0

�𝑓𝑓��� + 𝑟𝑟��
�Δ𝑥𝑥�
2 �𝜕𝜕𝑓𝑓

𝜕𝜕𝑥𝑥�
���,�,�

� � Δ𝑡𝑡
2 �𝑟𝑟

���
�,�,�

� 𝑢𝑢���
�,�,��

�
�𝜕𝜕𝑓𝑓

𝜕𝜕𝑟𝑟�
���,�,�

if 𝑢𝑢���
�,�,� < 0

 , 
(3-12a)

⟨𝑓𝑓𝑤𝑤⟩�,���
�,� = 𝑤𝑤�,���

�,�

⎩⎪
⎨
⎪⎧�𝑓𝑓��� + Δ𝑦𝑦�

2 �𝜕𝜕𝑓𝑓
𝜕𝜕𝑦𝑦�

���
� � Δ𝑡𝑡

2 �𝑤𝑤�,���
�,��

�
�𝜕𝜕𝑓𝑓

𝜕𝜕𝑦𝑦�
���

if 𝑤𝑤�,�����,� ≥ 0

�𝑓𝑓��� + Δ𝑦𝑦�
2 �𝜕𝜕𝑓𝑓

𝜕𝜕𝑦𝑦�
�,���,�

� � Δ𝑡𝑡
2 �𝑤𝑤�,���

�,��
�

�𝜕𝜕𝑓𝑓
𝜕𝜕𝑦𝑦�

�,���,�
if 𝑤𝑤�,�����,� < 0

 , and 
(3-12b)

⟨𝑓𝑓𝑣𝑣⟩�,�,���
�

= 𝑣𝑣�,�,���
�

 

⎩⎪
⎨
⎪⎧�𝑓𝑓��� + Δ𝑧𝑧�

2 �𝜕𝜕𝑓𝑓
𝜕𝜕𝑧𝑧�

���
� � Δ𝑡𝑡

2 �𝑣𝑣�,�,������� �𝜕𝜕𝑓𝑓
𝜕𝜕𝑧𝑧�

���
if 𝑣𝑣�,�,����� ≥ 0

�𝑓𝑓��� + Δ𝑧𝑧�
2 �𝜕𝜕𝑓𝑓

𝜕𝜕𝑧𝑧�
�,�,���

� � Δ𝑡𝑡
2 �𝑣𝑣�,�,������� �𝜕𝜕𝑓𝑓

𝜕𝜕𝑧𝑧�
�,�,���

if 𝑣𝑣�,�,����� < 0
 . 

(3-12c)

The field variables on the right side of Eq. (3-10) are those obtained from Step 1. The spatial derivatives in 
the above equations are described in Appendix C of the AFDM manual Volume V8), together with the 
detailed derivation of the higher-order differencing. It is noted that if the spatial derivatives are ignored, 
Eqs. (3-12a) - (3-12c) reduce to the first-order donor-cell differencing in Eqs. (3-11a) - (3-12c). 

For the energy equation, the liquid energy component densities are used as: 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� , 

�̄�𝜌�� = �̄�𝜌�� , and 
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sublimation energies of the materials defined in the EOS model. The vapor field should be present even in a 
single-phase cell, and hence no adjustment is made for the vapor energy. 

After Eqs. (3-10) and (3-15) are evaluated, the EOS is inverted to obtain the temperatures and 
volume fractions consistent with the new densities and energies. 

3.2.2. Setup for momentum equation 

The next operation in Step 2 is to use the momentum equations to calculate new velocities and 
velocity derivatives with respect to pressure. The SIMMER-III/SIMMER-IV allows to assign each of the 
seven liquid energy components arbitrarily to one of up to seven liquid velocity fields. In the standard 
procedure with the three velocity fields, defaulted in the code, the heavy fluid components (liquid fuel, fuel 
and steel particles) are assigned to q1, the light fluid components (liquid steel, liquid sodium and control 
particles) to q2 and the vapor mixture to q3.  

�̄�𝜌��,��� = �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� , 

�̄�𝜌��,��� = �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� , and 

�̄�𝜌��,��� = �̄�𝜌�,��� = �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� . 

For an extended procedure with eight velocity-field assignment, the liquid energy components, L1 
to L7, can be assigned respectively to different velocity fields, q1 to q7, and thereby the motion of 
individual liquid components can be traced independently. It is noted the increased number of velocity 
fields requires more computing cost. By increasing the number of velocity fields from 3 to 8, the number of 
inter-field momentum coupling terms increases from 3 to 28 and the number of fluid-structure friction 
terms increases from 9 to 24 for SIMMER-III (15 to 40 for SIMMER-IV). The volume fractions for the 
velocity fields are defined similarly. 

To set up velocity calculations, the following four coupled preliminary operations are performed: to 
adjust momentum exchange coefficients, to average cell centered quantities, to evaluate virtual mass 
coefficients, and to evaluate convective terms of the momentum equations explicitly. 

First, the momentum exchange coefficients are adjusted if a two-phase to single-phase transition has 
occurred. In Step 1, the 𝑎𝑎��� and 𝑏𝑏��′ were determined for eventual use in the expression of the momentum-
exchange function: 

𝐾𝐾��′ = 𝑎𝑎��′ + 𝑏𝑏��′��⃗�𝑣�′ − �⃗�𝑣�� . (3-18)

If a single-phase cell is predicted, 𝛼𝛼����� < 0, the momentum coupling with the vapor field is tightened for 
the liquid velocity field M having the largest volume fraction, by resetting 𝑎𝑎��′ as. 

𝑎𝑎��,� = 10���1 − 𝛼𝛼��/��̄�𝜌��� �̄�𝜌��� , where  � = ���max� �𝛼𝛼���� . (3-19)

Second, because the velocities are evaluated on cell boundaries, cell-centered quantities are 
averaged. The results are: 

JAEA-Research 2024-008

- 28 -



 

�̄�𝜌�,�� = �̄�𝜌�,���𝑟𝑟�
�Δ𝑥𝑥� + �̄�𝜌�,���,�,�𝑟𝑟���

� Δ𝑥𝑥���
(𝑟𝑟𝑟���𝑖�)�(Δ𝑥𝑥� + Δ𝑥𝑥���) , (3-20a)

�̄�𝜌�,�� = �̄�𝜌�,���Δ𝑦𝑦� + �̄�𝜌�,�,���,�Δ𝑦𝑦���
(𝑟𝑟𝑟���𝑖�)�(Δ𝑦𝑦� + Δ𝑦𝑦���)  , and (3-20b)

�̄�𝜌�,�� = �̄�𝜌�,���Δ𝑧𝑧� + �̄�𝜌�,�,�,���Δ𝑧𝑧���
Δ𝑧𝑧� + Δ𝑧𝑧���

 , (3-20c)

where 

�𝑟𝑟𝑟���𝑖��� = �𝑟𝑟�
� + 𝑟𝑟���

� � 2⁄  , and 

𝜆𝜆+= (𝑖𝑖 + 𝑖𝑖2, 𝑖𝑖, 𝑖𝑖) , 𝜏𝜏+= (𝑖𝑖, 𝑖𝑖 + 𝑖𝑖2, 𝑖𝑖)  and  𝜃𝜃+= (𝑖𝑖, 𝑖𝑖, 𝑖𝑖 + 𝑖𝑖2) .

The 𝑎𝑎��  and 𝑏𝑏��  components of the fluid-structure momentum-exchange functions 𝐾𝐾��  and the 𝑎𝑎���  and 
𝑏𝑏���  components of the interfield momentum-exchange functions 𝐾𝐾��′  are averaged similarly to the 
densities for consistency. Because of the large fractional changes can take place over a time step, the 
loss/gain of mass and momentum in a cell requires a further adjustment on the interfield momentum 
coupling. To maintain a similar force per unit mass on the estimated end-of-time-step densities, the 
adjustments are 

𝑎𝑎������� = 𝑎𝑎����� ���̄�𝜌������̄�𝜌������� ��̄�𝜌����̄�𝜌���� �� � , (3-21a)

𝑏𝑏������� = 𝑏𝑏����� ���̄�𝜌������̄�𝜌������� ��̄�𝜌����̄�𝜌���� �� � , (3-21b)

𝑎𝑎������ = 𝑎𝑎���� ��̄�𝜌����� �̄�𝜌���� � , and (3-22a)

𝑏𝑏������ = 𝑏𝑏���� ��̄�𝜌����� �̄�𝜌���� � . (3-22b)

The volume fractions are averaged differently. Namely, the straight area averaging determines 𝛼𝛼� 
on cell boundaries. This means, for the radial boundary (x direction), 

𝛼𝛼�,�� = 𝛼𝛼�,���𝑟𝑟�
�Δ𝑥𝑥� + 𝛼𝛼�,���,�,�𝑟𝑟���

� Δ𝑥𝑥���
𝑟𝑟�

�Δ𝑥𝑥� + 𝑟𝑟���
� Δ𝑥𝑥���

. (3-23)

Since the cell-dependent structure volume fractions are time independent during convection, no tilde 
notation is required. The vapor volume fractions on radial cell boundaries are calculated as 

𝛼𝛼�,�� = �𝑖 − 𝛼𝛼�,��� �
𝛼𝛼�,��� �𝑖 − 𝛼𝛼�,����⁄ for  𝑝𝑝��� ≥ 𝑝𝑝���,�,�

𝛼𝛼�,���,�,� �𝑖 − 𝛼𝛼�,���,�,��⁄ for  𝑝𝑝��� < 𝑝𝑝���,�,�
. (3-24)

Because the volume fractions must sum to unity, 

𝛼𝛼�,�� = 𝑖 − 𝛼𝛼�,�� − 𝛼𝛼�,�� . (3-25)

 

sublimation energies of the materials defined in the EOS model. The vapor field should be present even in a 
single-phase cell, and hence no adjustment is made for the vapor energy. 

After Eqs. (3-10) and (3-15) are evaluated, the EOS is inverted to obtain the temperatures and 
volume fractions consistent with the new densities and energies. 

3.2.2. Setup for momentum equation 

The next operation in Step 2 is to use the momentum equations to calculate new velocities and 
velocity derivatives with respect to pressure. The SIMMER-III/SIMMER-IV allows to assign each of the 
seven liquid energy components arbitrarily to one of up to seven liquid velocity fields. In the standard 
procedure with the three velocity fields, defaulted in the code, the heavy fluid components (liquid fuel, fuel 
and steel particles) are assigned to q1, the light fluid components (liquid steel, liquid sodium and control 
particles) to q2 and the vapor mixture to q3.  

�̄�𝜌��,��� = �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� , 

�̄�𝜌��,��� = �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� , and 

�̄�𝜌��,��� = �̄�𝜌�,��� = �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� + �̄�𝜌��,��� . 

For an extended procedure with eight velocity-field assignment, the liquid energy components, L1 
to L7, can be assigned respectively to different velocity fields, q1 to q7, and thereby the motion of 
individual liquid components can be traced independently. It is noted the increased number of velocity 
fields requires more computing cost. By increasing the number of velocity fields from 3 to 8, the number of 
inter-field momentum coupling terms increases from 3 to 28 and the number of fluid-structure friction 
terms increases from 9 to 24 for SIMMER-III (15 to 40 for SIMMER-IV). The volume fractions for the 
velocity fields are defined similarly. 

To set up velocity calculations, the following four coupled preliminary operations are performed: to 
adjust momentum exchange coefficients, to average cell centered quantities, to evaluate virtual mass 
coefficients, and to evaluate convective terms of the momentum equations explicitly. 

First, the momentum exchange coefficients are adjusted if a two-phase to single-phase transition has 
occurred. In Step 1, the 𝑎𝑎��� and 𝑏𝑏��′ were determined for eventual use in the expression of the momentum-
exchange function: 

𝐾𝐾��′ = 𝑎𝑎��′ + 𝑏𝑏��′��⃗�𝑣�′ − �⃗�𝑣�� . (3-18)

If a single-phase cell is predicted, 𝛼𝛼����� < 0, the momentum coupling with the vapor field is tightened for 
the liquid velocity field M having the largest volume fraction, by resetting 𝑎𝑎��′ as. 

𝑎𝑎��,� = 10���1 − 𝛼𝛼��/��̄�𝜌��� �̄�𝜌��� , where  � = ���max� �𝛼𝛼���� . (3-19)

Second, because the velocities are evaluated on cell boundaries, cell-centered quantities are 
averaged. The results are: 
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The component-wise effective vapor volume fractions are averaged on radial cell boundaries as 

𝛼𝛼��,�� = 𝛼𝛼���,��
∑ 𝛼𝛼���,������

𝛼𝛼�,�� , (3-26)

where 

𝛼𝛼���,�� = 𝛼𝛼��,���𝑟𝑟�Δ𝑥𝑥� + 𝛼𝛼��,���,�,�𝑟𝑟���Δ𝑥𝑥��� . (3-27)

A similar procedure is taken to average the variables at the other boundaries (in y and z directions). 

Third, the virtual mass terms calculated in Step 1 are used. The physical background and purpose of 
implementing the model are discussed in Appendix A of the AFDM manual Vol. V8). 

Fourth, the convection terms of the momentum equations are evaluated explicitly. For the radial (x) 
direction, the convection term is given by  

𝐶𝐶𝐶𝐶��,�� = 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝑥𝑥 ��̄�𝜌�𝑟𝑟�𝑢𝑢��� + 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑢𝑢�𝑤𝑤�� + 𝜕𝜕
𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑢𝑢�𝑣𝑣��

= 1
�𝑟𝑟𝑟���/���Δ𝑥𝑥���/�

���̄�𝜌���𝑟𝑟�𝑢𝑢�������,�,��𝑢𝑢�������,�,� − ��̄�𝜌���𝑟𝑟�𝑢𝑢��������𝑢𝑢��������

+ 1
�𝑟𝑟𝑟���/���Δ𝜕𝜕�

���̄�𝜌���𝑤𝑤�������/�,���/�,��𝑢𝑢�������/�,���/�,�

− ��̄�𝜌���𝑤𝑤�������/�,���/�,��𝑢𝑢�������/�,���/�,��
+ 1

Δ𝜕𝜕�
���̄�𝜌���𝑣𝑣�������/�,�,���/��𝑢𝑢�������/�,�,���/�

− ��̄�𝜌���𝑣𝑣�������/�,�,���/��𝑢𝑢�������/�,�,���/�� , 

(3-28)

where the donor cell evaluation of the terms with bracket is 

��̄�𝜌𝑟𝑟�𝑢𝑢�����,�,� = ���̄�𝜌𝑟𝑟�𝑢𝑢�����/�,�,� + ��̄�𝜌𝑟𝑟�𝑢𝑢�������,�,�� /2 , (3-29a)

��̄�𝜌𝑤𝑤�����/�,���/�,� = ���̄�𝜌𝑤𝑤���,���/�,� + ��̄�𝜌𝑤𝑤�����,���/�,�� /2 , (3-29b)

��̄�𝜌𝑣𝑣�����/�,����/� = ���̄�𝜌𝑣𝑣���,�,���/� + ��̄�𝜌𝑣𝑣�����,�,���/�� /2 , (3-29c)

⟨𝑢𝑢⟩���,�,� = �
𝑢𝑢���/�,�,� for  ��̄�𝜌𝑟𝑟�𝑢𝑢����,�,� ≥ 0

𝑢𝑢�����,�,� for  ��̄�𝜌𝑟𝑟�𝑢𝑢����,�,� < 0
, (3-29d)

⟨𝑢𝑢⟩���/�,���/�,� = �
𝑢𝑢���/�,�,� for ⟨�̄�𝜌𝑤𝑤⟩����/�,���/�,� ≥ 0

𝑢𝑢���/�,���,� for  ⟨�̄�𝜌𝑤𝑤⟩����/�,���/�,� < 0
, and (3-29e)
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⟨𝑢𝑢⟩������������� = �
𝑢𝑢��������� for ⟨�̄�𝜌𝑣𝑣⟩������������� ≥ 0

𝑢𝑢����������� for  ⟨�̄�𝜌𝑣𝑣⟩������������� < 0
. (3-29f)

For the y direction, the convection terms are given by 

𝐶𝐶𝐶𝐶����� = 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑤𝑤�𝑟𝑟�𝑢𝑢�� + 𝜕𝜕

𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑤𝑤��� + 𝜕𝜕
𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑤𝑤�𝑢𝑢��

= 1
𝑟𝑟�Δ𝜕𝜕�

���̄�𝜌���𝑟𝑟�𝑢𝑢������������������𝑤𝑤�����������������

− ��̄�𝜌���𝑟𝑟�𝑢𝑢������������������𝑤𝑤������������������
+ 1

𝑟𝑟�Δ𝜕𝜕�����
���̄�𝜌���𝑤𝑤������������𝑤𝑤����������� − ��̄�𝜌���𝑤𝑤��������𝑤𝑤��������

+ 1
Δ𝜕𝜕�

���̄�𝜌���𝑣𝑣������������������𝑤𝑤�����������������

− ��̄�𝜌���𝑣𝑣������������������𝑤𝑤������������������ . 

(3-30)

For the axial (z) direction, the convection terms are given by  

𝐶𝐶𝐶𝐶����� = 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑣𝑣�𝑟𝑟�𝑢𝑢�� + 𝜕𝜕

𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑣𝑣�𝑤𝑤�� + 𝜕𝜕
𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑣𝑣���

= 1
𝑟𝑟�Δ𝜕𝜕�

���̄�𝜌���𝑟𝑟�𝑢𝑢������������������𝑣𝑣�����������������

− ��̄�𝜌���𝑟𝑟�𝑢𝑢������������������𝑣𝑣������������������
+ 1

𝑟𝑟�Δ𝜕𝜕�
���̄�𝜌���𝑟𝑟�𝑤𝑤������������������𝑣𝑣�����������������

− ��̄�𝜌���𝑟𝑟�𝑤𝑤������������������𝑣𝑣������������������
+ 1

Δ𝜕𝜕�����
���̄�𝜌���𝑣𝑣������������𝑣𝑣����������� − ��̄�𝜌���𝑣𝑣��������𝑣𝑣�������� . 

(3-31)

The donor cell evaluation of the terms with bracket in Eqs. (3-30) and (3-31) is obtained similarly to the x 
direction. The velocities in the above definitions are obtained from dividing the momentum fluxes at the 
appropriate boundaries by a momentum-averaged density. In the reduction to the first-order differencing, 
where the velocity derivatives are zero, it is only the sign of the velocities that is important.  

3.2.3. Velocity solution procedure 

After setting up the momentum equations in the previous section, the momentum equations are 
solved explicitly for velocities. In SIMMER-III there are up to eight momentum fields (three in the 
standard option) that are coupled each other through interfacial drag. Because of the direct relationship 
between velocities and interfacial drag, the momentum equations are solved using an iterative procedure. If 
strong interfield coupling is applied to previously loosely coupled fields, more iterations can be required to 

 

The component-wise effective vapor volume fractions are averaged on radial cell boundaries as 

𝛼𝛼��,�� = 𝛼𝛼���,��
∑ 𝛼𝛼���,������

𝛼𝛼�,�� , (3-26)

where 

𝛼𝛼���,�� = 𝛼𝛼��,���𝑟𝑟�Δ𝑥𝑥� + 𝛼𝛼��,���,�,�𝑟𝑟���Δ𝑥𝑥��� . (3-27)

A similar procedure is taken to average the variables at the other boundaries (in y and z directions). 

Third, the virtual mass terms calculated in Step 1 are used. The physical background and purpose of 
implementing the model are discussed in Appendix A of the AFDM manual Vol. V8). 

Fourth, the convection terms of the momentum equations are evaluated explicitly. For the radial (x) 
direction, the convection term is given by  

𝐶𝐶𝐶𝐶��,�� = 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝑥𝑥 ��̄�𝜌�𝑟𝑟�𝑢𝑢��� + 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑢𝑢�𝑤𝑤�� + 𝜕𝜕
𝜕𝜕𝜕𝜕 ��̄�𝜌�𝑢𝑢�𝑣𝑣��

= 1
�𝑟𝑟𝑟���/���Δ𝑥𝑥���/�

���̄�𝜌���𝑟𝑟�𝑢𝑢�������,�,��𝑢𝑢�������,�,� − ��̄�𝜌���𝑟𝑟�𝑢𝑢��������𝑢𝑢��������

+ 1
�𝑟𝑟𝑟���/���Δ𝜕𝜕�

���̄�𝜌���𝑤𝑤�������/�,���/�,��𝑢𝑢�������/�,���/�,�

− ��̄�𝜌���𝑤𝑤�������/�,���/�,��𝑢𝑢�������/�,���/�,��
+ 1

Δ𝜕𝜕�
���̄�𝜌���𝑣𝑣�������/�,�,���/��𝑢𝑢�������/�,�,���/�

− ��̄�𝜌���𝑣𝑣�������/�,�,���/��𝑢𝑢�������/�,�,���/�� , 

(3-28)

where the donor cell evaluation of the terms with bracket is 

��̄�𝜌𝑟𝑟�𝑢𝑢�����,�,� = ���̄�𝜌𝑟𝑟�𝑢𝑢�����/�,�,� + ��̄�𝜌𝑟𝑟�𝑢𝑢�������,�,�� /2 , (3-29a)

��̄�𝜌𝑤𝑤�����/�,���/�,� = ���̄�𝜌𝑤𝑤���,���/�,� + ��̄�𝜌𝑤𝑤�����,���/�,�� /2 , (3-29b)

��̄�𝜌𝑣𝑣�����/�,����/� = ���̄�𝜌𝑣𝑣���,�,���/� + ��̄�𝜌𝑣𝑣�����,�,���/�� /2 , (3-29c)

⟨𝑢𝑢⟩���,�,� = �
𝑢𝑢���/�,�,� for  ��̄�𝜌𝑟𝑟�𝑢𝑢����,�,� ≥ 0

𝑢𝑢�����,�,� for  ��̄�𝜌𝑟𝑟�𝑢𝑢����,�,� < 0
, (3-29d)

⟨𝑢𝑢⟩���/�,���/�,� = �
𝑢𝑢���/�,�,� for ⟨�̄�𝜌𝑤𝑤⟩����/�,���/�,� ≥ 0

𝑢𝑢���/�,���,� for  ⟨�̄�𝜌𝑤𝑤⟩����/�,���/�,� < 0
, and (3-29e)
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achieve the convergence necessary to allow later determination of interfacial energy dissipation using the 
calculated velocities. 

There are three operations performed in this section. First, momentum averaging is applied to 
couple momentum fields. Two momentum fields are regarded as coupled if the momentum exchange 
coefficient is sufficiently large, namely 

𝛼𝛼��� ≥ 10�(1 − 𝛼𝛼�) . (3-32)

The averaged velocity from two coupled momentum fields, for example for the axial boundary, is given by 

𝑉𝑉��,�
� = 𝑉𝑉���,�

� = �̄�𝜌��,�𝑣𝑣��,� + �̄�𝜌���,�𝑣𝑣���,�
�̄�𝜌��,� + �̄�𝜌���,�

 , (3-33)

where the quantity 𝜉𝜉 can represent either 𝜃𝜃 + 1, 𝜏𝜏 + 1 or 𝜆𝜆 + 1 momentum cell in x (radial), y or z (axial) 
direction. This must be done on all the boundaries of the cell. The number of interfield momentum 
couplings is 3 for the standard three-velocity-field model, but it increases as many as 28 for the eight-field 
model. In Eq. (3-33) and the solution procedure below, the velocities used in the equations of motion are 
indicated using upper-case V for all the directions. 

Second, the finite difference representation of the momentum equations may be placed in the 
general form 

�̄�𝜌��,�
���𝑉𝑉��,�

��� + 𝛥𝛥𝛥𝛥𝛥𝛥��,�𝑉𝑉�,� − 𝛽𝛽��,�
��� �𝑉𝑉��,�

��� − � 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

���

�
�

− Δ𝛥𝛥 � �𝑎𝑎����,�
��� + 𝑏𝑏����,�

��� �𝑉𝑉���,�
∗ ���𝑉𝑉���,�

��

= �̄�𝜌��,�
� 𝑉𝑉��,�

� − Δ𝛥𝛥𝑡𝑡𝑉𝑉��,� − 𝛽𝛽��,�
��� �𝑉𝑉��,�

� − � 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

�

�
� + 𝜂𝜂��,�

��� , 
(3-34)

where 𝛥𝛥��,� = 𝑎𝑎���,�
��� + 𝑏𝑏���,�

����𝑉𝑉�,�
∗ �, and the summation over m is only for liquid fields. The last term on the 

RHS of Eq. (3-34) is defined in three directions as 

𝜂𝜂��,��
��� = −Δ𝛥𝛥𝛼𝛼��,��

��� 𝑝𝑝����,�,�
��� − 𝑝𝑝����

���

Δ𝑥𝑥���
�

 , (3-35a)

𝜂𝜂��,����� = −Δ𝛥𝛥𝛼𝛼��,����� 𝑝𝑝��,���,�
��� − 𝑝𝑝����

���

(𝑟𝑟𝑟���
�

)�Δ𝑦𝑦���
�

 , and (3-35b)

𝜂𝜂��,��
��� = 𝛥𝛥𝛥𝛥�̄�𝜌��,��

��� 𝑔𝑔 − Δ𝛥𝛥𝛼𝛼��,��
��� 𝑝𝑝��,�,���

��� − 𝑝𝑝����
���

Δ𝑧𝑧���
�

. (3-35c)

The gravity term appears only in the axial direction. Although they are not explicitly shown, the centrifugal 
force and Coriolis’s force may be added to Eqs. (3.39) and (3.40), respectively, when a three-dimensional 
cylindrical model is to be used. 
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The virtual mass coefficients are then defined and the vapor virtual mass term is given by 

𝛽𝛽��,�
��� = 𝛼𝛼�,���𝛼𝛼�,�𝑉𝑉𝑉𝑉� , and (3-36)

𝛽𝛽��,�
��� = −𝛼𝛼�,�𝑉𝑉𝑉𝑉� ,  (3-37)

where 

𝛼𝛼�,��� = 𝛼𝛼� � 𝛼𝛼��
�

� . (3-38)

The term 𝑉𝑉𝑉𝑉� is the cell averaged virtual mass coefficient computed in Step 1.  

The velocity differences in the inter-field drag terms in Eq. (3-34) are simply evaluated by 

𝑉𝑉���,�
∗ = 𝑉𝑉���,�

� − 𝑉𝑉��,�
�  , (3-39a)

𝑉𝑉���,� = 𝑉𝑉���,�
��� − 𝑉𝑉��,�

��� , (3-39b)

𝑉𝑉�,�
∗ = 𝑉𝑉��,�

�  , and (3-39c)

𝑉𝑉�,� = 𝑉𝑉��,�
��� . (3-39d)

Because the pressures are those at the beginning of the time step, 𝑝𝑝���
��� = 𝑝𝑝���

� .  

These reduce the momentum equations to a simultaneous set of three linear equations in three 
unknowns, which is expressed in a matrix equation of the form: 

𝑆𝑆�𝑉𝑉��
��� = 𝐷𝐷� , or (3-40a)

�
𝑠𝑠�� 𝑠𝑠�� 𝑠𝑠��
𝑠𝑠�� 𝑠𝑠�� 𝑠𝑠��
𝑠𝑠�� 𝑠𝑠�� 𝑠𝑠��

��
⎣
⎢
⎢
⎡𝑉𝑉��,�
𝑉𝑉��,�
𝑉𝑉��,�⎦

⎥
⎥
⎤

= �
𝑑𝑑�,�
𝑑𝑑�,�
𝑑𝑑�,�

� . (3-40b)

This matrix is 3 by 3 for the standard three-velocity-field model, where the elements of the matrix 𝑆𝑆� are 
given by: 

𝑠𝑠��,� = �̄�𝜌��,�
��� + Δ𝑡𝑡𝑡𝑡��,� + 𝛥𝛥𝑡𝑡𝛥𝑡𝑡��,� + 𝑡𝑡��,�) − 𝛥𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-41a)

𝑠𝑠��,� = 𝑠𝑠��,� = −Δ𝑡𝑡𝑡𝑡��,� − 𝛼𝛼��,���,�
��� 𝛽𝛽��,�

���𝛼𝛼��,���,�
��� , (3-41b)

𝑠𝑠��,� = �̄�𝜌��,�
��� + Δ𝑡𝑡𝑡𝑡��,� + Δ𝑡𝑡𝛥𝑡𝑡��,� + 𝑡𝑡��,�) − 𝛥𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-41c)

𝑠𝑠��,� = 𝑠𝑠��,� = −Δ𝑡𝑡𝑡𝑡��,� + 𝛼𝛼��,���,�
��� 𝛽𝛽��,�

��� , (3-41d)

𝑠𝑠��,� = 𝑠𝑠��,� = −Δ𝑡𝑡𝑡𝑡��,� + 𝛼𝛼��,���,�
��� 𝛽𝛽��,�

��� , and (3-41e)

 

achieve the convergence necessary to allow later determination of interfacial energy dissipation using the 
calculated velocities. 

There are three operations performed in this section. First, momentum averaging is applied to 
couple momentum fields. Two momentum fields are regarded as coupled if the momentum exchange 
coefficient is sufficiently large, namely 

𝛼𝛼��� ≥ 10�(1 − 𝛼𝛼�) . (3-32)

The averaged velocity from two coupled momentum fields, for example for the axial boundary, is given by 

𝑉𝑉��,�
� = 𝑉𝑉���,�

� = �̄�𝜌��,�𝑣𝑣��,� + �̄�𝜌���,�𝑣𝑣���,�
�̄�𝜌��,� + �̄�𝜌���,�

 , (3-33)

where the quantity 𝜉𝜉 can represent either 𝜃𝜃 + 1, 𝜏𝜏 + 1 or 𝜆𝜆 + 1 momentum cell in x (radial), y or z (axial) 
direction. This must be done on all the boundaries of the cell. The number of interfield momentum 
couplings is 3 for the standard three-velocity-field model, but it increases as many as 28 for the eight-field 
model. In Eq. (3-33) and the solution procedure below, the velocities used in the equations of motion are 
indicated using upper-case V for all the directions. 

Second, the finite difference representation of the momentum equations may be placed in the 
general form 

�̄�𝜌��,�
���𝑉𝑉��,�

��� + 𝛥𝛥𝛥𝛥𝛥𝛥��,�𝑉𝑉�,� − 𝛽𝛽��,�
��� �𝑉𝑉��,�

��� − � 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

���

�
�

− Δ𝛥𝛥 � �𝑎𝑎����,�
��� + 𝑏𝑏����,�

��� �𝑉𝑉���,�
∗ ���𝑉𝑉���,�

��

= �̄�𝜌��,�
� 𝑉𝑉��,�

� − Δ𝛥𝛥𝑡𝑡𝑉𝑉��,� − 𝛽𝛽��,�
��� �𝑉𝑉��,�

� − � 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

�

�
� + 𝜂𝜂��,�

��� , 
(3-34)

where 𝛥𝛥��,� = 𝑎𝑎���,�
��� + 𝑏𝑏���,�

����𝑉𝑉�,�
∗ �, and the summation over m is only for liquid fields. The last term on the 

RHS of Eq. (3-34) is defined in three directions as 

𝜂𝜂��,��
��� = −Δ𝛥𝛥𝛼𝛼��,��

��� 𝑝𝑝����,�,�
��� − 𝑝𝑝����

���

Δ𝑥𝑥���
�

 , (3-35a)

𝜂𝜂��,����� = −Δ𝛥𝛥𝛼𝛼��,����� 𝑝𝑝��,���,�
��� − 𝑝𝑝����

���

(𝑟𝑟𝑟���
�

)�Δ𝑦𝑦���
�

 , and (3-35b)

𝜂𝜂��,��
��� = 𝛥𝛥𝛥𝛥�̄�𝜌��,��

��� 𝑔𝑔 − Δ𝛥𝛥𝛼𝛼��,��
��� 𝑝𝑝��,�,���

��� − 𝑝𝑝����
���

Δ𝑧𝑧���
�

. (3-35c)

The gravity term appears only in the axial direction. Although they are not explicitly shown, the centrifugal 
force and Coriolis’s force may be added to Eqs. (3.39) and (3.40), respectively, when a three-dimensional 
cylindrical model is to be used. 
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𝑠𝑠��,� = �̄�𝜌��,�
��� + Δ𝑡𝑡𝑡𝑡��,� + Δ𝑡𝑡�𝑡𝑡��,� + 𝑡𝑡��,�� − 𝛽𝛽��,�

��� , (3-41f)

where 𝑡𝑡���,� = 𝑎𝑎����,�
��� + 𝑏𝑏����,�

��� �𝑉𝑉���,�
∗ �. The vector 𝐷𝐷�  is given by 

𝑑𝑑�,� = �̄�𝜌��,�
� 𝑉𝑉��,�

� − Δ𝑡𝑡𝑡𝑡𝑉𝑉��,� − 𝛽𝛽��,�
����𝑉𝑉��,�

� − 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

� − 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

� � + 𝜂𝜂��,�
��� . (3-42)

The extension up to an 8 by 8 matrix equation for more than the standard three velocity fields is 
straightforward and hence not repeated here. The matrix equation is solved for velocities using a Gaussian 
elimination method.  

The iterative procedure is performed in the following way. After initial pass we examine if the 
estimated velocities are too large, again for the case of three fields, 

1
2 �𝑎𝑎������ + 𝑏𝑏�������𝑉𝑉������ + 𝑉𝑉���� � + 𝑎𝑎���,�

���

+ 𝑏𝑏�������𝑉𝑉����� − 𝑉𝑉������ + 𝑉𝑉��� − 𝑉𝑉���� �+𝑎𝑎���,�
���

+ 𝑏𝑏�������𝑉𝑉����� − 𝑉𝑉������ + 𝑉𝑉��� − 𝑉𝑉���� �� > 𝑡𝑡�� + 𝑡𝑡�� + 𝑡𝑡�� . 
(3-43a)

For the eight velocity-field case, a general expression is given by 

1
7 �𝑎𝑎������ + 𝑏𝑏�������𝑉𝑉������ + 𝑉𝑉���� � + � 𝑎𝑎���,���� + 𝑏𝑏���,���� �𝑉𝑉����� − 𝑉𝑉������ + 𝑉𝑉��� − 𝑉𝑉���� �

�

���
�

> 𝑡𝑡�� + � 𝑡𝑡���
����

 . 
(3-43b)

If this is the case, the beginning-of-time-step velocities are insufficient to determine the drag, and hence 
iteration must be performed using velocities estimated at 𝑡𝑡 = 𝑡𝑡� + 1 2⁄ 𝛥𝛥𝑡𝑡, 

𝑉𝑉���,� = 𝑉𝑉���,�
∗ = 1

2 �𝑉𝑉���,�
��� − 𝑉𝑉��,�

��� + 𝑉𝑉���,�
� − 𝑉𝑉��,�

� � , and (3-44a)

𝑉𝑉�,� = 𝑉𝑉�,�
∗ = 1

2 �𝑉𝑉��,�
��� + 𝑉𝑉��,�

� � . (3-44b)

Now, we solve the equation 

𝑆𝑆�
�𝛿𝛿𝑉𝑉��

��� = 𝐷𝐷�
� , (3-45)

where 𝛿𝛿𝑉𝑉��
���are the correction to 𝑉𝑉��

���. The matrix coefficients, again for the three-field case, are 

𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡𝑡𝑡��,�
� + Δ𝑡𝑡𝑡𝑡𝑡��,�

� + 𝑡𝑡��,�
� ) − 𝑡𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-46a)

𝑠𝑠��,�
� = 𝑠𝑠��,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� − 𝛼𝛼��,���,�

��� 𝛽𝛽��,�
���𝛼𝛼��,���,�

��� . (3-46b)

𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡𝑡𝑡��,�
� + Δ𝑡𝑡𝑡𝑡𝑡��,�

� + 𝑡𝑡��,�
� ) − 𝑡𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-46c)

𝑠𝑠��,�
� = 𝑠𝑠��,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� + 𝛼𝛼��,���,�

��� 𝛽𝛽��,�
��� , (3-46d)
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𝑠𝑠��,�
� = 𝑠𝑠��,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� + 𝛼𝛼��,���,�

��� 𝛽𝛽��,�
��� , and (3-46e)

𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡𝑡𝑡��,�
� + Δ𝑡𝑡�𝑡𝑡��,�

� + 𝑡𝑡��,�
� � − 𝛽𝛽��,�

���. (3-46f)

where 

𝑡𝑡��� = 1
2 �𝑎𝑎������ + 𝑏𝑏�������𝑉𝑉��,�

� + 𝑉𝑉�,�
� �� , and (3-47)

𝑡𝑡���,�
� = 1

2 �𝑎𝑎����,�
��� + 𝑏𝑏����,�

��� �𝑉𝑉���,�
� − 𝑉𝑉��,�

� + 𝑉𝑉���,�
� − 𝑉𝑉��,�

� �� . (3-48)

The 𝐷𝐷�
� vector is given by 

𝑑𝑑�,� = �̄�𝜌��,�
� 𝑉𝑉��,�

� − �̄�𝜌��,�
���𝑉𝑉��,�

� −  Δ𝑡𝑡𝑡𝑡𝑉𝑉��,� + 𝜂𝜂��,�
���

+ 𝛽𝛽��,�
����𝑉𝑉��,�

� − 𝑉𝑉��,�
� − 𝛼𝛼���,���,�

��� (𝑉𝑉���,�
� − 𝑉𝑉���,�

� ) − 𝛼𝛼���,���,�
��� (𝑉𝑉���,�

� − 𝑉𝑉���,�
� �

− Δ𝑡𝑡 �𝑎𝑎���,�
��� + 𝑏𝑏���,�

��� �𝑉𝑉��,�
� + 𝑉𝑉��,�

�

2 �� �𝑉𝑉��,�
� + 𝑉𝑉��,�

�

2 �

+ Δ𝑡𝑡 � �𝑎𝑎����,�
��� + 𝑏𝑏����,�

��� �𝑉𝑉����,�
� �� 𝑉𝑉����,�

�

��
 , 

(3-49)

where 

𝑉𝑉���,�
� = 1

2 �𝑉𝑉���,�
� − 𝑉𝑉��,�

� + 𝑉𝑉���,�
� − 𝑉𝑉��,�

� � . (3-50)

Absolute convergence would be on a suitably small value of 𝑑𝑑�,�, but relative convergence of the 
vapor velocity is considered to be sufficient. 

�𝛿𝛿𝑉𝑉�����/𝑉𝑉������ < 𝜀𝜀�  . (3-51)

The typical and default value for the convergence precision 𝜀𝜀� is 10��. 

Following the velocity calculation, the velocity derivatives with respect to pressure must be 
calculated for use in Step 3. Assuming that the inter-field differences between the beginning and end-of-
time-step velocities remain in the same sign, they can be obtained by differentiating the matrix equation for 
the velocities. Namely, we got in a matrix form 

𝑆𝑆 𝜕𝜕𝑉𝑉
𝜕𝜕𝜕𝜕 = 𝑅𝑅 . (3-52)

Equation (3-52) has the same coefficient matrix as before. Namely, for the first calculation the matrix is S 
in Eq. (3-40); for later iterations it is Sk in Eq. (3-45). The R vector is simply given by 

𝑟𝑟�,�� = 𝛼𝛼��,��
��� Δ𝑡𝑡

(𝑟𝑟𝑟���/�)�𝛥𝛥𝛥𝛥���/�
 , (3-53a)

 

𝑠𝑠��,� = �̄�𝜌��,�
��� + Δ𝑡𝑡𝑡𝑡��,� + Δ𝑡𝑡�𝑡𝑡��,� + 𝑡𝑡��,�� − 𝛽𝛽��,�

��� , (3-41f)

where 𝑡𝑡���,� = 𝑎𝑎����,�
��� + 𝑏𝑏����,�

��� �𝑉𝑉���,�
∗ �. The vector 𝐷𝐷�  is given by 

𝑑𝑑�,� = �̄�𝜌��,�
� 𝑉𝑉��,�

� − Δ𝑡𝑡𝑡𝑡𝑉𝑉��,� − 𝛽𝛽��,�
����𝑉𝑉��,�

� − 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

� − 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

� � + 𝜂𝜂��,�
��� . (3-42)

The extension up to an 8 by 8 matrix equation for more than the standard three velocity fields is 
straightforward and hence not repeated here. The matrix equation is solved for velocities using a Gaussian 
elimination method.  

The iterative procedure is performed in the following way. After initial pass we examine if the 
estimated velocities are too large, again for the case of three fields, 

1
2 �𝑎𝑎������ + 𝑏𝑏�������𝑉𝑉������ + 𝑉𝑉���� � + 𝑎𝑎���,�

���

+ 𝑏𝑏�������𝑉𝑉����� − 𝑉𝑉������ + 𝑉𝑉��� − 𝑉𝑉���� �+𝑎𝑎���,�
���

+ 𝑏𝑏�������𝑉𝑉����� − 𝑉𝑉������ + 𝑉𝑉��� − 𝑉𝑉���� �� > 𝑡𝑡�� + 𝑡𝑡�� + 𝑡𝑡�� . 
(3-43a)

For the eight velocity-field case, a general expression is given by 

1
7 �𝑎𝑎������ + 𝑏𝑏�������𝑉𝑉������ + 𝑉𝑉���� � + � 𝑎𝑎���,���� + 𝑏𝑏���,���� �𝑉𝑉����� − 𝑉𝑉������ + 𝑉𝑉��� − 𝑉𝑉���� �

�

���
�

> 𝑡𝑡�� + � 𝑡𝑡���
����

 . 
(3-43b)

If this is the case, the beginning-of-time-step velocities are insufficient to determine the drag, and hence 
iteration must be performed using velocities estimated at 𝑡𝑡 = 𝑡𝑡� + 1 2⁄ 𝛥𝛥𝑡𝑡, 

𝑉𝑉���,� = 𝑉𝑉���,�
∗ = 1

2 �𝑉𝑉���,�
��� − 𝑉𝑉��,�

��� + 𝑉𝑉���,�
� − 𝑉𝑉��,�

� � , and (3-44a)

𝑉𝑉�,� = 𝑉𝑉�,�
∗ = 1

2 �𝑉𝑉��,�
��� + 𝑉𝑉��,�

� � . (3-44b)

Now, we solve the equation 

𝑆𝑆�
�𝛿𝛿𝑉𝑉��

��� = 𝐷𝐷�
� , (3-45)

where 𝛿𝛿𝑉𝑉��
���are the correction to 𝑉𝑉��

���. The matrix coefficients, again for the three-field case, are 

𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡𝑡𝑡��,�
� + Δ𝑡𝑡𝑡𝑡𝑡��,�

� + 𝑡𝑡��,�
� ) − 𝑡𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-46a)

𝑠𝑠��,�
� = 𝑠𝑠��,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� − 𝛼𝛼��,���,�

��� 𝛽𝛽��,�
���𝛼𝛼��,���,�

��� . (3-46b)

𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡𝑡𝑡��,�
� + Δ𝑡𝑡𝑡𝑡𝑡��,�

� + 𝑡𝑡��,�
� ) − 𝑡𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-46c)

𝑠𝑠��,�
� = 𝑠𝑠��,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� + 𝛼𝛼��,���,�

��� 𝛽𝛽��,�
��� , (3-46d)
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𝑟𝑟�,�� = 𝛼𝛼��,����� Δ𝑡𝑡
(𝑟𝑟𝑟�����)�𝛥𝛥𝛥𝛥�����

 , and (3-53b)

𝑟𝑟�,�� = 𝛼𝛼��,��
��� Δ𝑡𝑡

𝛥𝛥𝛥𝛥�����
. (3-53c)

The evaluation of the velocity derivatives with respect to pressure in the three directions completes the 
major operation in Step 2. 

Finally, the estimated vapor velocities obtained from converging the momentum equations are 
limited to 1.4 times the Courant velocity criterion. This is because vapor velocities can sometimes become 
large if step reductions in momentum coupling are determined in Step 1. A large increase in liquid/vapor 
slip cannot lead to an increase in surface area and associated momentum coupling until the next time step. 
Limiting the estimated vapor velocity allows the pressure iteration to converge, although without 
necessarily eliminating the pressure difference driving the velocity increase. Then the large vapor velocities 
can reappear in Step 4. Accommodation is accomplished in subsequent time steps by reducing the time-step 
size and/or increasing momentum coupling. 

3.3. Pressure Iteration (Step 3) 

Step 3 of the SIMMER-III four-step algorithm performs an iteration to obtain the end-of-time-step 
cell-edge velocities that are consistent with cell-centered pressures. During the pressure iteration, errors in 
some important variables are reduced to near zero. Since this is the central step of the fluid convection 
algorithm, a historical perspective is reviewed first. Then the following operations performed in Step 3 are 
described. 

(1) Define expressions whose residuals are reduced, 

(2) Expand each expression in the independent variables, 

(3) Express all changes in terms of the cell pressure changes, which are obtained from a system of 
linear equations, 

(4) Solve a system of equations for the cell pressure changes and update the other cell variables, and 

(5) Check the convergence of pressure iteration. 

Finally, the options for matrix solvers are described. The EOS model provides the state variables 
and their derivatives that are necessary to complete the pressure iterations. The definition and functional 
forms of these quantities are documented in the EOS model description12). 

3.3.1. Background 

In SIMMER-II, it was attempted, in the pressure iteration, to reduce the error to near zero in the 
overall liquid mass for single-phase cells or the overall vapor mass for two-phase cells assuming that the 
derivatives of density with respect to pressure were constant. This approach resulted in inaccuracies in 
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some situations requiring very short time steps or problems in vapor convection at two-phase/single-phase 
boundaries.  

In AFDM, it was attempted to eliminate the SIMMER-II problems by forcing consistency between 
end-of-time-step pressure and the EOS. The important conservation relationships selected for AFDM to be 
reduced to near zero were: the overall densities of heavy liquid components, the density of a light liquid 
component and the overall densities of vapor mixture, and the vapor internal energy. Separated treatment of 
heavy and light liquid densities and conservation of vapor internal energy with the pressure-volume work 
term were crucial for obtaining stable and consistent results of pressure iteration. Other variables were 
extrapolated at the beginning of the pressure iteration and then re-evaluated using the converged velocities 
and pressure. Since compressibility of liquid components were modeled in the AFDM EOS, an internal 
EOS iteration was required within pressure iteration for obtaining the mechanical equilibrium between 
liquid volume fractions and EOS pressure such that the vapor volume fraction was computed consistently 
with the EOS pressure. This procedure sometimes had unacceptable computational penalty especially when 
a tabular EOS option was used in AFDM. 

In SIMMER-III/SIMMER-IV, a basic approach for pressure iteration is direct extension of AFDM 
to a full multi-component system. The conservation relationships to be reduced to zero are further 
elaborated to separate liquids into three. Even after the numbers of liquid components and velocity fields 
are increased during later code improvement, a policy of grouping liquids into three is retained. A major 
improvement over AFDM is elimination of the internal EOS iteration to obtain mechanical equilibrium. 
This is done by compressing liquids by the cell pressure, not the EOS pressure, in the pressure iteration. As 
a result, the present EOS model defines the EOS pressure as a function of the cell pressure. The procedure 
set up then for the pressure iteration is to reduce the difference between the EOS pressure and the cell 
pressure to zero, without requiring the internal iteration. 

3.3.2. Expressions for residual errors 

The mathematical expressions providing residual errors that are to be reduced to zero in the pressure 
iteration are described. The absolute values are reduced of the results of six calculations to the residual 
quantities: the pressure residual, the four density residuals and the vapor internal energy residual with work 
term. These residuals were selected based on consideration on their sensitivities on pressure iteration and 
experience in AFDM. 

First, to obtain a consistent pressure, the residual error in pressure is given by 

𝜀𝜀���
� = 𝑝𝑝���,���

� − 𝑝𝑝����,���
�  , (3-54)

where 𝑝𝑝���,���
�  denotes the EOS pressure and 𝑝𝑝����,���

�  the cell pressure, and k is the iteration index. The 
quantity 𝑝𝑝���,���

�  calculated by the EOS model is defined as a function of 

𝑝𝑝���,���
� = 𝑓𝑓�𝛼𝛼�, �̄�𝜌���� , (�̃�𝑒�����)�, �̄�𝜌���� , 𝑇𝑇���, 𝑝𝑝������ � , (3-55)

where the structure volume fraction 𝛼𝛼�  was determined in Step 1, and the liquid internal energies are 
determined in Step 2. The other quantities are varied during the pressure iteration.  

 

𝑟𝑟�,�� = 𝛼𝛼��,����� Δ𝑡𝑡
(𝑟𝑟𝑟�����)�𝛥𝛥𝛥𝛥�����

 , and (3-53b)

𝑟𝑟�,�� = 𝛼𝛼��,��
��� Δ𝑡𝑡

𝛥𝛥𝛥𝛥�����
. (3-53c)

The evaluation of the velocity derivatives with respect to pressure in the three directions completes the 
major operation in Step 2. 

Finally, the estimated vapor velocities obtained from converging the momentum equations are 
limited to 1.4 times the Courant velocity criterion. This is because vapor velocities can sometimes become 
large if step reductions in momentum coupling are determined in Step 1. A large increase in liquid/vapor 
slip cannot lead to an increase in surface area and associated momentum coupling until the next time step. 
Limiting the estimated vapor velocity allows the pressure iteration to converge, although without 
necessarily eliminating the pressure difference driving the velocity increase. Then the large vapor velocities 
can reappear in Step 4. Accommodation is accomplished in subsequent time steps by reducing the time-step 
size and/or increasing momentum coupling. 

3.3. Pressure Iteration (Step 3) 

Step 3 of the SIMMER-III four-step algorithm performs an iteration to obtain the end-of-time-step 
cell-edge velocities that are consistent with cell-centered pressures. During the pressure iteration, errors in 
some important variables are reduced to near zero. Since this is the central step of the fluid convection 
algorithm, a historical perspective is reviewed first. Then the following operations performed in Step 3 are 
described. 

(1) Define expressions whose residuals are reduced, 

(2) Expand each expression in the independent variables, 

(3) Express all changes in terms of the cell pressure changes, which are obtained from a system of 
linear equations, 

(4) Solve a system of equations for the cell pressure changes and update the other cell variables, and 

(5) Check the convergence of pressure iteration. 

Finally, the options for matrix solvers are described. The EOS model provides the state variables 
and their derivatives that are necessary to complete the pressure iterations. The definition and functional 
forms of these quantities are documented in the EOS model description12). 

3.3.1. Background 

In SIMMER-II, it was attempted, in the pressure iteration, to reduce the error to near zero in the 
overall liquid mass for single-phase cells or the overall vapor mass for two-phase cells assuming that the 
derivatives of density with respect to pressure were constant. This approach resulted in inaccuracies in 
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A call to the EOS routine provides 𝑝𝑝���,���
� , 𝑣𝑣���� , 𝛼𝛼��� and �̃�𝑒��, and the derivatives of 𝑝𝑝���� , 𝛼𝛼�� and 𝑒𝑒�� 

with respect to �̄�𝜌��, �̄�𝜌��, �̄�𝜌��, �̄�𝜌� , 𝑝𝑝���� and 𝑇𝑇� , where the subscripts R1 to R3 indicate three liquid groups. 
The expressions for these quantities are given in the EOS description12). To avoid oscillation between 
single phase and two phase in successive iterations, a special adjustment procedure is implemented when a 
previously two-phase cell goes into single phase. This adjustment is performed for those cells where 𝛼𝛼��� >
0 and 𝛼𝛼���𝛼𝛼����� < 0 such that the vapor field is coupled to one of the liquid fields in a similar fashion to Eq. 
(3.19) as described in Section 3.2.2. This must be done on all four boundaries of the cell by mass averaging 
both the velocities and the velocity derivatives with respect to pressure. 

Second, the errors in mass conservation are reduced for the following four densities, which 
represent fuel material, steel material, sodium and vapor, respectively. 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� + �̄�𝜌�� + �̄�𝜌�� , (3-56a)

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , (3-56b)

�̄�𝜌�� = �̄�𝜌�� , and (3-56c)

�̄�𝜌� = �̄�𝜌�� + �̄�𝜌�� + �̄�𝜌�� + �̄�𝜌�� . (3-56d)

Then the errors in mass conservation are given in the general form by 

𝐷𝐷�,��� = �̄�𝜌��� − �̄�𝜌���

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌��� 𝑣𝑣����� , (3-57)

for m=R1, R2, R3, G. 

Third, the error in the vapor internal energy with pressure-volume work term is calculated by 

𝐷𝐷��,��� = (�̄�𝜌��,���
��� )��̃�𝑒�,���

� − �̄�𝜌��,���
� �̃�𝑒�,���

�

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 (�̄�𝜌����̃�𝑒��𝑣𝑣����) + 𝑝𝑝�,���
� 𝛻𝛻 𝛻 𝑣𝑣����

+ 𝑝𝑝�,���
� 𝛼𝛼��,���

� − 𝛼𝛼��,���
�

𝛥𝛥𝛥𝛥 .
(3-58)

The �̃�𝑒�,���
�  term is obtained from the EOS call necessary to evaluate Eq. (3-58). The pressure 𝑝𝑝�,���

�  is 
calculated for the first pass to the pressure iteration (k=1) as 

𝑝𝑝�,���
��� = CVMGT�𝑝𝑝����,���

� ,  0, 𝛼𝛼��,��� > 0 and 𝛼𝛼��,���
� > 0� , (3-59)

where 𝛼𝛼��,��� = 𝛼𝛼��,���
�  from Step 3 on the previous time step, and for the subsequent iterations calculated as 

𝑝𝑝�,���
��� = CVMGT�𝑝𝑝����,���

� ,  0, 𝛼𝛼��,���
� > 0 and 𝑝𝑝�,���

��� > 0� . (3-60)

Here CVMGT(𝐴𝐴,  𝐴𝐴,  𝑇𝑇) is a function that returns 𝐴𝐴 if 𝑇𝑇 is true, and 𝐴𝐴 if 𝑇𝑇 is false. 

3.3.3. Expansion of residual errors 

The six relationships defined in the previous section are each expanded to first order in a Taylor 
series, with assuming the macroscopic densities, the temperatures and the cell pressure being the 
independent variables. Namely, the six expressions are expanded in terms of 𝛥𝛥�̄�𝜌��, 𝛥𝛥�̄�𝜌��, 𝛥𝛥�̄�𝜌��, 𝛥𝛥�̄�𝜌� , 𝛥𝛥𝑇𝑇�  
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and 𝛥𝛥𝛥𝛥����. After obtaining 𝛥𝛥�̄�𝛥��, 𝛥𝛥�̄�𝛥�� and 𝛥𝛥�̄�𝛥� , the individual material density components are obtained 
by assuming that the macroscopic density ratios within a given material to define mass residual are constant, 
or 

Δ�� = ��̄�𝛥������

�̄�𝛥�������
�

Δ�̄�𝛥�� = 𝑥𝑥��Δ�� , (3-61a)

Δ�̄�𝛥�� = ��̄�𝛥������

�̄�𝛥�������
�

Δ�̄�𝛥�� = 𝑥𝑥��Δ�̄�𝛥�� , (3-61b)

Δ�̄�𝛥�� = 𝛥𝛥�̄�𝛥�� , (3-61c)

𝛥𝛥�̄�𝛥�� = ��̄�𝛥������

�̄�𝛥�������
�

Δ�̄�𝛥�� = 𝑥𝑥��Δ�̄�𝛥�� , (3-61d)

𝛥𝛥�̄�𝛥�� = ��̄�𝛥������

�̄�𝛥�������
�

𝛥𝛥�̄�𝛥�� = 𝑥𝑥��Δ�̄�𝛥�� , (3-61e)

𝛥𝛥�̄�𝛥�� = ��̄�𝛥������

�̄�𝛥�������
�

Δ�̄�𝛥�� = 𝑥𝑥��Δ�̄�𝛥�� (3-61f)

Δ�̄�𝛥�� = ��̄�𝛥������

�̄�𝛥�������
�

Δ�̄�𝛥�� = 𝑥𝑥��Δ�̄�𝛥�� , and (3-61g)

Δ�̄�𝛥�� = ��̄�𝛥������

�̄�𝛥������
�

𝛥𝛥�̄�𝛥� = 𝑥𝑥��Δ�̄�𝛥� , for 𝑚𝑚=1, 2, 3 and 4. (3-61h)

The resultant expressions are given by 

𝜀𝜀��� + 𝜕𝜕𝜀𝜀���
𝜕𝜕𝛥𝛥����,���

Δ𝛥𝛥����,��� + � 𝜕𝜕𝜀𝜀���
𝜕𝜕�̄�𝛥�,���

Δ�̄�𝛥�,���

�

����
+ 𝜕𝜕𝜀𝜀���

𝜕𝜕𝜕𝜕�,���
Δ𝜕𝜕�,��� = 0 , (3-62)

for the expansion of EOS, 

𝐷𝐷�,��� + 𝜕𝜕𝐷𝐷�,���
𝜕𝜕�̄�𝛥�,���

Δ�̄�𝛥�,��� + 𝜕𝜕𝐷𝐷�,���
𝜕𝜕𝛥𝛥����,���

Δ𝛥𝛥����,��� + 𝜕𝜕𝐷𝐷�,���
𝜕𝜕𝛥𝛥����,���,���,���

Δ𝛥𝛥����,���,���,��� = 0 , (3-63)

for the expansion of the mass conservation relationships for m= R1, R2, R3 and G, and 

 

A call to the EOS routine provides 𝑝𝑝���,���
� , 𝑣𝑣���� , 𝛼𝛼��� and �̃�𝑒��, and the derivatives of 𝑝𝑝���� , 𝛼𝛼�� and 𝑒𝑒�� 

with respect to �̄�𝜌��, �̄�𝜌��, �̄�𝜌��, �̄�𝜌� , 𝑝𝑝���� and 𝑇𝑇� , where the subscripts R1 to R3 indicate three liquid groups. 
The expressions for these quantities are given in the EOS description12). To avoid oscillation between 
single phase and two phase in successive iterations, a special adjustment procedure is implemented when a 
previously two-phase cell goes into single phase. This adjustment is performed for those cells where 𝛼𝛼��� >
0 and 𝛼𝛼���𝛼𝛼����� < 0 such that the vapor field is coupled to one of the liquid fields in a similar fashion to Eq. 
(3.19) as described in Section 3.2.2. This must be done on all four boundaries of the cell by mass averaging 
both the velocities and the velocity derivatives with respect to pressure. 

Second, the errors in mass conservation are reduced for the following four densities, which 
represent fuel material, steel material, sodium and vapor, respectively. 

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� + �̄�𝜌�� + �̄�𝜌�� , (3-56a)

�̄�𝜌�� = �̄�𝜌�� + �̄�𝜌�� , (3-56b)

�̄�𝜌�� = �̄�𝜌�� , and (3-56c)

�̄�𝜌� = �̄�𝜌�� + �̄�𝜌�� + �̄�𝜌�� + �̄�𝜌�� . (3-56d)

Then the errors in mass conservation are given in the general form by 

𝐷𝐷�,��� = �̄�𝜌��� − �̄�𝜌���

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌��� 𝑣𝑣����� , (3-57)

for m=R1, R2, R3, G. 

Third, the error in the vapor internal energy with pressure-volume work term is calculated by 

𝐷𝐷��,��� = (�̄�𝜌��,���
��� )��̃�𝑒�,���

� − �̄�𝜌��,���
� �̃�𝑒�,���

�

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 (�̄�𝜌����̃�𝑒��𝑣𝑣����) + 𝑝𝑝�,���
� 𝛻𝛻 𝛻 𝑣𝑣����

+ 𝑝𝑝�,���
� 𝛼𝛼��,���

� − 𝛼𝛼��,���
�

𝛥𝛥𝛥𝛥 .
(3-58)

The �̃�𝑒�,���
�  term is obtained from the EOS call necessary to evaluate Eq. (3-58). The pressure 𝑝𝑝�,���

�  is 
calculated for the first pass to the pressure iteration (k=1) as 

𝑝𝑝�,���
��� = CVMGT�𝑝𝑝����,���

� ,  0, 𝛼𝛼��,��� > 0 and 𝛼𝛼��,���
� > 0� , (3-59)

where 𝛼𝛼��,��� = 𝛼𝛼��,���
�  from Step 3 on the previous time step, and for the subsequent iterations calculated as 

𝑝𝑝�,���
��� = CVMGT�𝑝𝑝����,���

� ,  0, 𝛼𝛼��,���
� > 0 and 𝑝𝑝�,���

��� > 0� . (3-60)

Here CVMGT(𝐴𝐴,  𝐴𝐴,  𝑇𝑇) is a function that returns 𝐴𝐴 if 𝑇𝑇 is true, and 𝐴𝐴 if 𝑇𝑇 is false. 

3.3.3. Expansion of residual errors 

The six relationships defined in the previous section are each expanded to first order in a Taylor 
series, with assuming the macroscopic densities, the temperatures and the cell pressure being the 
independent variables. Namely, the six expressions are expanded in terms of 𝛥𝛥�̄�𝜌��, 𝛥𝛥�̄�𝜌��, 𝛥𝛥�̄�𝜌��, 𝛥𝛥�̄�𝜌� , 𝛥𝛥𝑇𝑇�  
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𝐷𝐷��,��� +
𝜕𝜕𝐷𝐷��,���
𝜕𝜕𝜕𝜕�,���

� � 𝜕𝜕𝜕𝜕�,���
𝜕𝜕�⃗�𝜕�,���

Δ�⃗�𝜕�,��� + 𝜕𝜕𝜕𝜕�,���
𝜕𝜕𝜕𝜕�,���

Δ𝜕𝜕�,��� + 𝜕𝜕𝜕𝜕�,���
𝜕𝜕𝜕𝜕����,���

Δ𝜕𝜕����,���

�

����
�

+
𝜕𝜕𝐷𝐷��,���
𝜕𝜕𝜕𝜕�,���

Δ𝜕𝜕�,��� + �
𝜕𝜕𝐷𝐷��,���
𝜕𝜕�̄�𝜕�,���

Δ�̄�𝜕�,���

�

����
+

𝜕𝜕𝐷𝐷��,���
𝜕𝜕𝜕𝜕����,���

Δ𝜕𝜕����,���

+
𝜕𝜕𝐷𝐷��,���

𝜕𝜕𝜕𝜕����,���,���,���
Δ𝜕𝜕����,���,���,��� = 0 , 

(3-64)

for the expansion of the vapor energy equation, where (i±1, k±1, j±1) means that six terms are summed for 
(i+1, k, j), (i-1, k, j), (i, k+1, j), (i, k-1, j), (i, k, j+1) and (i, k, j-1).  

3.3.4. Formulation of pressure equation 

The equations (3-62) - (3-64) are solved using the EOS derivatives, the derivatives from the higher-
order differencing and the constraint that the velocities depend only on pressure using the velocity 
derivatives from Step 2. Algebraic manipulation of Eqs. (3-62) - (3-64) resulted in a matrix equation of a 
form 

𝐴𝐴���Δ�⃗�𝑥��� = −𝐵𝐵�⃗ �,���Δ𝜕𝜕���,�,� − 𝐵𝐵�⃗ �,��Δ𝜕𝜕���,�,� − 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,���,� − 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,���,�
− 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,�,��� − 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,�,��� − 𝑆𝑆��� , (3-65)

where the vector Δ�⃗�𝑥��� represents the six residuals, Δ𝜕𝜕����,���, Δ�̄�𝜕��,���, Δ�̄�𝜕��,���, Δ�̄�𝜕��,���, Δ�̄�𝜕�,��� and Δ𝜕𝜕�,��. 
The coefficient matrix 𝐴𝐴��� is 6 by 6, and expressed as 

𝐴𝐴��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎��
𝑎𝑎�� 𝑎𝑎�� 0 0 0 0
𝑎𝑎�� 0 𝑎𝑎�� 0 0 0
𝑎𝑎�� 0 0 𝑎𝑎�� 0 0
𝑎𝑎�� 0 0 0 𝑎𝑎�� 0
𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎��⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 . (3-66)

The values of coefficients involve the derivatives of 𝜀𝜀���, 𝐷𝐷�,��� and 𝐷𝐷��,��� given in a generalized form by 

𝑎𝑎�� = 𝜕𝜕𝜕𝜕�
𝜕𝜕𝜕𝜕�

  for r=1, 2, …, 5 and s=1,2, …, 6 , (3-67)

where 

𝜕𝜕� = 𝜀𝜀��� , (3-68a)

𝜕𝜕� = 𝐷𝐷��,��� , (3-68b)

𝜕𝜕� = 𝐷𝐷��,��� , (3-68c)

𝜕𝜕� = 𝐷𝐷��,��� , (3-68d)
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𝛹𝛹� = 𝐷𝐷�,��� , (3-68e)

𝜉𝜉� = 𝑝𝑝����,��� , (3-69a)

𝜉𝜉� = �̄�𝜌��,��� , (3-69b)

𝜉𝜉� = �̄�𝜌��,��� , (3-69c)

𝜉𝜉� = �̄�𝜌��,��� , (3-69d)

𝜉𝜉� = �̄�𝜌�,��� , (3-69e)

𝜉𝜉� = 𝑇𝑇�,��� , and (3-69f)

𝑎𝑎�� =
𝜕𝜕𝐷𝐷��,���

𝜕𝜕𝜉𝜉�
+

𝜕𝜕𝐷𝐷��,���
𝜕𝜕𝜕𝜕�,���

𝜕𝜕𝜕𝜕�,���
𝜕𝜕𝜉𝜉�

 . (3-70)

The B vectors of Eq. (3.65) are given by 

𝐵𝐵�⃗ �,��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄

𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄

𝜕𝜕𝐷𝐷��,��� 𝜕𝜕𝑝𝑝���,�,�⁄ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 , 𝐵𝐵�⃗ �,��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄

𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝���,�.�⁄

𝜕𝜕𝐷𝐷��,��� 𝜕𝜕𝑝𝑝���,�,�⁄ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 , 𝐵𝐵�⃗ �,��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄

𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄

𝜕𝜕𝐷𝐷��,��� 𝜕𝜕𝑝𝑝�,���,�⁄ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ,  

𝐵𝐵�⃗ �,��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄

𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,���,�⁄

𝜕𝜕𝐷𝐷��,��� 𝜕𝜕𝑝𝑝�,���,�⁄ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ,𝐵𝐵�⃗ �,��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄

𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄

𝜕𝜕𝐷𝐷��,��� 𝜕𝜕𝑝𝑝�,�,���⁄ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 , 𝐵𝐵�⃗ �,��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄

𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄
𝜕𝜕𝛹𝛹� 𝜕𝜕𝑝𝑝�,�,���⁄

𝜕𝜕𝐷𝐷��,��� 𝜕𝜕𝑝𝑝�,�,���⁄ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 , 

𝑆𝑆��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜀𝜀���
𝐷𝐷��,���
𝐷𝐷��,���
𝐷𝐷��,���
𝐷𝐷�,���
𝐷𝐷��,��� ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 , and 𝛥𝛥�⃗�𝛥��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝛥𝛥𝑝𝑝���
𝛥𝛥�̄�𝜌��,���
𝛥𝛥�̄�𝜌��,���
𝛥𝛥�̄�𝜌��,���
𝛥𝛥�̄�𝜌�,���
𝛥𝛥𝑇𝑇�,��� ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 . (3-71)

To examine these in more in detail, the first row of 𝐴𝐴��� involves the derivatives of 𝜀𝜀��� defined by 

 

𝐷𝐷��,��� +
𝜕𝜕𝐷𝐷��,���
𝜕𝜕𝜕𝜕�,���

� � 𝜕𝜕𝜕𝜕�,���
𝜕𝜕�⃗�𝜕�,���

Δ�⃗�𝜕�,��� + 𝜕𝜕𝜕𝜕�,���
𝜕𝜕𝜕𝜕�,���

Δ𝜕𝜕�,��� + 𝜕𝜕𝜕𝜕�,���
𝜕𝜕𝜕𝜕����,���

Δ𝜕𝜕����,���

�

����
�

+
𝜕𝜕𝐷𝐷��,���
𝜕𝜕𝜕𝜕�,���

Δ𝜕𝜕�,��� + �
𝜕𝜕𝐷𝐷��,���
𝜕𝜕�̄�𝜕�,���

Δ�̄�𝜕�,���

�

����
+

𝜕𝜕𝐷𝐷��,���
𝜕𝜕𝜕𝜕����,���

Δ𝜕𝜕����,���

+
𝜕𝜕𝐷𝐷��,���

𝜕𝜕𝜕𝜕����,���,���,���
Δ𝜕𝜕����,���,���,��� = 0 , 

(3-64)

for the expansion of the vapor energy equation, where (i±1, k±1, j±1) means that six terms are summed for 
(i+1, k, j), (i-1, k, j), (i, k+1, j), (i, k-1, j), (i, k, j+1) and (i, k, j-1).  

3.3.4. Formulation of pressure equation 

The equations (3-62) - (3-64) are solved using the EOS derivatives, the derivatives from the higher-
order differencing and the constraint that the velocities depend only on pressure using the velocity 
derivatives from Step 2. Algebraic manipulation of Eqs. (3-62) - (3-64) resulted in a matrix equation of a 
form 

𝐴𝐴���Δ�⃗�𝑥��� = −𝐵𝐵�⃗ �,���Δ𝜕𝜕���,�,� − 𝐵𝐵�⃗ �,��Δ𝜕𝜕���,�,� − 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,���,� − 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,���,�
− 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,�,��� − 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,�,��� − 𝑆𝑆��� , (3-65)

where the vector Δ�⃗�𝑥��� represents the six residuals, Δ𝜕𝜕����,���, Δ�̄�𝜕��,���, Δ�̄�𝜕��,���, Δ�̄�𝜕��,���, Δ�̄�𝜕�,��� and Δ𝜕𝜕�,��. 
The coefficient matrix 𝐴𝐴��� is 6 by 6, and expressed as 

𝐴𝐴��� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎��
𝑎𝑎�� 𝑎𝑎�� 0 0 0 0
𝑎𝑎�� 0 𝑎𝑎�� 0 0 0
𝑎𝑎�� 0 0 𝑎𝑎�� 0 0
𝑎𝑎�� 0 0 0 𝑎𝑎�� 0
𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎�� 𝑎𝑎��⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 . (3-66)

The values of coefficients involve the derivatives of 𝜀𝜀���, 𝐷𝐷�,��� and 𝐷𝐷��,��� given in a generalized form by 

𝑎𝑎�� = 𝜕𝜕𝜕𝜕�
𝜕𝜕𝜕𝜕�

  for r=1, 2, …, 5 and s=1,2, …, 6 , (3-67)

where 

𝜕𝜕� = 𝜀𝜀��� , (3-68a)

𝜕𝜕� = 𝐷𝐷��,��� , (3-68b)

𝜕𝜕� = 𝐷𝐷��,��� , (3-68c)

𝜕𝜕� = 𝐷𝐷��,��� , (3-68d)
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𝜀𝜀��� = 𝑝𝑝���.���(𝛼𝛼�, �̄�𝜌������, (�̃�𝑒�����)�, �̄�𝜌������, 𝑇𝑇�����, 𝑝𝑝��������) − 𝑝𝑝�����,���
��� . (3-72)

In the EOS model, both the two-phase and single-phase pressures, 𝑝𝑝��,��� and 𝑝𝑝��,���, are computed and the 
maximum is taken to get 𝑝𝑝���,���, unless specified otherwise by user input. Let us obtain the derivatives for 
the two-phase case first. The element 𝑎𝑎�� is written as 

𝑎𝑎�� = 𝜕𝜕𝜀𝜀���
𝜕𝜕𝑝𝑝����,���

= 𝜕𝜕𝑝𝑝���,���
𝜕𝜕𝑝𝑝����,���

− 1 , (3-73)

where 𝑝𝑝���,��� comes from the EOS as 

𝑝𝑝���,��� = �
⎣
⎢
⎢
⎡ 𝜌𝜌��𝑅𝑅�𝑇𝑇�
1 − 𝑎𝑎��,�𝜌𝜌��

−
𝜌𝜌��� 𝑎𝑎��,� � 𝑇𝑇�𝑇𝑇���,�

�
�.�

1 − 𝑎𝑎��,�𝜌𝜌��
⎦
⎥
⎥
⎤

�
= � 𝑝𝑝��

�
 . (3-74)

Then the partial derivative of 𝑝𝑝���,��� with respect to 𝑝𝑝����,��� is defined as 

𝜕𝜕𝑝𝑝���,���
𝜕𝜕𝑝𝑝����,���

= � 𝜕𝜕𝑝𝑝��
𝜕𝜕𝜌𝜌����

�� 𝜕𝜕𝜌𝜌��
𝜕𝜕𝜕𝜕��

𝜕𝜕𝜕𝜕��
𝜕𝜕𝑝𝑝������

� . (3-75)

where the specific volume is defined as the inverse of microscopic density 𝜕𝜕�� = 1/𝜌𝜌��. Using the current 
EOS functions, the derivatives of the partial pressure of vapor components with respect to the vapor 
microscopic density is given be 

𝜕𝜕𝑝𝑝��
𝜕𝜕𝜌𝜌��

= 𝑅𝑅�𝑇𝑇�
(1 − 𝑎𝑎��,�𝜌𝜌��)� −

(2 + 𝑎𝑎���𝜌𝜌��)𝜌𝜌��𝑎𝑎��,� � 𝑇𝑇�𝑇𝑇���,�
�

�.�

(1 + 𝑎𝑎���𝜌𝜌��)� , (3-76)

where  

𝜌𝜌�� = �̄�𝜌��
(1 − 𝛼𝛼�)    if   𝛼𝛼� < 0 , or 

𝜌𝜌�� = �̄�𝜌��
1 − 𝛼𝛼� − (1 − 𝛼𝛼�) ∑ �̄�𝜌��𝑣𝑣���

,  if   𝛼𝛼� ≥ 0 , and

𝜕𝜕𝜌𝜌��
𝜕𝜕𝑣𝑣��

= 0 ,  if    𝛼𝛼� < 0 , or  

𝜕𝜕𝜌𝜌��
𝜕𝜕𝑣𝑣��

= 𝜌𝜌��
1 − 𝛼𝛼� − (1 − 𝛼𝛼�)𝛼𝛼�

[(1 − 𝛼𝛼�)�̄�𝜌��] ,  if   𝛼𝛼� ≥ 0 ,

where 

𝛼𝛼� = � �̄�𝜌��𝜕𝜕��
�

 . 

The derivatives of the liquid specific volumes with respect to cell pressure is 
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𝜕𝜕𝜕𝜕��
𝜕𝜕𝜕𝜕����

= �𝜕𝜕𝜕𝜕��
𝜕𝜕𝜕𝜕 �

���
 , (3-77)

as given by the EOS relationships. This completes the necessary expressions for 𝑎𝑎�� for the two-phase case.  

The coefficient 𝑎𝑎�� is given as 

𝑎𝑎�� = 𝜕𝜕𝜕𝜕���
𝜕𝜕�̄�𝜕��,���

= 𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕��,���

= ��̄�𝜕��
�̄�𝜕��

�
�

𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕��,���

� ��̄�𝜕��
�̄�𝜕��

�
�

𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕��,���

� ��̄�𝜕��
�̄�𝜕��

�
�

𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕��,���

� ��̄�𝜕��
�̄�𝜕��

�
�

𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕��,���

 , 
(3-78)

where the derivative of 𝜕𝜕���,��� with respect to the liquid density is described as 

𝜕𝜕𝜕𝜕���
𝜕𝜕�̄�𝜕��

= � 𝜕𝜕𝜕𝜕��
𝜕𝜕𝜕𝜕����

�𝜕𝜕𝜕𝜕��
𝜕𝜕�̄�𝜕��

� , (3-79)

for the two-phase case, where 𝜕𝜕�� is the microscopic density of vapor component m. The new expression 
in the parenthesis is  

𝜕𝜕𝜕𝜕��
𝜕𝜕�̄�𝜕��

= 0   if    𝛼𝛼� < 0 , and (3-80)

𝜕𝜕𝜕𝜕��
𝜕𝜕�̄�𝜕��

= (1 − 𝛼𝛼�)𝜕𝜕��𝜕𝜕��
1 − 𝛼𝛼� − (1 − 𝛼𝛼�) ∑ �̄�𝜕��𝜕𝜕���

,  if 𝛼𝛼� ≥ 0 (3-81)

Similar expressions can be written for 𝑎𝑎�� and 𝑎𝑎�� as 

𝑎𝑎�� = ��̄�𝜕��
�̄�𝜕��

�
�

𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕��,���

� ��̄�𝜕��
�̄�𝜕��

�
�

𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕��,���

, and (3-82)

𝑎𝑎�� = 𝜕𝜕𝜕𝜕���,��
𝜕𝜕�̄�𝜕��,��

 . (3-83)

The derivative with respect to the vapor density is 

𝑎𝑎�� = 𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕�,���

= � ��̄�𝜕��,���
�̄�𝜕�,���

�
�� �

𝜕𝜕𝜕𝜕���,���
𝜕𝜕�̄�𝜕��,���

, (3-84)

where  

𝜕𝜕𝜕𝜕���
𝜕𝜕�̄�𝜕��

= 𝜕𝜕𝜕𝜕��
𝜕𝜕𝜕𝜕��

�𝜕𝜕𝜕𝜕��
𝜕𝜕�̄�𝜕��

� , (3-85a)

with 

 

𝜀𝜀��� = 𝑝𝑝���.���(𝛼𝛼�, �̄�𝜌������, (�̃�𝑒�����)�, �̄�𝜌������, 𝑇𝑇�����, 𝑝𝑝��������) − 𝑝𝑝�����,���
��� . (3-72)

In the EOS model, both the two-phase and single-phase pressures, 𝑝𝑝��,��� and 𝑝𝑝��,���, are computed and the 
maximum is taken to get 𝑝𝑝���,���, unless specified otherwise by user input. Let us obtain the derivatives for 
the two-phase case first. The element 𝑎𝑎�� is written as 

𝑎𝑎�� = 𝜕𝜕𝜀𝜀���
𝜕𝜕𝑝𝑝����,���

= 𝜕𝜕𝑝𝑝���,���
𝜕𝜕𝑝𝑝����,���

− 1 , (3-73)

where 𝑝𝑝���,��� comes from the EOS as 

𝑝𝑝���,��� = �
⎣
⎢
⎢
⎡ 𝜌𝜌��𝑅𝑅�𝑇𝑇�
1 − 𝑎𝑎��,�𝜌𝜌��

−
𝜌𝜌��� 𝑎𝑎��,� � 𝑇𝑇�𝑇𝑇���,�

�
�.�

1 − 𝑎𝑎��,�𝜌𝜌��
⎦
⎥
⎥
⎤

�
= � 𝑝𝑝��

�
 . (3-74)

Then the partial derivative of 𝑝𝑝���,��� with respect to 𝑝𝑝����,��� is defined as 

𝜕𝜕𝑝𝑝���,���
𝜕𝜕𝑝𝑝����,���

= � 𝜕𝜕𝑝𝑝��
𝜕𝜕𝜌𝜌����

�� 𝜕𝜕𝜌𝜌��
𝜕𝜕𝜕𝜕��

𝜕𝜕𝜕𝜕��
𝜕𝜕𝑝𝑝������

� . (3-75)

where the specific volume is defined as the inverse of microscopic density 𝜕𝜕�� = 1/𝜌𝜌��. Using the current 
EOS functions, the derivatives of the partial pressure of vapor components with respect to the vapor 
microscopic density is given be 

𝜕𝜕𝑝𝑝��
𝜕𝜕𝜌𝜌��

= 𝑅𝑅�𝑇𝑇�
(1 − 𝑎𝑎��,�𝜌𝜌��)� −

(2 + 𝑎𝑎���𝜌𝜌��)𝜌𝜌��𝑎𝑎��,� � 𝑇𝑇�𝑇𝑇���,�
�

�.�

(1 + 𝑎𝑎���𝜌𝜌��)� , (3-76)

where  

𝜌𝜌�� = �̄�𝜌��
(1 − 𝛼𝛼�)    if   𝛼𝛼� < 0 , or 

𝜌𝜌�� = �̄�𝜌��
1 − 𝛼𝛼� − (1 − 𝛼𝛼�) ∑ �̄�𝜌��𝑣𝑣���

,  if   𝛼𝛼� ≥ 0 , and

𝜕𝜕𝜌𝜌��
𝜕𝜕𝑣𝑣��

= 0 ,  if    𝛼𝛼� < 0 , or  

𝜕𝜕𝜌𝜌��
𝜕𝜕𝑣𝑣��

= 𝜌𝜌��
1 − 𝛼𝛼� − (1 − 𝛼𝛼�)𝛼𝛼�

[(1 − 𝛼𝛼�)�̄�𝜌��] ,  if   𝛼𝛼� ≥ 0 ,

where 

𝛼𝛼� = � �̄�𝜌��𝜕𝜕��
�

 . 

The derivatives of the liquid specific volumes with respect to cell pressure is 
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𝜕𝜕𝜕𝜕��
𝜕𝜕�̄�𝜕��

= 1
𝑚𝑚𝑚𝑚𝑚𝑚[𝛼𝛼�(1 − 𝛼𝛼�),  1 − 𝛼𝛼� − (1 − 𝛼𝛼�) ∑ �̄�𝜕��𝜐𝜐��� ] . (3-85b)

Similarly, 𝑚𝑚�� is expressed as 

𝑚𝑚�� = 𝜕𝜕𝜕𝜕���
𝜕𝜕𝜕𝜕�,���

= 𝜕𝜕𝜕𝜕���,���
𝜕𝜕𝜕𝜕�,���

= � 𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕���

, (3-86a)

for the two-phase case, with 

𝜕𝜕𝜕𝜕��
𝜕𝜕𝜕𝜕�

= 𝜕𝜕��𝑅𝑅�
1 − 𝑚𝑚��,�𝜕𝜕��

− 0.2𝜕𝜕��� 𝑚𝑚��,�
(1 + 𝑚𝑚���𝜕𝜕��)𝜕𝜕���,�

�𝜕𝜕���,�
𝜕𝜕�

�
�.�

. (3-86b)

The definition of the single-phase case is the 𝜕𝜕�� > 𝜕𝜕�, where 

𝜕𝜕�� = 𝜕𝜕���� − 𝛼𝛼�
𝜕𝜕𝛼𝛼�/𝜕𝜕𝜕𝜕����

 , (3-87a)

such that 

𝜕𝜕 = − 𝛼𝛼�
𝜕𝜕𝛼𝛼�/𝜕𝜕𝜕𝜕����

 . (3-87b)

In determining the derivatives for the expression of 𝜕𝜕, only the numerator is differentiated. This makes the 
expansion equation become 

𝛼𝛼�,��� + 𝜕𝜕𝛼𝛼�,���
𝜕𝜕𝜕𝜕����,���

𝛥𝛥𝜕𝜕����,��� + � 𝜕𝜕𝛼𝛼�,���
𝜕𝜕�̄�𝜕�,���

𝛥𝛥�̄�𝜕�,���

�

����
+ 𝜕𝜕𝛼𝛼�,���

𝜕𝜕𝜕𝜕�,���
𝛥𝛥𝜕𝜕�,��� = 0 . (3-88)

Convergence of the iteration means 𝛼𝛼� � 0. For a flag, when 𝜕𝜕�� > 𝜕𝜕� and a cell is single-phase, the 𝛼𝛼� 
returned from the EOS should be set to −10��� . However, a positive value while in the EOS is still 
acceptable. Because the vapor volume fraction is defined by 

𝛼𝛼� = 1 − 𝛼𝛼� − � �̄�𝜕��𝜐𝜐��
��

 , (3-89)

the derivative with respect to cell pressure is given by the EOS as 

𝜕𝜕𝛼𝛼�
𝜕𝜕𝜕𝜕����

= − � �̄�𝜕�� �𝜕𝜕𝜐𝜐��
𝜕𝜕𝜕𝜕 �

�� ���

 . (3-90)

Then, with the above prescription, for the single-phase case, the coefficients 𝑚𝑚��- 𝑚𝑚�� are 

𝑚𝑚�� = 𝜕𝜕𝜕𝜕���
𝜕𝜕𝜕𝜕����,���

= −1 (3-91)

a12= ∂εikj
∂ρ̄R1,ikj

=- (∂αG/∂ρ̄R1)ikj
(∂αG/∂pcell)ikj

 , with (3-92a)
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𝜕𝜕𝜕𝜕�
𝜕𝜕�̅�𝜕��

= − ���̅�𝜕��
�̅�𝜕��

�
�

𝜐𝜐�� + ��̅�𝜕��
�̅�𝜕��

�
�

𝜐𝜐�� + ��̅�𝜕��
�̅�𝜕��

�
�

𝜐𝜐�� + ��̅�𝜕��
�̅�𝜕��

�
�

𝜐𝜐��� (3-92b)

𝑎𝑎�� = 1
(𝜕𝜕𝜕𝜕�/𝜕𝜕𝜕𝜕����) ���̄�𝜕��

�̄�𝜕��
�

�
𝜐𝜐�� + ��̄�𝜕��

�̄�𝜕��
�

�
𝜐𝜐��� (3-93)

𝑎𝑎�� = 𝜐𝜐��
(𝜕𝜕𝜕𝜕�/𝜕𝜕𝜕𝜕����)  , and (3-94)

𝑎𝑎�� = 𝑎𝑎�� = 0 . (3-95)

For 𝑎𝑎��, defined as 

𝑎𝑎�� = 𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕����

 , (3-96a)

we need the expression for 𝜕𝜕��,��� 

𝜕𝜕��,��� = �̄�𝜕������ − �̄�𝜕����

Δ𝑡𝑡 + � �
Δ���̄�𝜕��� 𝑟𝑟�𝑢𝑢��������,�

𝑟𝑟�
�Δ𝑥𝑥�

+ Δ�⟨�̄�𝜕��� 𝑤𝑤������⟩�,�
Δ𝑦𝑦�

+ Δ�⟨�̄�𝜕��� 𝑣𝑣������⟩�,�
Δ𝑧𝑧�

�
����

 . (3-96b)

For the donor-cell differencing, there are no non-linear terms and we can sum all the �̄�𝜕���  to �̄�𝜕����  inside the 
brackets. This means, for the donor-cell case, 

𝑎𝑎�� = 1
𝑟𝑟�Δ𝑥𝑥�

�Δ�
𝜕𝜕��̄�𝜕���� 𝑟𝑟�𝑢𝑢��������,�

𝜕𝜕𝜕𝜕���
� + 1

Δ𝑦𝑦�
�Δ�

𝜕𝜕⟨�̄�𝜕���� 𝑤𝑤������⟩�,�
𝜕𝜕𝜕𝜕���

� + 1
Δ𝑧𝑧�

�Δ�
𝜕𝜕⟨�̄�𝜕���� 𝑣𝑣������⟩�,�

𝜕𝜕𝜕𝜕���
� . (3-97)

where 

Δ�
𝜕𝜕��̄�𝜕���� 𝑟𝑟�𝑢𝑢��������,�

𝜕𝜕𝜕𝜕���

= 𝑟𝑟���/�
� 𝜕𝜕𝑢𝑢���/�,�,�

𝜕𝜕𝜕𝜕���
�

�̄�𝜕���,���
� 𝑢𝑢����/�,�,�

��� ≥ 0

�̄�𝜕���,���,�
� 𝑢𝑢����/�,�,�

��� < 0

− 𝑟𝑟���/�
� 𝜕𝜕𝑢𝑢���/�,�,�

𝜕𝜕𝜕𝜕���
�

�̄�𝜕���,���
� 𝑢𝑢����/�,�,�

��� < 0

�̄�𝜕���,���,�,�
�  𝑢𝑢����/�,�,�

��� ≥ 0
  

(3-98a)

 

𝜕𝜕𝜕𝜕��
𝜕𝜕�̄�𝜕��

= 1
𝑚𝑚𝑚𝑚𝑚𝑚[𝛼𝛼�(1 − 𝛼𝛼�),  1 − 𝛼𝛼� − (1 − 𝛼𝛼�) ∑ �̄�𝜕��𝜐𝜐��� ] . (3-85b)

Similarly, 𝑚𝑚�� is expressed as 

𝑚𝑚�� = 𝜕𝜕𝜕𝜕���
𝜕𝜕𝜕𝜕�,���

= 𝜕𝜕𝜕𝜕���,���
𝜕𝜕𝜕𝜕�,���

= � 𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕���

, (3-86a)

for the two-phase case, with 

𝜕𝜕𝜕𝜕��
𝜕𝜕𝜕𝜕�

= 𝜕𝜕��𝑅𝑅�
1 − 𝑚𝑚��,�𝜕𝜕��

− 0.2𝜕𝜕��� 𝑚𝑚��,�
(1 + 𝑚𝑚���𝜕𝜕��)𝜕𝜕���,�

�𝜕𝜕���,�
𝜕𝜕�

�
�.�

. (3-86b)

The definition of the single-phase case is the 𝜕𝜕�� > 𝜕𝜕�, where 

𝜕𝜕�� = 𝜕𝜕���� − 𝛼𝛼�
𝜕𝜕𝛼𝛼�/𝜕𝜕𝜕𝜕����

 , (3-87a)

such that 

𝜕𝜕 = − 𝛼𝛼�
𝜕𝜕𝛼𝛼�/𝜕𝜕𝜕𝜕����

 . (3-87b)

In determining the derivatives for the expression of 𝜕𝜕, only the numerator is differentiated. This makes the 
expansion equation become 

𝛼𝛼�,��� + 𝜕𝜕𝛼𝛼�,���
𝜕𝜕𝜕𝜕����,���

𝛥𝛥𝜕𝜕����,��� + � 𝜕𝜕𝛼𝛼�,���
𝜕𝜕�̄�𝜕�,���

𝛥𝛥�̄�𝜕�,���

�

����
+ 𝜕𝜕𝛼𝛼�,���

𝜕𝜕𝜕𝜕�,���
𝛥𝛥𝜕𝜕�,��� = 0 . (3-88)

Convergence of the iteration means 𝛼𝛼� � 0. For a flag, when 𝜕𝜕�� > 𝜕𝜕� and a cell is single-phase, the 𝛼𝛼� 
returned from the EOS should be set to −10��� . However, a positive value while in the EOS is still 
acceptable. Because the vapor volume fraction is defined by 

𝛼𝛼� = 1 − 𝛼𝛼� − � �̄�𝜕��𝜐𝜐��
��

 , (3-89)

the derivative with respect to cell pressure is given by the EOS as 

𝜕𝜕𝛼𝛼�
𝜕𝜕𝜕𝜕����

= − � �̄�𝜕�� �𝜕𝜕𝜐𝜐��
𝜕𝜕𝜕𝜕 �

�� ���

 . (3-90)

Then, with the above prescription, for the single-phase case, the coefficients 𝑚𝑚��- 𝑚𝑚�� are 

𝑚𝑚�� = 𝜕𝜕𝜕𝜕���
𝜕𝜕𝜕𝜕����,���

= −1 (3-91)

a12= ∂εikj
∂ρ̄R1,ikj

=- (∂αG/∂ρ̄R1)ikj
(∂αG/∂pcell)ikj

 , with (3-92a)
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Δ�
𝜕𝜕⟨�̄�𝜌���� 𝑤𝑤������⟩�,�

𝜕𝜕𝜕𝜕���

= 𝜕𝜕𝑤𝑤��,�����,�
𝜕𝜕𝜕𝜕��

�
�̄�𝜌���,���

� 𝑤𝑤��,�����,�
��� ≥ 0

�̄�𝜌���,�,���,�
� 𝑤𝑤��,�����,�

��� < 0

−
𝜕𝜕𝑤𝑤�,���

�,�
𝜕𝜕𝜕𝜕���

�
�̄�𝜌���,���

� 𝑤𝑤��,���
�,�

��� < 0

�̄�𝜌���,�,���,�
� 𝑤𝑤��,���

�,�
��� ≥ 0  

(3-98b)

Δ�
𝜕𝜕⟨�̄�𝜌���� 𝑣𝑣������⟩�,�

𝜕𝜕𝜕𝜕���
= 𝜕𝜕𝑣𝑣�,�,�����

𝜕𝜕𝜕𝜕���
�

�̄�𝜌���,���
� 𝑣𝑣��,�,�����

��� ≥ 0

�̄�𝜌���,�,�,���
� 𝑣𝑣��,�,�����

��� < 0

− 𝜕𝜕𝑣𝑣�,�,�����
𝜕𝜕𝜕𝜕���

�
�̄�𝜌���,���

� 𝑣𝑣��,�,�����
��� < 0

�̄�𝜌���,�,�,���
� 𝑣𝑣��,�,�����

��� ≥ 0
 

(3-98c)

The velocity derivatives with respect to pressure come from Step 2. We have 

𝜕𝜕𝜕𝜕�����,�,�
𝜕𝜕𝜕𝜕���

= − 𝜕𝜕𝜕𝜕�����,�,�
𝜕𝜕𝜕𝜕���,�,�

  , (3-99a)

𝜕𝜕𝑤𝑤�,�����,�
𝜕𝜕𝜕𝜕���

= − 𝜕𝜕𝑤𝑤�,�����,�
𝜕𝜕𝜕𝜕�,���,�

 , and (3-99b)

𝜕𝜕𝑣𝑣�,�,�����
𝜕𝜕𝜕𝜕���

= − 𝜕𝜕𝑣𝑣�,�,�����
𝜕𝜕𝜕𝜕�,�,���

 , (3-99c)

for determining derivatives on the left and right boundaries.  

The terms 𝑎𝑎��, 𝑎𝑎�� and 𝑎𝑎�� are given by 

𝑎𝑎�� = ∂DR1,ikj
∂ρ̄�R1,ikj

n+1 = 1
Δt , (3-100)

𝑎𝑎��� = 𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕����,���

 , and (3-101)

𝑎𝑎��� = 1
Δ𝑡𝑡 . (3-102)

 
where 𝑎𝑎��� is evaluated similarly to 𝑎𝑎�� with R2 replacing R1. The terms 𝑎𝑎��, 𝑎𝑎��, 𝑎𝑎�� and 𝑎𝑎�� all involve 
errors of density equations and can be obtained similarly. The term 𝑎𝑎�� involves an error in vapor energy 
equation and is written as 
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𝑎𝑎�� =
𝜕𝜕𝜕𝜕��,���

𝜕𝜕𝜕𝜕����,���
+

𝜕𝜕𝜕𝜕��,���
∂𝑒𝑒�,���

∂𝑒𝑒�,���
𝜕𝜕𝜕𝜕����,���

 . (3-103)

The error 𝜕𝜕��,��� is expressed, for the donor-cell option, as 

𝜕𝜕��,��� = (�̄�𝜌��,���
��� )��̃�𝑒�,���

� − �̄�𝜌��,���
� �̃�𝑒�,���

�

Δ𝑡𝑡
+ �

Δ���̄�𝜌����̃�𝑒��𝑟𝑟�𝑢𝑢�����,�
𝑟𝑟�

�Δ𝑥𝑥�
+ Δ�⟨�̄�𝜌����̃�𝑒��𝑤𝑤���⟩�,�

Δ𝑦𝑦�
+ Δ�⟨�̄�𝜌����̃�𝑒��𝑣𝑣���⟩�,�

Δ𝑧𝑧�
�

+ 𝜕𝜕���,���
��� �𝛼𝛼��,���

��� − 𝛼𝛼�,���
� �

Δ𝑡𝑡
+ 𝜕𝜕���,���

��� �
Δ��𝛼𝛼���𝑟𝑟�𝑢𝑢�������,�

𝑟𝑟�
�Δ𝑥𝑥�

+ Δ�⟨𝛼𝛼���𝑤𝑤�����⟩�,�
Δ𝑦𝑦�

+ Δ�⟨𝛼𝛼���𝑣𝑣�����⟩�,�
Δ𝑧𝑧�

� , 

(3-104)

where 𝜕𝜕���,���
��� = 𝜕𝜕�����,���

���  for a cell that has been two-phase throughout the pressure iteration, and 𝜕𝜕���,���
��� =

0 otherwise. The derivative with respect to cell pressure is given by 

𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕����,���

= 1
Δ𝑡𝑡 ��𝛼𝛼��,���

��� − 𝛼𝛼��,���
� � + 𝜕𝜕������,���

��� � ∂𝛼𝛼�,���
���

𝜕𝜕𝜕𝜕����,���
��

+ �
Δ��𝛼𝛼���𝑟𝑟�𝑢𝑢�����,�

𝑟𝑟�
�Δ𝑥𝑥�

+ Δ�⟨𝛼𝛼���𝑤𝑤���⟩�,�
Δ𝑦𝑦�

+ Δ�⟨𝛼𝛼���𝑣𝑣���⟩�,�
Δ𝑧𝑧�

�

+ 𝜕𝜕������,���
��� � 1

𝑟𝑟�
�Δ𝑥𝑥�

�Δ�
𝜕𝜕�𝛼𝛼���𝑟𝑟�𝑢𝑢�������,�

𝜕𝜕𝜕𝜕���
� + 1

Δ𝑦𝑦�
�Δ�

𝜕𝜕⟨𝛼𝛼���𝑤𝑤�����⟩�,�
𝜕𝜕𝜕𝜕���

�

+ 1
Δ𝑧𝑧�

�Δ�
𝜕𝜕⟨𝛼𝛼���𝑣𝑣�����⟩�,�

𝜕𝜕𝜕𝜕���
��  , 

for  𝜕𝜕��,��� = 𝜕𝜕����,��� , or 

(3-105)

𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕����,���

= 0  for  𝜕𝜕��,��� = 0 . (3-106)

With the vapor volume fraction playing the role of density, all terms in the above expression can be 
determined using relationships already defined. The second term in 𝑎𝑎�� is only non-zero when 𝛼𝛼� > 0. The 
derivatives with respect to vapor energy is given by 

����,���
���,���

= ��̄�𝜌��,���
��� ��/𝛥𝛥𝑡𝑡 , (3-107)

and the derivative of the vapor internal energy with respect to cell pressure is given by 

𝜕𝜕𝑒𝑒�,���
𝜕𝜕𝜕𝜕����,���

= 1
�̄�𝜌��,���

��� � �̄�𝜌������

��
�𝜕𝜕𝑒𝑒��

𝜕𝜕𝜌𝜌��
� �� 𝜕𝜕𝜌𝜌��

𝜕𝜕𝜕𝜕��′

𝜕𝜕𝜕𝜕��′

𝜕𝜕𝜕𝜕������′

� , (3-108a)

where 

 

Δ�
𝜕𝜕⟨�̄�𝜌���� 𝑤𝑤������⟩�,�

𝜕𝜕𝜕𝜕���

= 𝜕𝜕𝑤𝑤��,�����,�
𝜕𝜕𝜕𝜕��

�
�̄�𝜌���,���

� 𝑤𝑤��,�����,�
��� ≥ 0

�̄�𝜌���,�,���,�
� 𝑤𝑤��,�����,�

��� < 0

−
𝜕𝜕𝑤𝑤�,���

�,�
𝜕𝜕𝜕𝜕���

�
�̄�𝜌���,���

� 𝑤𝑤��,���
�,�

��� < 0

�̄�𝜌���,�,���,�
� 𝑤𝑤��,���

�,�
��� ≥ 0  

(3-98b)

Δ�
𝜕𝜕⟨�̄�𝜌���� 𝑣𝑣������⟩�,�

𝜕𝜕𝜕𝜕���
= 𝜕𝜕𝑣𝑣�,�,�����

𝜕𝜕𝜕𝜕���
�

�̄�𝜌���,���
� 𝑣𝑣��,�,�����

��� ≥ 0

�̄�𝜌���,�,�,���
� 𝑣𝑣��,�,�����

��� < 0

− 𝜕𝜕𝑣𝑣�,�,�����
𝜕𝜕𝜕𝜕���

�
�̄�𝜌���,���

� 𝑣𝑣��,�,�����
��� < 0

�̄�𝜌���,�,�,���
� 𝑣𝑣��,�,�����

��� ≥ 0
 

(3-98c)

The velocity derivatives with respect to pressure come from Step 2. We have 

𝜕𝜕𝜕𝜕�����,�,�
𝜕𝜕𝜕𝜕���

= − 𝜕𝜕𝜕𝜕�����,�,�
𝜕𝜕𝜕𝜕���,�,�

  , (3-99a)

𝜕𝜕𝑤𝑤�,�����,�
𝜕𝜕𝜕𝜕���

= − 𝜕𝜕𝑤𝑤�,�����,�
𝜕𝜕𝜕𝜕�,���,�

 , and (3-99b)

𝜕𝜕𝑣𝑣�,�,�����
𝜕𝜕𝜕𝜕���

= − 𝜕𝜕𝑣𝑣�,�,�����
𝜕𝜕𝜕𝜕�,�,���

 , (3-99c)

for determining derivatives on the left and right boundaries.  

The terms 𝑎𝑎��, 𝑎𝑎�� and 𝑎𝑎�� are given by 

𝑎𝑎�� = ∂DR1,ikj
∂ρ̄�R1,ikj

n+1 = 1
Δt , (3-100)

𝑎𝑎��� = 𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕����,���

 , and (3-101)

𝑎𝑎��� = 1
Δ𝑡𝑡 . (3-102)

 
where 𝑎𝑎��� is evaluated similarly to 𝑎𝑎�� with R2 replacing R1. The terms 𝑎𝑎��, 𝑎𝑎��, 𝑎𝑎�� and 𝑎𝑎�� all involve 
errors of density equations and can be obtained similarly. The term 𝑎𝑎�� involves an error in vapor energy 
equation and is written as 
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𝜕𝜕𝜕𝜕��
𝜕𝜕𝜕𝜕��

= −
0.8𝑎𝑎��,� � 𝑇𝑇�𝑇𝑇���,�

�
�.�

𝑎𝑎���(1 + 𝑎𝑎���)  , (3-108b)

and the other derivative components are already known. The term 𝑎𝑎��  also involves an error in vapor 
energy equation and is written by 

𝑎𝑎�� =
𝜕𝜕𝜕𝜕��,���
𝜕𝜕�̅�𝜕��,���

+
𝜕𝜕𝜕𝜕��,���
∂𝜕𝜕�,���

∂𝜕𝜕�,���
𝜕𝜕�̅�𝜕��,���

 , (3-109a)

where 

𝜕𝜕𝜕𝜕��,���
𝜕𝜕�̅�𝜕��,���

= 𝑝𝑝���,���
���

∆𝑡𝑡 � 𝜕𝜕𝜕𝜕�����

𝜕𝜕�̅�𝜕��,���
� , (3-109b)

for which the expressions exist. The derivatives of the vapor internal energy with respect to densities are 

𝜕𝜕𝜕𝜕�����

𝜕𝜕�̅�𝜕��,���
= � 𝜕𝜕𝜕𝜕�,���

𝜕𝜕𝜕𝜕��,�����
���̅�𝜕��

�̅�𝜕��
�

�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

+ ��̅�𝜕��
�̅�𝜕��

�
�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

+ ��̅�𝜕��
�̅�𝜕��

�
�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

+ ��̅�𝜕��
�̅�𝜕��

�
�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

+ ��̅�𝜕��
�̅�𝜕��

�
�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

� , 
(3-110a)

where 

𝜕𝜕𝜕𝜕�,���
𝜕𝜕𝜕𝜕��,���

= ��̄�𝜕��,���
�̄�𝜕�,���

� �𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕��,���

� . (3-110b)

The terms 𝑎𝑎�� and 𝑎𝑎�� are similar to 𝑎𝑎��, and the term 𝑎𝑎�� is 

𝑎𝑎�� =
𝜕𝜕𝜕𝜕��,���
𝜕𝜕�̅�𝜕�,���

+ �
𝜕𝜕𝜕𝜕��,���
∂𝜕𝜕�,���

� ∂𝜕𝜕�,���
𝜕𝜕�̅�𝜕�,���

 , (3-111a)

with 

𝜕𝜕𝜕𝜕��,���
𝜕𝜕�̅�𝜕�,���

= 0 , (3-111b)

and 

∂𝜕𝜕�,���
𝜕𝜕�̅�𝜕�,���

= � ��̅�𝜕��
�̅�𝜕�

�
�

∂𝜕𝜕�
𝜕𝜕�̅�𝜕����

 . (3-111c)

Finally, the term 𝑎𝑎�� is written as 

𝑎𝑎�� =
𝜕𝜕𝜕𝜕��,���

𝜕𝜕𝑇𝑇�
+ �

𝜕𝜕𝜕𝜕��,���
∂𝜕𝜕�,���

� ∂𝜕𝜕�,���
𝜕𝜕𝑇𝑇�,���

 , (3-112a)

with 
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𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕�

= 0 . (3-112b)

The derivative of the vapor internal energy with respect to vapor temperature requires the expression of the 
vapor internal energy 

𝑒𝑒�(𝜕𝜕�) = � �̄�𝜌������

�
𝑒𝑒��(𝜕𝜕�)� � �̄�𝜌������

�
, (3-113a)

where 

𝑒𝑒�� = 𝑒𝑒��� +
0.8𝑎𝑎��,� � 𝜕𝜕�𝜕𝜕���,�

�
�.�

𝑎𝑎���
�n �1 + 𝑎𝑎��,�𝜌𝜌���

𝜌𝜌��
� , and (3-113b)

𝜌𝜌Gm = �̄�𝜌������

𝑚𝑚𝑎𝑎𝑚𝑚[𝛼𝛼�(1 − 𝛼𝛼�), 1 − 𝛼𝛼� − (1 − 𝛼𝛼�)𝛼𝛼�] , (3-113c)

with 

𝛼𝛼� = � �̄�𝜌������

𝜌𝜌���
 , (3-114a)

where 

𝜌𝜌�� = 𝜌𝜌��(𝑝𝑝����, 𝑒𝑒��) . (3-114b)

Thus, the derivative is expressed by 

∂𝑒𝑒��
𝜕𝜕𝜕𝜕�

= ∂𝑒𝑒���

𝜕𝜕𝜕𝜕�
+ 𝑎𝑎��,�

𝑎𝑎��,�𝜕𝜕���,��.� �0.16
𝜕𝜕��.� �n �1 + 𝑎𝑎��,�𝜌𝜌�,��

1 + 𝑎𝑎��,�𝜌𝜌��
�� + 0.8𝜕𝜕��.� � 𝑎𝑎��,�

1 + 𝑎𝑎��,�𝜌𝜌�,��
𝜕𝜕𝜌𝜌�,��

𝜕𝜕𝜕𝜕�
�, (3-115)

with  

 𝜕𝜕𝑒𝑒���

𝜕𝜕𝜕𝜕�
 and 𝜕𝜕𝜌𝜌�,��

𝜕𝜕𝜕𝜕�
 , 

from the EOS relationships. This completes the terms in the matrix 𝐴𝐴���. 

For the vectors 𝐵𝐵�⃗ �,���, … , 𝐵𝐵�⃗ �,���, the pressures in the neighboring cells affect the velocities in the 
convective terms. Many repetitious formulas could be written. Here only one example is written for a 
typical term, the fourth component of 𝐵𝐵�⃗ �,���, defined as 

𝜕𝜕𝜕�
𝜕𝜕𝑝𝑝���,�,�

= 𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝑝𝑝���,�,�

 . (3-116)

For the donor-cell case, the expression for 𝜕𝜕��,��� and the derivative are 

𝜕𝜕��,��� = �̄�𝜌���,���
��� − �̄�𝜌���,���

�

Δ𝑡𝑡 +
Δ���̄�𝜌���� 𝑟𝑟�𝑢𝑢��������,�

𝑟𝑟�
�Δ𝑚𝑚�

+ Δ�⟨�̄�𝜌���� 𝑤𝑤������⟩�,�
𝑟𝑟�

�Δ𝑦𝑦�
+ Δ�⟨�̄�𝜌���� 𝑣𝑣������⟩�,�

Δ𝑧𝑧�
 , (3-117)

 

𝜕𝜕𝜕𝜕��
𝜕𝜕𝜕𝜕��

= −
0.8𝑎𝑎��,� � 𝑇𝑇�𝑇𝑇���,�

�
�.�

𝑎𝑎���(1 + 𝑎𝑎���)  , (3-108b)

and the other derivative components are already known. The term 𝑎𝑎��  also involves an error in vapor 
energy equation and is written by 

𝑎𝑎�� =
𝜕𝜕𝜕𝜕��,���
𝜕𝜕�̅�𝜕��,���

+
𝜕𝜕𝜕𝜕��,���
∂𝜕𝜕�,���

∂𝜕𝜕�,���
𝜕𝜕�̅�𝜕��,���

 , (3-109a)

where 

𝜕𝜕𝜕𝜕��,���
𝜕𝜕�̅�𝜕��,���

= 𝑝𝑝���,���
���

∆𝑡𝑡 � 𝜕𝜕𝜕𝜕�����

𝜕𝜕�̅�𝜕��,���
� , (3-109b)

for which the expressions exist. The derivatives of the vapor internal energy with respect to densities are 

𝜕𝜕𝜕𝜕�����

𝜕𝜕�̅�𝜕��,���
= � 𝜕𝜕𝜕𝜕�,���

𝜕𝜕𝜕𝜕��,�����
���̅�𝜕��

�̅�𝜕��
�

�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

+ ��̅�𝜕��
�̅�𝜕��

�
�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

+ ��̅�𝜕��
�̅�𝜕��

�
�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

+ ��̅�𝜕��
�̅�𝜕��

�
�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

+ ��̅�𝜕��
�̅�𝜕��

�
�

𝜕𝜕𝜕𝜕��
𝜕𝜕�̅�𝜕��

� , 
(3-110a)

where 

𝜕𝜕𝜕𝜕�,���
𝜕𝜕𝜕𝜕��,���

= ��̄�𝜕��,���
�̄�𝜕�,���

� �𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕��,���

� . (3-110b)

The terms 𝑎𝑎�� and 𝑎𝑎�� are similar to 𝑎𝑎��, and the term 𝑎𝑎�� is 

𝑎𝑎�� =
𝜕𝜕𝜕𝜕��,���
𝜕𝜕�̅�𝜕�,���

+ �
𝜕𝜕𝜕𝜕��,���
∂𝜕𝜕�,���

� ∂𝜕𝜕�,���
𝜕𝜕�̅�𝜕�,���

 , (3-111a)

with 

𝜕𝜕𝜕𝜕��,���
𝜕𝜕�̅�𝜕�,���

= 0 , (3-111b)

and 

∂𝜕𝜕�,���
𝜕𝜕�̅�𝜕�,���

= � ��̅�𝜕��
�̅�𝜕�

�
�

∂𝜕𝜕�
𝜕𝜕�̅�𝜕����

 . (3-111c)

Finally, the term 𝑎𝑎�� is written as 

𝑎𝑎�� =
𝜕𝜕𝜕𝜕��,���

𝜕𝜕𝑇𝑇�
+ �

𝜕𝜕𝜕𝜕��,���
∂𝜕𝜕�,���

� ∂𝜕𝜕�,���
𝜕𝜕𝑇𝑇�,���

 , (3-112a)

with 
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𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕���,�,�

= 1
𝑟𝑟�

�Δ𝑥𝑥�
�Δ�

𝜕𝜕��̄�𝜌���� 𝑟𝑟�𝑢𝑢��������,�
𝜕𝜕𝜕𝜕���,�,�

�

=
𝑟𝑟

���
�

�

𝑟𝑟�
�Δ𝑥𝑥�

𝜕𝜕𝑢𝑢��,���
�,�,�

𝜕𝜕𝜕𝜕���,�,�
�
�̄�𝜌���,���

� 𝑢𝑢��,�����,�,� ≥ 0
�̄�𝜌���,���,�,�

� 𝑢𝑢��,�����,�,� < 0 , 
(3-118)

where 

𝜕𝜕𝑢𝑢��,�����,�,�
𝜕𝜕𝜕𝜕���,�,�

= −
𝜕𝜕𝑢𝑢��,���

�,�,�
𝜕𝜕𝜕𝜕���

 . (3-119)

3.3.5. Solution of changes in cell variables 

By multiplying Eq. (3.65) by 𝐴𝐴����� , the vector 𝛥𝛥�⃗�𝑥��� is expressed as 

Δ�⃗�𝑥��� = −𝐴𝐴����� �𝐵𝐵�⃗ �,���Δ𝜕𝜕���,�,� + 𝐵𝐵�⃗ �,���Δ𝜕𝜕���,�,� + 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,���,�
+ 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,���,�+𝐵𝐵�⃗ �,���Δ𝜕𝜕�,�,��� + 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,�,��� + 𝑆𝑆���� . (3-120)

This equation represents six equations, one for each element in 𝛥𝛥�⃗�𝑥��� . The first equation is an implicit 
relationship between cell pressure changes and neighboring cell pressure changes. The change in cell 
pressure can be computed if the first row of 𝐴𝐴����  is available. The inversion of 6 by 6 matrix 𝐴𝐴���  is 
performed by a band matrix solver. At the same time, the matrix multiplications are performed to determine 
the four off-diagonal elements for the subset of Eq. (3-120) describing the cell pressure variations. Since Eq. 
(3-120) couples the pressure changes with neighboring cells, treatment of boundary cells must be explained. 
The pressure in all boundary cells is assumed to remain constant throughout Step 3, regardless the 
boundary condition option selected by the user. This means that 𝐵𝐵�⃗ �,��� = 0 on the left boundary, 𝐵𝐵�⃗ ���� = 0 
on the right boundary, 𝐵𝐵�⃗ �,��� = 0 on the front boundary, 𝐵𝐵�⃗ ���� = 0 on the back boundary, and 𝐵𝐵�⃗ �,��� =
𝐵𝐵�⃗ �,��� = 0 on the bottom and top boundaries. As a result, Eq. (3-120) only couples real cells. Also values of 
𝑆𝑆��� are zeroed to eliminate these boundary cells from the convergence criteria. 

Three solution methods are available for solving the set of N equations describing the pressure 
changes, where N is the number of real computational cells. These matrix solvers are described later in 
Section 3.3.7. Once the pressure changes Δ𝜕𝜕��� are determined, they are back-substituted into the other 
expansions to obtain Δ��, Δ�̄�𝜌��, Δ�̄�𝜌��, Δ�̄�𝜌�  and Δ𝑇𝑇� . A limiter is introduced to clip densities during the 
two-phase to single-phase transition. Here, an estimated end-of-time-step liquid volume fraction is 
computed as 

(𝛼𝛼��,��
���)��� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌��

�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌��
�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��Δ��

�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��𝛥𝛥�̄�𝜌��
�̄�𝜌������

+ �̄�𝜌������ + 𝑥𝑥��Δ𝜌𝜌� ��
�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌��

�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌��
�̄�𝜌������  . 

(3-121)

Then if (𝛼𝛼��,���
��� )��� + 𝛼𝛼�,��� > 1 and 𝛼𝛼��,���

� > 0, we apply the limiter to Δ�̄�𝜌� as 
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Δ�̄�𝜌� = ��� �Δ�̄�𝜌�,  �1 − 𝛼𝛼� + 10����

1 − 𝛼𝛼� − 𝛼𝛼���
− 1� �̄�𝜌���� , (3-122)

where k is the iteration index and q=R1, R2 and R3. The velocity changes are determined by 

𝑢𝑢������,�,�
� = 𝑢𝑢������,�,�

��� − �𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕�

�����,�,�
�Δ𝜕𝜕���,�,� − Δ𝜕𝜕���� , (3-123a)

𝑤𝑤��,�����,�
� = 𝑤𝑤��,�����,�

��� − �𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕�

�,�����,�
�Δ𝜕𝜕�,���,� − Δ𝜕𝜕���� , and (3-123b)

𝑣𝑣��,�,�����
� = 𝑣𝑣��,�,�����

��� − �𝜕𝜕𝑣𝑣
𝜕𝜕𝜕𝜕�

�,�,�����
�Δ𝜕𝜕�,�,��� − Δ𝜕𝜕���� . (3-123c)

Then on the left, front, bottom, right, back and top boundaries, 

𝑢𝑢����,�,�
� = 𝑢𝑢����,�,�

��� − �𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕�

���,�,�
Δ𝜕𝜕�,�,� , (3-124a)

𝑤𝑤��,���,�
� = 𝑤𝑤��,���,�

��� − �𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 �

�,���,�
Δ𝜕𝜕�,�,� , (3-124b)

𝑣𝑣��,�,���
� = 𝑣𝑣��,�,���

��� − �𝜕𝜕𝑣𝑣
𝜕𝜕𝜕𝜕�

�,�,���
Δ𝜕𝜕�,�,� , (3-124c)

𝑢𝑢�������,�,�
� = 𝑢𝑢������,�,�

��� − �𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕�

�����,�,�
Δ𝜕𝜕����,�,� , (3-124d)

𝑤𝑤��,������,�
� = 𝑤𝑤��,������,�

��� − �𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 �

�,������,�
Δ𝜕𝜕�,����,� , and (3-124e)

𝑣𝑣��,�,������
� = 𝑣𝑣��,�,������

��� − �𝜕𝜕𝑣𝑣
𝜕𝜕𝜕𝜕�

�,�,������
Δ𝜕𝜕�,�,���� . (3-124f)

In the above equations the velocity derivatives come from Step 2. After unfolding the changes in the 
densities, temperatures and velocities based on 𝛥𝛥𝜕𝜕��, all the variables are updated as 

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125a)

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125b)

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125c)

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125d)

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125e)

 

𝜕𝜕𝜕𝜕��,���
𝜕𝜕𝜕𝜕���,�,�

= 1
𝑟𝑟�

�Δ𝑥𝑥�
�Δ�

𝜕𝜕��̄�𝜌���� 𝑟𝑟�𝑢𝑢��������,�
𝜕𝜕𝜕𝜕���,�,�

�

=
𝑟𝑟

���
�

�

𝑟𝑟�
�Δ𝑥𝑥�

𝜕𝜕𝑢𝑢��,���
�,�,�

𝜕𝜕𝜕𝜕���,�,�
�
�̄�𝜌���,���

� 𝑢𝑢��,�����,�,� ≥ 0
�̄�𝜌���,���,�,�

� 𝑢𝑢��,�����,�,� < 0 , 
(3-118)

where 

𝜕𝜕𝑢𝑢��,�����,�,�
𝜕𝜕𝜕𝜕���,�,�

= −
𝜕𝜕𝑢𝑢��,���

�,�,�
𝜕𝜕𝜕𝜕���

 . (3-119)

3.3.5. Solution of changes in cell variables 

By multiplying Eq. (3.65) by 𝐴𝐴����� , the vector 𝛥𝛥�⃗�𝑥��� is expressed as 

Δ�⃗�𝑥��� = −𝐴𝐴����� �𝐵𝐵�⃗ �,���Δ𝜕𝜕���,�,� + 𝐵𝐵�⃗ �,���Δ𝜕𝜕���,�,� + 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,���,�
+ 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,���,�+𝐵𝐵�⃗ �,���Δ𝜕𝜕�,�,��� + 𝐵𝐵�⃗ �,���Δ𝜕𝜕�,�,��� + 𝑆𝑆���� . (3-120)

This equation represents six equations, one for each element in 𝛥𝛥�⃗�𝑥��� . The first equation is an implicit 
relationship between cell pressure changes and neighboring cell pressure changes. The change in cell 
pressure can be computed if the first row of 𝐴𝐴����  is available. The inversion of 6 by 6 matrix 𝐴𝐴���  is 
performed by a band matrix solver. At the same time, the matrix multiplications are performed to determine 
the four off-diagonal elements for the subset of Eq. (3-120) describing the cell pressure variations. Since Eq. 
(3-120) couples the pressure changes with neighboring cells, treatment of boundary cells must be explained. 
The pressure in all boundary cells is assumed to remain constant throughout Step 3, regardless the 
boundary condition option selected by the user. This means that 𝐵𝐵�⃗ �,��� = 0 on the left boundary, 𝐵𝐵�⃗ ���� = 0 
on the right boundary, 𝐵𝐵�⃗ �,��� = 0 on the front boundary, 𝐵𝐵�⃗ ���� = 0 on the back boundary, and 𝐵𝐵�⃗ �,��� =
𝐵𝐵�⃗ �,��� = 0 on the bottom and top boundaries. As a result, Eq. (3-120) only couples real cells. Also values of 
𝑆𝑆��� are zeroed to eliminate these boundary cells from the convergence criteria. 

Three solution methods are available for solving the set of N equations describing the pressure 
changes, where N is the number of real computational cells. These matrix solvers are described later in 
Section 3.3.7. Once the pressure changes Δ𝜕𝜕��� are determined, they are back-substituted into the other 
expansions to obtain Δ��, Δ�̄�𝜌��, Δ�̄�𝜌��, Δ�̄�𝜌�  and Δ𝑇𝑇� . A limiter is introduced to clip densities during the 
two-phase to single-phase transition. Here, an estimated end-of-time-step liquid volume fraction is 
computed as 

(𝛼𝛼��,��
���)��� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌��

�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌��
�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��Δ��

�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��𝛥𝛥�̄�𝜌��
�̄�𝜌������

+ �̄�𝜌������ + 𝑥𝑥��Δ𝜌𝜌� ��
�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌��

�̄�𝜌������ + �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌��
�̄�𝜌������  . 

(3-121)

Then if (𝛼𝛼��,���
��� )��� + 𝛼𝛼�,��� > 1 and 𝛼𝛼��,���

� > 0, we apply the limiter to Δ�̄�𝜌� as 
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�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125f)

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125g)

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌� ,  for m=1, 2, 3 and 4, and (3-125h)

𝑇𝑇��� = 𝑇𝑇����� + 𝑥𝑥��Δ𝑇𝑇� . (3-125i)

The only additional limit is that the overall vapor density cannot be decreased by more than 90% in 
one iteration. The individual density components are updated based on the assumed constant mass ratios 
existing within a momentum field. All densities and temperatures are then reflected from the last real cell 
into the boundary cells in the radial direction. 

3.3.6. Convergence criteria for pressure iteration 

Two convergence criteria are basically used for the pressure iteration. First, the absolute values of 
each component of the 𝑆𝑆��� vector are compared to input convergence criteria. 

�𝜀𝜀���
� � < 𝜖𝜖� , (3-126a)

�𝐷𝐷��� � < 𝜖𝜖� , (3-126b)

�𝐷𝐷��� � < 𝜖𝜖� , (3-126c)

�𝐷𝐷��� � < 𝜖𝜖� , (3-126d)

�𝐷𝐷��� < 𝜖𝜖� , and (3-126e)

�𝐷𝐷��
� � < 𝜖𝜖� . (3-126f)

Here it is noted that if the user sets these criteria too tightly or the coefficient matrix form Eq. (3-120) is 
sufficiently ill-conditioned, enough significant figures may not be available to achieve the attempted 
accuracy. The standard convergence criteria currently defaulted in the code are:  

𝜖𝜖� = 10 [Pa] , (3-127a)

𝜖𝜖� = 10��[kg m�⁄ ] , and (3-127b)

𝜖𝜖� = 10 [J/kg] . (3-127c)

For the vapor specific internal energy, the convergence criterion roughly corresponds to a temperature 
precision of 1.0 K or less. 

The second convergence criterion examines satisfaction of the inequality, 
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𝑚𝑚𝑚𝑚𝑚𝑚��𝜂𝜂����, �10 × Δ𝑝𝑝���
� ��

𝑚𝑚𝑚𝑚𝑚𝑚��𝑝𝑝���
� �,  10���� < 𝜖𝜖� , (3-128)

where 𝜂𝜂��� is the first element of 𝐴𝐴����� 𝑆𝑆���. If more than one iteration has been done and inequality in Eq. 
(3-128) is satisfied, further iteration is judged to be impractical. If further iterations are required, control is 
transferred to the calculation of new residual derivatives. 

3.3.7. Matrix solvers for pressure iteration 

There are three matrix solvers currently available in SIMMER-III/SIMMER-IV. For a one-
dimensional problem, the pressure change equation in Eq. (3-120) is reduced to a tridiagonal matrix, in 
which each cell is coupled with two adjacent cells. A standard tridiagonal matrix solver is employed in this 
case. 

For a two- or three-dimensional problem, two types of matrix solvers are optionally used: a direct 
banded-matrix solver based on an outer-product Gaussian elimination method; and an iterative solution 
method based on the partial conjugate-gradient, either an ILUBCG or ILUCR type. The former banded-
matrix solver is taken from AFDM and the detailed description is available in AFDM Manual Vol. V, 
Appendix X. In the latter method, the convergence criterion taken for a matrix equation, 

𝐴𝐴�⃗�𝑚 = 𝑏𝑏�⃗   (3-129)

is written as 

�𝐴𝐴�⃗�𝑚 = 𝑏𝑏�⃗ �
�𝑏𝑏�⃗ � < 𝜖𝜖���� , (3-130)

where the typical value of 𝜖𝜖���� is 10�� to 10��. 

It is noted that the experience in using the options for matrix solvers has suggests that the direct 
solution method be faster when the number of mesh cells of the problem is smaller than about 1,000. On 
the other hand, the iterative partial conjugate gradient method is obviously faster when the number of mesh 
cells exceeds about 1,500. Based on experience of using the two types of iterative solvers, ILUBCG has a 
better convergence property than ILUCR. 

3.3.8 Optional acceleration technique for pressure iteration 

An optional acceleration technique based on Steffensen’s method is implemented for cases when 
difficulty is encountered in converging the pressure iteration. The method is known to be effective, in 
general, when an oscillatory behavior is encountered between iterations. In this method, a new estimate in 
an iteration variable 𝑚𝑚� is defined from the previous two iterations as 

𝑚𝑚���� = 𝑚𝑚��� − �𝑚𝑚��� − 𝑚𝑚�����

𝑚𝑚� − 2𝑚𝑚��� − 𝑚𝑚��� . (3-131)

For application to the present pressure iteration, Eq. (3-131) is reduced to 

 

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125f)

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌�� , (3-125g)

�̄�𝜌���� = �̄�𝜌������ + 𝑥𝑥��Δ�̄�𝜌� ,  for m=1, 2, 3 and 4, and (3-125h)

𝑇𝑇��� = 𝑇𝑇����� + 𝑥𝑥��Δ𝑇𝑇� . (3-125i)

The only additional limit is that the overall vapor density cannot be decreased by more than 90% in 
one iteration. The individual density components are updated based on the assumed constant mass ratios 
existing within a momentum field. All densities and temperatures are then reflected from the last real cell 
into the boundary cells in the radial direction. 

3.3.6. Convergence criteria for pressure iteration 

Two convergence criteria are basically used for the pressure iteration. First, the absolute values of 
each component of the 𝑆𝑆��� vector are compared to input convergence criteria. 

�𝜀𝜀���
� � < 𝜖𝜖� , (3-126a)

�𝐷𝐷��� � < 𝜖𝜖� , (3-126b)

�𝐷𝐷��� � < 𝜖𝜖� , (3-126c)

�𝐷𝐷��� � < 𝜖𝜖� , (3-126d)

�𝐷𝐷��� < 𝜖𝜖� , and (3-126e)

�𝐷𝐷��
� � < 𝜖𝜖� . (3-126f)

Here it is noted that if the user sets these criteria too tightly or the coefficient matrix form Eq. (3-120) is 
sufficiently ill-conditioned, enough significant figures may not be available to achieve the attempted 
accuracy. The standard convergence criteria currently defaulted in the code are:  

𝜖𝜖� = 10 [Pa] , (3-127a)

𝜖𝜖� = 10��[kg m�⁄ ] , and (3-127b)

𝜖𝜖� = 10 [J/kg] . (3-127c)

For the vapor specific internal energy, the convergence criterion roughly corresponds to a temperature 
precision of 1.0 K or less. 

The second convergence criterion examines satisfaction of the inequality, 
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𝛿𝛿���� = 𝛿𝛿�𝛿𝛿���

𝛿𝛿� − 𝛿𝛿��� ,  (3-132)

and is applied individually to each of six independent variables separately by user specification. Note that 
the use of this acceleration technique is not always effective and hence is not recommended for a standard 
use. 

 3.4. End-of-Time-Step Values (Step 4) 

The fourth step (Step 4) of the SIMMER-III/SIMMER-IV four-step algorithm does the final update 
for densities, velocities and material temperatures. The basic approach is to use the results of Step 3 to re-
evaluate the conservation equations and invert the EOS. Step 4 also interweaves several other operations. 
The interfacial areas used in Step 1 are also convected with the same velocities used for mass, momentum 
and energy convection. The mass/energy outflows/inflows at the boundaries of the problem are evaluated. 
Finally, using the end-of-time-step velocities, the interfacial frictional dissipation terms are determined. 

3.4.1. Final mass update 

An EOS call at the beginning of Step 4 is omitted to save computational effort. The liquid specific 
volumes 𝜐𝜐������  required are taken from the values determined on the final iteration in Step 3. This is 
justified by the fact that liquid specific volumes have only weak dependence on the pressure.  

Using the velocities 𝑢𝑢����� , 𝑤𝑤�����  and 𝑣𝑣�����  from Step 3, the end-of-time-step densities must be 
updated for all components. The finite difference equations are 

�̄�𝜌��,���
��� = �̄�𝜌��,���

� − Δ� �
Δ���̄�𝜌��� 𝑟𝑟�𝑢𝑢�������,�

𝑟𝑟�
�Δ𝑥𝑥�

+
Δ���̄�𝜌��� 𝑤𝑤�������,�

𝑟𝑟�
�Δ𝑦𝑦�

+
Δ���̄�𝜌��� 𝑣𝑣�������,�

Δ𝑧𝑧�
� , (3-133)

where the convective terms are evaluated similarly to Step 2, although the velocities used are those 
determined in Step 3. The beginning-of-time-step densities in Eq. (3-133) are those from Step 1. After 
determining the energy component densities, �̄�𝜌�����, estimated end-of-time-step liquid volume fractions can 
be obtained from 

𝛼𝛼������ = 𝜐𝜐�������̄�𝜌����� . (3-134)

3.4.2. Intermediate updates of internal energies 

New estimates for the internal energies for liquids and vapor are 

�̃�𝑒�,���
��� = 1

�̄�𝜌�,���
��� ��̃�𝑒�,���

� �̄�𝜌��,���
�

− Δ� �
Δ���̄�𝜌���𝑟𝑟��̃�𝑒��𝑢𝑢�������,�

𝑟𝑟�
�Δ𝑥𝑥�

+
Δ���̄�𝜌��� �̃�𝑒��𝑤𝑤�������,�

𝑟𝑟�
�Δ𝑦𝑦�

+
Δ��̄�𝜌��� �̃�𝑒��𝑣𝑣�������,�

Δ𝑧𝑧�
�

− 𝑊𝑊�,��� + 𝑋𝑋�,���� , 

(3-135)
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where the convection terms are evaluated similarly to Step 2, although the velocities used are those 
determined in Step 3. Again, the beginning-of-time-step densities in Eq. (3-135) are those from Step 1. In 
Eq. (3-135), 𝑊𝑊�,��� denotes the pressure-volume work term and 𝑋𝑋�,��� is an addition to the liquid equations 
when the vapor pressure-volume work term is zero. The latter is included to conserve energy. The values of 
𝑊𝑊�,��� are given by 

𝑊𝑊�,��� = 𝑝𝑝�,���
��� ��𝛼𝛼��,���

��� − 𝛼𝛼�,���
� �

+ Δ� �
Δ��𝛼𝛼���𝑟𝑟�𝑢𝑢�������,�

𝑟𝑟�
�Δ𝑥𝑥�

+
Δ��𝛼𝛼���𝑤𝑤�������,�

𝑟𝑟�
�Δ𝑦𝑦�

+
Δ��𝛼𝛼���𝑣𝑣�������,�

Δ𝑧𝑧�
�� , 

(3-136)

where 

𝑝𝑝�,��� = 𝑝𝑝���
���  for the liquid components , (3-137a)

𝑝𝑝���
���   is the final cell pressure in Step 3 , (3-137b)

𝑝𝑝�,��� = 𝑝𝑝���
���  if  𝑝𝑝�,���

� > 0  in Step 3 , and (3-137c)

𝑝𝑝�,��� = 0  if  𝑝𝑝�,���
� = 0  in Step 3 . (3-137d)

Using the overall liquid volume fraction, 

𝛼𝛼����� = � 𝛼𝛼������

�
 . (3-138)

𝑋𝑋�,��� is defined by 

𝑋𝑋�,��� = 𝛼𝛼�����

𝛼𝛼����� 𝑝𝑝���
��� ��𝛼𝛼��,���

��� − 𝛼𝛼��,���
� �

+ Δ� �
Δ��𝛼𝛼���𝑟𝑟�𝑢𝑢�������,�

𝑟𝑟�
�Δ𝑥𝑥�

+ Δ�⟨𝛼𝛼���𝑤𝑤�����⟩�
𝑟𝑟�

�Δ𝑦𝑦�
+ Δ�⟨𝛼𝛼���𝑣𝑣�����⟩�

Δ𝑧𝑧�
�� . 

(3-139)

When 𝑝𝑝�,��� = 0 and consequently 𝑊𝑊� = 0 for the vapor component, 

𝑋𝑋� = 0 , if 𝑝𝑝�,��� = 𝑝𝑝���
���, and always (3-140a)

𝑋𝑋� = 0 .. (3-140b)

The vapor volume fraction is recalculated as 

𝛼𝛼��,���
��� = 1 − 𝛼𝛼� − 𝛼𝛼����� . (3-141)

These are the same method as used in Step 2, except that the non-linear terms use end-of-time-step 
velocities. Again, for the higher-order differencing of the vapor, the “r” subscript identifying the vapor 
energy field is replaced by an “m” subscript to indicate that the convected value for each individual density 

 

𝛿𝛿���� = 𝛿𝛿�𝛿𝛿���

𝛿𝛿� − 𝛿𝛿��� ,  (3-132)

and is applied individually to each of six independent variables separately by user specification. Note that 
the use of this acceleration technique is not always effective and hence is not recommended for a standard 
use. 

 3.4. End-of-Time-Step Values (Step 4) 

The fourth step (Step 4) of the SIMMER-III/SIMMER-IV four-step algorithm does the final update 
for densities, velocities and material temperatures. The basic approach is to use the results of Step 3 to re-
evaluate the conservation equations and invert the EOS. Step 4 also interweaves several other operations. 
The interfacial areas used in Step 1 are also convected with the same velocities used for mass, momentum 
and energy convection. The mass/energy outflows/inflows at the boundaries of the problem are evaluated. 
Finally, using the end-of-time-step velocities, the interfacial frictional dissipation terms are determined. 

3.4.1. Final mass update 

An EOS call at the beginning of Step 4 is omitted to save computational effort. The liquid specific 
volumes 𝜐𝜐������  required are taken from the values determined on the final iteration in Step 3. This is 
justified by the fact that liquid specific volumes have only weak dependence on the pressure.  

Using the velocities 𝑢𝑢����� , 𝑤𝑤�����  and 𝑣𝑣�����  from Step 3, the end-of-time-step densities must be 
updated for all components. The finite difference equations are 

�̄�𝜌��,���
��� = �̄�𝜌��,���

� − Δ� �
Δ���̄�𝜌��� 𝑟𝑟�𝑢𝑢�������,�

𝑟𝑟�
�Δ𝑥𝑥�

+
Δ���̄�𝜌��� 𝑤𝑤�������,�

𝑟𝑟�
�Δ𝑦𝑦�

+
Δ���̄�𝜌��� 𝑣𝑣�������,�

Δ𝑧𝑧�
� , (3-133)

where the convective terms are evaluated similarly to Step 2, although the velocities used are those 
determined in Step 3. The beginning-of-time-step densities in Eq. (3-133) are those from Step 1. After 
determining the energy component densities, �̄�𝜌�����, estimated end-of-time-step liquid volume fractions can 
be obtained from 

𝛼𝛼������ = 𝜐𝜐�������̄�𝜌����� . (3-134)

3.4.2. Intermediate updates of internal energies 

New estimates for the internal energies for liquids and vapor are 

�̃�𝑒�,���
��� = 1

�̄�𝜌�,���
��� ��̃�𝑒�,���

� �̄�𝜌��,���
�

− Δ� �
Δ���̄�𝜌���𝑟𝑟��̃�𝑒��𝑢𝑢�������,�

𝑟𝑟�
�Δ𝑥𝑥�

+
Δ���̄�𝜌��� �̃�𝑒��𝑤𝑤�������,�

𝑟𝑟�
�Δ𝑦𝑦�

+
Δ��̄�𝜌��� �̃�𝑒��𝑣𝑣�������,�

Δ𝑧𝑧�
�

− 𝑊𝑊�,��� + 𝑋𝑋�,���� , 

(3-135)
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component must be determined. As in Step 2, the convective terms involving density components must be 
summed to obtain the terms involving the convection of the density associated with an energy component. 
The bracket terms involving 𝛼𝛼��� are evaluated with end-of-time-step velocities analogous to Step 2 for the 
liquid components and similarly to a density for the vapor volume fraction where a direct spatial derivative 
is determined. The internal energies calculated in Eq. (3-135) become the end-of-time-step values after 
addition of the interfacial heating terms described in Section 3.4.7. 

3.4.3. Interfacial area convection 

The operation is performed in Step 4 to convect interfacial areas per unit volume with the same 
velocities as used to convect densities and internal energies. The convection equation used is given by 

𝜕𝜕𝐴𝐴�
𝜕𝜕𝜕𝜕 + ∇ ⋅ �𝐴𝐴�𝒗𝒗�� = 0 , (3-142)

where 𝐴𝐴� is the convectible interfacial areas per unit volume. Before introducing the convectible interfacial 
areas, a concept of multiphase flow topology is explained. A SIMMER-III/SIMMER-IV mesh cell is 
generally represented by the combination of a bubbly- (liquid-continuous) flow region and a dispersed 
(vapor-continuous) region. The eight fluid energy components are distributed in the cell as continuous 
liquid or vapor phase, bubbles, droplets and particles, and their surface areas flow with associating fluids. 
The total of 11 convectible interfacial areas are defined in SIMMER-III/SIMMER-IV17). These are: 

 Surface areas of 3 real liquid components (fuel, steel and sodium) in the dispersed region (𝐴𝐴��,�, 
𝐴𝐴��,�, 𝐴𝐴��,�) and bubbly region (𝐴𝐴��,�, 𝐴𝐴��,�, 𝐴𝐴��,�), 

 Surface areas of fuel particles, steel particles and fuel chunks (𝐴𝐴��, 𝐴𝐴��, 𝐴𝐴��), 

 Surface areas of bubbles in the bubbly region (𝐴𝐴�,�), and 

 Interface area between the bubbly and dispersed regions (𝐴𝐴�,� ). This area is not actually 
convected but is defined as an additional area to be treated similarly to other convectible 
interfacial areas. 

The control particles is not convectible and its surface area is determined instantaneously from the 
volume fraction and radius. The convectible interfacial area of a liquid-field component is convected at the 
velocity of the momentum field to which the associating component is assigned. The 𝐴𝐴�,� is convected at 
the velocity of the vapor field.  

The differenced form of Eq. (3-142) is handled in a similar way as the mass convection. For the 
first-order donor-cell differencing option, the interfacial areas are explicitly updated. 

𝐴𝐴���� = 𝐴𝐴��� � 𝛥𝛥𝜕𝜕 �
𝛥𝛥��𝐴𝐴��� 𝑟𝑟�𝑢𝑢�������,�

𝑟𝑟�
�𝛥𝛥𝛥𝛥�

+
𝛥𝛥��𝐴𝐴��� 𝑤𝑤�������,�

𝑟𝑟�
�𝛥𝛥𝛥𝛥�

+
𝛥𝛥��𝐴𝐴��� 𝑣𝑣�������,�

𝛥𝛥𝛥𝛥�
� � (3-143)
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3.4.4. Mass and energy outflows 

Determination of the convective fluxes for Eqs. (3-133) and (3-135) provides the necessary 
information to compute mass and energy outflows across the problem boundaries. These are evaluated 
before the velocities are solved. Only the two-dimensional case is shown in this section. To give the 
expressions for the boundaries, the bottom real cell is denoted by a j of 2, the top real cell by a j of J+1, the 
left real cell by a i of 2, and the right real cell by a i of I+1. Then the net mass outflow for each component 
over a time step is 

Δ𝑀𝑀�
Δ𝑡𝑡 𝜋 � 𝐴𝐴��〈�̅�𝜌��� 𝑣𝑣�����〉�,����� − 〈�̅�𝜌��� 𝑣𝑣�����〉�,����

���

���

+ � 𝜋𝜋𝜋Δ���〈�̅�𝜌��� 𝑟𝑟�𝑢𝑢�����〉�����,� − 〈�̅�𝜌��� 𝑟𝑟�𝑢𝑢�����〉���,��
���

���
 , 

(3-144)

where the convective terms have the same definition as before, 𝐴𝐴� is the area and 

𝜋𝜋 𝜋 𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋 𝜋𝜋 for 𝜁𝜁 𝜋 𝜋, or 0.5 for 𝜁𝜁 𝜋 𝜁. 

To maintain an account of overall energy conservation, the energy outflow is computed as the sum 
of the internal energies, the kinetic energies and the work done by pressure at the problem boundaries. The 
resultant net energy outflow for a component over a time step is 

Δ𝐸𝐸�
Δ𝑡𝑡 𝜋 � 𝐴𝐴� �〈�̅�𝜌��� ��̃�� + 𝜋

𝜋 �𝑣𝑣������ 𝑣𝑣�����〉�,����� − 〈�̅�𝜌��� ��̃�� + 𝜋
𝜋 �𝑣𝑣������ 𝑣𝑣�����〉�,����

���

���

+ � 𝐴𝐴� �𝑝𝑝�,���
��� + 𝑝𝑝�,���

���

𝜋 〈𝛼𝛼���𝑣𝑣�����〉�,����� − 𝑝𝑝�,�
��� + 𝑝𝑝�,�

���

𝜋 〈𝛼𝛼���𝑣𝑣�����〉�,����
���

���

+ � 𝜋𝜋𝜋Δ�� �〈�̅�𝜌���𝑟𝑟� ��̃�� + 𝜋
𝜋 �𝑢𝑢������ 𝑢𝑢�����〉�����,�

���

���

− 〈�̅�𝜌���𝑟𝑟� ��̃�� + 𝜋
𝜋 �𝑢𝑢������ 𝑢𝑢�����〉���,��

+ � 𝜋𝜋𝜋Δ�� �𝑝𝑝���,�
��� + 𝑝𝑝���,�

���

𝜋 〈𝛼𝛼���𝑟𝑟�𝑢𝑢�����〉�����,�

���

���

− 𝑝𝑝�,�
��� + 𝑝𝑝�,�

���

𝜋 〈𝛼𝛼���𝑟𝑟�𝑢𝑢�����〉���,�� 𝜋 

(3-145)

The formulas for the kinetic energy transfer across the problem boundaries are rather arbitrary. No 
transfers of the work term from the vapor field component to the liquid components are made in these 
summations for single-phase cells, as they should be small in practical cases and do not affect the overall 
energy balance. 

 

 

component must be determined. As in Step 2, the convective terms involving density components must be 
summed to obtain the terms involving the convection of the density associated with an energy component. 
The bracket terms involving 𝛼𝛼��� are evaluated with end-of-time-step velocities analogous to Step 2 for the 
liquid components and similarly to a density for the vapor volume fraction where a direct spatial derivative 
is determined. The internal energies calculated in Eq. (3-135) become the end-of-time-step values after 
addition of the interfacial heating terms described in Section 3.4.7. 

3.4.3. Interfacial area convection 

The operation is performed in Step 4 to convect interfacial areas per unit volume with the same 
velocities as used to convect densities and internal energies. The convection equation used is given by 

𝜕𝜕𝐴𝐴�
𝜕𝜕𝜕𝜕 + ∇ ⋅ �𝐴𝐴�𝒗𝒗�� = 0 , (3-142)

where 𝐴𝐴� is the convectible interfacial areas per unit volume. Before introducing the convectible interfacial 
areas, a concept of multiphase flow topology is explained. A SIMMER-III/SIMMER-IV mesh cell is 
generally represented by the combination of a bubbly- (liquid-continuous) flow region and a dispersed 
(vapor-continuous) region. The eight fluid energy components are distributed in the cell as continuous 
liquid or vapor phase, bubbles, droplets and particles, and their surface areas flow with associating fluids. 
The total of 11 convectible interfacial areas are defined in SIMMER-III/SIMMER-IV17). These are: 

 Surface areas of 3 real liquid components (fuel, steel and sodium) in the dispersed region (𝐴𝐴��,�, 
𝐴𝐴��,�, 𝐴𝐴��,�) and bubbly region (𝐴𝐴��,�, 𝐴𝐴��,�, 𝐴𝐴��,�), 

 Surface areas of fuel particles, steel particles and fuel chunks (𝐴𝐴��, 𝐴𝐴��, 𝐴𝐴��), 

 Surface areas of bubbles in the bubbly region (𝐴𝐴�,�), and 

 Interface area between the bubbly and dispersed regions (𝐴𝐴�,� ). This area is not actually 
convected but is defined as an additional area to be treated similarly to other convectible 
interfacial areas. 

The control particles is not convectible and its surface area is determined instantaneously from the 
volume fraction and radius. The convectible interfacial area of a liquid-field component is convected at the 
velocity of the momentum field to which the associating component is assigned. The 𝐴𝐴�,� is convected at 
the velocity of the vapor field.  

The differenced form of Eq. (3-142) is handled in a similar way as the mass convection. For the 
first-order donor-cell differencing option, the interfacial areas are explicitly updated. 

𝐴𝐴���� = 𝐴𝐴��� � 𝛥𝛥𝜕𝜕 �
𝛥𝛥��𝐴𝐴��� 𝑟𝑟�𝑢𝑢�������,�

𝑟𝑟�
�𝛥𝛥𝛥𝛥�

+
𝛥𝛥��𝐴𝐴��� 𝑤𝑤�������,�

𝑟𝑟�
�𝛥𝛥𝛥𝛥�

+
𝛥𝛥��𝐴𝐴��� 𝑣𝑣�������,�

𝛥𝛥𝛥𝛥�
� � (3-143)

 
  

JAEA-Research 2024-008

- 57 -



 

3.4.5. Setup for momentum equation 

The procedure to set up velocity calculations is similar to Step 2, although a more implicit 
relationship is used for drag terms in the momentum equations. The five coupled preliminary operations to 
set up momentum equations in Step 2 are changed as follows. 

First, no further adjustment to the momentum-exchange coefficients are performed for a two-phase 
to single-phase transition, since the final pressures were determined and accommodation of any cell to the 
transition to single-phase pressures was performed already in Step 3.  

Second the momentum densities, �̄�𝜌�,��
��� , �̄�𝜌�,����� and �̄�𝜌�,��

��� , are averaged similarly to Step 2 as 

�̄�𝜌�,��
��� = �̄�𝜌�,���

��� 𝑟𝑟�
�Δ𝑥𝑥� + �̄�𝜌�,���,�,�

��� 𝑟𝑟���
� Δ𝑥𝑥���

(𝑟𝑟′�����)�(𝛥𝛥𝑥𝑥� + 𝛥𝛥𝑥𝑥���) , (3-146a)

�̄�𝜌�,����� = �̄�𝜌�,���
��� Δ𝑦𝑦� + �̄�𝜌�,�,���,�

��� Δ𝑦𝑦���
(𝑟𝑟′�����)�(Δ𝑦𝑦� + Δ𝑦𝑦���)  , and (3-146b)

�̄�𝜌�,��
��� = �̄�𝜌�,���

��� Δ𝑧𝑧� + �̄�𝜌�,�,�,���
��� Δ𝑧𝑧���

Δ𝑧𝑧� + Δ𝑧𝑧���
 . (3-146c)

where the momentum densities are determined by summing over the same components as used in Step 2. 

Third, the 𝑎𝑎��� and 𝑏𝑏��� are multiplied by �̄�𝜌�����̄�𝜌����� to obtain values partially corrected for mass 
transfers. The 𝑎𝑎�� and 𝑏𝑏�� are multiplied by �̄�𝜌����. The 𝑎𝑎���, 𝑏𝑏���, 𝑎𝑎��, 𝑏𝑏��, and the virtual mass terms are 
averaged similarly to the densities. The volume fractions are averaged as in Step 2 with 𝑝𝑝��� determining 
the donor cell for 𝛼𝛼�. 

Fourth, the convective terms are defined by using the end-of-time-step velocities only in the mass 
fluxes. These terms become 

𝐶𝐶𝐶𝐶�,��
��� == 1

�𝑟𝑟′�������Δ𝑥𝑥�����
���̄�𝜌���𝑟𝑟�𝑢𝑢�������,�,��𝑢𝑢�������,�,� − ��̄�𝜌���𝑟𝑟�𝑢𝑢��������𝑢𝑢��������

+ 1
�𝑟𝑟′�������Δ𝑦𝑦�

���̄�𝜌���𝑤𝑤���������,�����,��𝑢𝑢���������,�����,�

− ��̄�𝜌���𝑤𝑤���������,�����,��𝑢𝑢���������,�����,��
+ 1

Δ𝑧𝑧�
���̄�𝜌���𝑣𝑣���������,�,������𝑢𝑢���������,�,�����

− ��̄�𝜌���𝑣𝑣���������,�,������𝑢𝑢���������,�,������ , 

(3-147a)
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𝐶𝐶𝐶𝐶�,����� = 1
𝑟𝑟�Δ𝑥𝑥�

���̄�𝜌���𝑟𝑟�𝑢𝑢���������,�����,��𝑤𝑤���������,�����,�

− ��̄�𝜌���𝑟𝑟�𝑢𝑢���������,�����,��𝑤𝑤���������,�����,��
+ 1

𝑟𝑟�Δ𝑦𝑦�����
���̄�𝜌���𝑤𝑤�����,���,��𝑤𝑤�����,���,� − ��̄�𝜌���𝑤𝑤��������𝑤𝑤��������

+ 1
Δ𝑧𝑧�

���̄�𝜌���𝑣𝑣�����,�����,������𝑤𝑤�����,�����,�����

− ��̄�𝜌���𝑣𝑣�����,�����,������𝑤𝑤�����,�����,������ , and 

(3-147b)

𝐶𝐶𝐶𝐶�,��
��� = 1

𝑟𝑟�Δ𝑥𝑥�
���̄�𝜌���𝑟𝑟�𝑢𝑢���������,�,������𝑣𝑣���������,�,�����

− ��̄�𝜌���𝑟𝑟�𝑢𝑢���������,�,������𝑣𝑣���������,�,������
+ 1

𝑟𝑟�Δ𝑦𝑦�
���̄�𝜌���𝑟𝑟�𝑤𝑤�����,�����,������𝑣𝑣�����,�����,�����

− ��̄�𝜌���𝑟𝑟�𝑤𝑤�����,�����,������𝑣𝑣�����,�����,������
+ 1

Δ𝑧𝑧�����
���̄�𝜌���𝑣𝑣�����,�,����𝑣𝑣�����,�,��� − ��̄�𝜌���𝑣𝑣��������𝑣𝑣�������� . 

(3-147c)

The terms in brackets can then be averaged as was done in Step 2. However, donor-cell velocities now 
depend on end-of-time-step information. The “~” velocities are defined as in Step 2 (the momentum flux is 
divided by a momentum-averaged density), except that they now use the Step 3 end-of-time-step values, 
rather than the Step 1 tilde estimates. 

3.4.6. End-of-time-step velocities 

The iterative calculation for the end-of-time-step velocities proceeds similarly to Step 2, although 
derivatives of velocity with respect to pressure are not required this time. The initial estimates for the 
velocities are those from Step 3, or 

𝑢𝑢��,�����,�,�
���  𝑤𝑤��,�,�����,�

���  and 𝑣𝑣��,�,�,�����
���  . 

These estimates are then adjusted if tight coupling exists at an interface. Two fields are assumed to be 
tightly coupled if the 𝑎𝑎��� for the interface is greater than 10�(1 − 𝛼𝛼�). For two fields being tightly coupled, 
the adjustment formula is  

𝐶𝐶��,�
��� = 𝐶𝐶��′,�

��� = 𝐶𝐶��,�
� �̄�𝜌�,�

��� + 𝐶𝐶��′,�
� �̄�𝜌�′,�

���

�̄�𝜌�,�
��� + �̄�𝜌�′,�

��� , (3-148)

where 

𝐶𝐶��,�
��� = 𝑢𝑢��,�����,�,�

���   in the x (radial) direction, 

 

3.4.5. Setup for momentum equation 

The procedure to set up velocity calculations is similar to Step 2, although a more implicit 
relationship is used for drag terms in the momentum equations. The five coupled preliminary operations to 
set up momentum equations in Step 2 are changed as follows. 

First, no further adjustment to the momentum-exchange coefficients are performed for a two-phase 
to single-phase transition, since the final pressures were determined and accommodation of any cell to the 
transition to single-phase pressures was performed already in Step 3.  

Second the momentum densities, �̄�𝜌�,��
��� , �̄�𝜌�,����� and �̄�𝜌�,��

��� , are averaged similarly to Step 2 as 

�̄�𝜌�,��
��� = �̄�𝜌�,���

��� 𝑟𝑟�
�Δ𝑥𝑥� + �̄�𝜌�,���,�,�

��� 𝑟𝑟���
� Δ𝑥𝑥���

(𝑟𝑟′�����)�(𝛥𝛥𝑥𝑥� + 𝛥𝛥𝑥𝑥���) , (3-146a)

�̄�𝜌�,����� = �̄�𝜌�,���
��� Δ𝑦𝑦� + �̄�𝜌�,�,���,�

��� Δ𝑦𝑦���
(𝑟𝑟′�����)�(Δ𝑦𝑦� + Δ𝑦𝑦���)  , and (3-146b)

�̄�𝜌�,��
��� = �̄�𝜌�,���

��� Δ𝑧𝑧� + �̄�𝜌�,�,�,���
��� Δ𝑧𝑧���

Δ𝑧𝑧� + Δ𝑧𝑧���
 . (3-146c)

where the momentum densities are determined by summing over the same components as used in Step 2. 

Third, the 𝑎𝑎��� and 𝑏𝑏��� are multiplied by �̄�𝜌�����̄�𝜌����� to obtain values partially corrected for mass 
transfers. The 𝑎𝑎�� and 𝑏𝑏�� are multiplied by �̄�𝜌����. The 𝑎𝑎���, 𝑏𝑏���, 𝑎𝑎��, 𝑏𝑏��, and the virtual mass terms are 
averaged similarly to the densities. The volume fractions are averaged as in Step 2 with 𝑝𝑝��� determining 
the donor cell for 𝛼𝛼�. 

Fourth, the convective terms are defined by using the end-of-time-step velocities only in the mass 
fluxes. These terms become 

𝐶𝐶𝐶𝐶�,��
��� == 1

�𝑟𝑟′�������Δ𝑥𝑥�����
���̄�𝜌���𝑟𝑟�𝑢𝑢�������,�,��𝑢𝑢�������,�,� − ��̄�𝜌���𝑟𝑟�𝑢𝑢��������𝑢𝑢��������

+ 1
�𝑟𝑟′�������Δ𝑦𝑦�

���̄�𝜌���𝑤𝑤���������,�����,��𝑢𝑢���������,�����,�

− ��̄�𝜌���𝑤𝑤���������,�����,��𝑢𝑢���������,�����,��
+ 1

Δ𝑧𝑧�
���̄�𝜌���𝑣𝑣���������,�,������𝑢𝑢���������,�,�����

− ��̄�𝜌���𝑣𝑣���������,�,������𝑢𝑢���������,�,������ , 

(3-147a)
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𝑉𝑉��,�
��� = 𝑤𝑤��,�,�����,�

���   in the y direction, and 

𝑉𝑉��,�
��� = 𝑣𝑣��,�,�,�����

���   in the z (axial) direction. 

For all three fields tightly coupled in a three-velocity-field model, 

𝑉𝑉��,�
��� = 𝑉𝑉��,�

��� = 𝑉𝑉��,�
��� = 𝑉𝑉��,�

� �̄�𝜌�,�
��� + 𝑉𝑉��,�

� �̄�𝜌�,�
��� + 𝑉𝑉��,�

� �̄�𝜌�,�
���

�̄�𝜌�,�
��� + �̄�𝜌�,�

��� + �̄�𝜌�,�
��� . (3-149)

In Step 4, it is intended to implicitly treat the velocities in the interfacial drag terms. This means the 
finite difference representation for the momentum equation is  

�̄�𝜌��,�
���𝑉𝑉��,�

��� + Δ𝑡𝑡𝑡𝑡��,�𝑉𝑉�,� − 𝛽𝛽��,�
��� �𝑉𝑉��,�

��� − � 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

���

�
�

−  𝛥𝛥𝑡𝑡 � �𝑎𝑎��′�,�
��� + 𝑏𝑏��′�,�

��� �𝑉𝑉�′�,�
∗ ���𝑉𝑉�′�,�

�′

= �̄�𝜌��,�
� 𝑉𝑉��,�

� − 𝛥𝛥𝑡𝑡𝛥𝛥𝑉𝑉��,� − 𝛽𝛽��,�
��� �𝑉𝑉��,�

� − � 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

�

�
� + ���,�

��� . 
(3-150)

The velocity difference in the interfacial drag term is evaluated from 

𝑉𝑉�′�,� = 𝑉𝑉�′,�
��� − 𝑉𝑉�,�

��� = 𝑉𝑉�′,�
� − 𝑉𝑉�,�

�  , (3-151a)

for the k-th iteration, and  

𝑡𝑡��,�
� = 𝑎𝑎��,� + 𝑏𝑏��,�𝑉𝑉�,�

�  , (3-151b)

(𝑉𝑉𝛥𝛥�) =�,�
��� 𝛼𝛼�,���𝛼𝛼�,�𝑉𝑉𝑉𝑉�  for  q=1 and 2 , (3-151c)

(𝑉𝑉𝛥𝛥�) =�,�
��� − 𝛼𝛼�,�𝑉𝑉𝑉𝑉�  for q=G , and (3-151d)

𝛼𝛼�,��� = 𝛼𝛼�
𝛼𝛼�� + 𝛼𝛼��

 , (3-151e)

and 𝑉𝑉𝑉𝑉�  is the cell-averaged virtual mass coefficient computed in Step 1. The iteration procedure for 
solving Eq. (3-150) is the same as Step 2. Namely, the equation can be expressed in the form of a matrix, 

𝑆𝑆�
�𝛿𝛿𝑉𝑉��

��� = 𝐷𝐷�
� , (3-152)

where 𝛿𝛿𝑉𝑉��
��� are corrections to 𝑉𝑉��

���. The matrix coefficients, for the standard three-velocity-field model, 
are 

𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡(𝑡𝑡��,�
� + 𝑡𝑡��,�

� + 𝑡𝑡��,�
� ) − (𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-153a)

𝑠𝑠��,�
� = 𝑠𝑠��,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� − 𝛼𝛼��,���,�

��� 𝛼𝛼��,���,�
��� 𝛽𝛽��,�

��� , (3-153b)
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𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡𝑡𝑡𝑡��,�
� + 𝑡𝑡��,�

� + 𝑡𝑡��,�
� ) − 𝑡𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-153c)

𝑠𝑠��,�
� = 𝑠𝑠���,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� + 𝛼𝛼��,���,�

��� 𝛽𝛽��,�
��� , (3-153d)

𝑠𝑠��,�
� = 𝑠𝑠��,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� + 𝛼𝛼��,���,�

��� 𝛽𝛽��,�
��� , and (3-153e)

𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡𝑡𝑡𝑡��,�
� + 𝑡𝑡��,�

� + 𝑡𝑡��,�
� ) − 𝛽𝛽��,�

��� , (3-153f)

where 

𝑡𝑡��,�
� = 𝑎𝑎��,� + 2𝑏𝑏��,��𝑉𝑉��,�

� � , and (3-154a)

𝑡𝑡��′,�
� = 𝑎𝑎��′,� + 2𝑏𝑏��′,��𝑉𝑉��′,�

� − 𝑉𝑉��,�
� � . (3-154b)

The 𝐷𝐷�
� vector is given by 

𝑑𝑑�,� = �̄�𝜌��,�
� 𝑉𝑉��,�

� − Δ𝑡𝑡𝑡𝑡𝑉𝑉��,� − 𝛽𝛽��,�
����𝑉𝑉��,�

� − 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

� − 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

� � + 𝜂𝜂��,�
��� . (3-155)

For optional multi-velocity-field model, the extension of Eqs. (3-158) – (3-160) up to 8 by 8 matrix is 
straightforward like in Step 2. The identical convergence criteria are employed in Step 4 as well. When 
convergence is obtained for the momentum equations, the end-of-time-step velocities are all known. 

3.4.7. Interfacial drag heating 

Following the convergence to the final velocities, interfacial drag heating is calculated. From the 
differential equations, the general form of the interfacial energy production on a unit mass basis for an 
energy component belonging to momentum field q is 

𝛩𝛩� = Δ𝑡𝑡
�̄�𝜌�

�� 𝑡𝑡��′�𝑣𝑣� − 𝑣𝑣�′� ⋅
�′

�𝑣𝑣� − 𝑣𝑣��′� + 𝑡𝑡��𝑣𝑣� ⋅ �𝑣𝑣� − 𝑣𝑣��� − 𝑉𝑉𝑉𝑉� ⋅ �𝑣𝑣� − 𝑣𝑣���� , (3-156a)

𝛩𝛩� = Δ𝑡𝑡
�̄�𝜌�

� 𝑡𝑡��𝑣𝑣� ⋅
�

𝑣𝑣�� , (3-156b)

where 𝛩𝛩� and 𝛩𝛩� represent drag heating on fluid/fluid interface and fluid/structure interface, respectively.  

The interfacial velocities are defined as follows. The velocity in the virtual mass term 𝑣𝑣�� is best 
represented by some liquid velocity because of the inertia in the liquids. Since the virtual mass concept is 
based on component volumes, 𝑣𝑣�� is defined by the volume averaged velocity, for a case of the three-
velocity-field model, 

𝑣𝑣�� = 𝛼𝛼��
𝛼𝛼�� + 𝛼𝛼��

𝑣𝑣�� + 𝛼𝛼��
𝛼𝛼�� + 𝛼𝛼��

𝑣𝑣�� . (3-157)

In the cases of fluid/fluid interface and fluid/structure drag heating, the choice was made to interpolate 
velocities based on momentum-field volume fractions because of the stability that this approach gives, 
again for the three-velocity-field case. 

 

𝑉𝑉��,�
��� = 𝑤𝑤��,�,�����,�

���   in the y direction, and 

𝑉𝑉��,�
��� = 𝑣𝑣��,�,�,�����

���   in the z (axial) direction. 

For all three fields tightly coupled in a three-velocity-field model, 

𝑉𝑉��,�
��� = 𝑉𝑉��,�

��� = 𝑉𝑉��,�
��� = 𝑉𝑉��,�

� �̄�𝜌�,�
��� + 𝑉𝑉��,�

� �̄�𝜌�,�
��� + 𝑉𝑉��,�

� �̄�𝜌�,�
���

�̄�𝜌�,�
��� + �̄�𝜌�,�

��� + �̄�𝜌�,�
��� . (3-149)

In Step 4, it is intended to implicitly treat the velocities in the interfacial drag terms. This means the 
finite difference representation for the momentum equation is  

�̄�𝜌��,�
���𝑉𝑉��,�

��� + Δ𝑡𝑡𝑡𝑡��,�𝑉𝑉�,� − 𝛽𝛽��,�
��� �𝑉𝑉��,�

��� − � 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

���

�
�

−  𝛥𝛥𝑡𝑡 � �𝑎𝑎��′�,�
��� + 𝑏𝑏��′�,�

��� �𝑉𝑉�′�,�
∗ ���𝑉𝑉�′�,�

�′

= �̄�𝜌��,�
� 𝑉𝑉��,�

� − 𝛥𝛥𝑡𝑡𝛥𝛥𝑉𝑉��,� − 𝛽𝛽��,�
��� �𝑉𝑉��,�

� − � 𝛼𝛼���,���,�
��� 𝑉𝑉���,�

�

�
� + ���,�

��� . 
(3-150)

The velocity difference in the interfacial drag term is evaluated from 

𝑉𝑉�′�,� = 𝑉𝑉�′,�
��� − 𝑉𝑉�,�

��� = 𝑉𝑉�′,�
� − 𝑉𝑉�,�

�  , (3-151a)

for the k-th iteration, and  

𝑡𝑡��,�
� = 𝑎𝑎��,� + 𝑏𝑏��,�𝑉𝑉�,�

�  , (3-151b)

(𝑉𝑉𝛥𝛥�) =�,�
��� 𝛼𝛼�,���𝛼𝛼�,�𝑉𝑉𝑉𝑉�  for  q=1 and 2 , (3-151c)

(𝑉𝑉𝛥𝛥�) =�,�
��� − 𝛼𝛼�,�𝑉𝑉𝑉𝑉�  for q=G , and (3-151d)

𝛼𝛼�,��� = 𝛼𝛼�
𝛼𝛼�� + 𝛼𝛼��

 , (3-151e)

and 𝑉𝑉𝑉𝑉�  is the cell-averaged virtual mass coefficient computed in Step 1. The iteration procedure for 
solving Eq. (3-150) is the same as Step 2. Namely, the equation can be expressed in the form of a matrix, 

𝑆𝑆�
�𝛿𝛿𝑉𝑉��

��� = 𝐷𝐷�
� , (3-152)

where 𝛿𝛿𝑉𝑉��
��� are corrections to 𝑉𝑉��

���. The matrix coefficients, for the standard three-velocity-field model, 
are 

𝑠𝑠��,�
� = �̄�𝜌��,�

��� + Δ𝑡𝑡(𝑡𝑡��,�
� + 𝑡𝑡��,�

� + 𝑡𝑡��,�
� ) − (𝛼𝛼��,���,�

��� )�𝛽𝛽��,�
��� , (3-153a)

𝑠𝑠��,�
� = 𝑠𝑠��,�

� = −Δ𝑡𝑡𝑡𝑡��,�
� − 𝛼𝛼��,���,�

��� 𝛼𝛼��,���,�
��� 𝛽𝛽��,�

��� , (3-153b)
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𝑣𝑣��′ = 𝛼𝛼�
𝛼𝛼� + 𝛼𝛼�′

𝑣𝑣�′ + 𝛼𝛼�′
𝛼𝛼� + 𝛼𝛼�′

𝑣𝑣� , and (3-158)

𝑣𝑣�� = 𝛼𝛼�
𝛼𝛼� + 𝛼𝛼�

𝑣𝑣� . (3-158)

The resultant expressions for 𝛩𝛩� and 𝛩𝛩� are 

𝛩𝛩�,� = Δ𝑡𝑡
�̄�𝜌�,�

��� ���𝑎𝑎��′,� + 𝑏𝑏��′,��𝑉𝑉�′,�
��� − 𝑉𝑉�,�

�����
�′

𝛼𝛼��,�
���

𝛼𝛼��,�
��� + 𝛼𝛼��′,�

��� �𝑉𝑉�′,�
��� − 𝑉𝑉�,�

�����

+ �𝑎𝑎��,� + 𝑏𝑏��,��𝑉𝑉�,�
����� 𝛼𝛼��,�

���

𝛼𝛼��,�
��� + 𝛼𝛼��,�

��� �𝑉𝑉�,�
�����

+ 𝛽𝛽��,�
��� �𝑉𝑉�,�

��� − 𝑉𝑉�,�
�

Δ𝑡𝑡
− 𝛼𝛼���,������ 𝑉𝑉��,�

��� − 𝑉𝑉��,�
�

Δ𝑡𝑡 −𝛼𝛼���,������ 𝑉𝑉��,�
��� − 𝑉𝑉��,�

�

Δ𝑡𝑡 � �𝑉𝑉�,�
��� − 𝛼𝛼���,������ 𝑉𝑉��,�

���

− 𝛼𝛼���,������ 𝑉𝑉��,�
����� , and 

(3-160)

𝛩𝛩�,� = Δ𝑡𝑡
�̄�𝜌�,�

��� ��𝑎𝑎��,� + 𝑏𝑏��,��𝑉𝑉�,�
�����

�

𝛼𝛼�,�
𝛼𝛼��,�

��� + 𝛼𝛼�,�
�𝑉𝑉�,�

����� . (3-161)

Equation (3-161) is further sub-divided into the three (or five) structure surfaces. 

𝑎𝑎�� = � 𝑎𝑎��
�

 , (3-162)

where subscript j denotes the cladding, left and right (or plus front and back) can wall, with the surface 
areas are given by input. By defining the total volume fractions and densities as 

𝛼𝛼�� = � 𝛼𝛼��
�

 , and (3-163)

�̄�𝜌�� = � �̄�𝜌��
�

 . (3-164)

the interfacial heating is then recalculated by 

𝛩𝛩��,� = Δ𝑡𝑡
�̄�𝜌��,�

𝑎𝑎�,�
𝑎𝑎��,�

��𝑎𝑎��,� + 𝑏𝑏��,��𝑉𝑉�,�
�����

�

𝛼𝛼��,�
𝛼𝛼��,�

��� + 𝛼𝛼��,�
�𝑉𝑉�,�

����� , (3-165)

where 𝛼𝛼��,� is averaged over two cells of 𝛼𝛼��. In the calculation of 𝛩𝛩�,� in Eq. (3-165), 𝛼𝛼��,� is used instead 
of 𝛼𝛼�,� . After determining the 𝛩𝛩�,� and 𝛩𝛩�,�, the cell-centered values are calculated from 
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𝛩𝛩�,��� = �𝛩𝛩�,���/�,�,� + 𝛩𝛩�,���/�,�,� + 𝛩𝛩�,�,���/�,� + 𝛩𝛩�,�,���/�,� + 𝛩𝛩�,�,�,���/�
+ 𝛩𝛩�,�,�,���/��/2 , and (3-166a)

𝛩𝛩�,��� = �𝛩𝛩�,���/�,�,� + 𝛩𝛩�,���/�,�,� + 𝛩𝛩�,�,���/�,� + 𝛩𝛩�,�,���/�,� + 𝛩𝛩�,�,�,���/�
+ 𝛩𝛩�,�,�,���/��/2 . (3-166b)

The internal energies can then be updated by, for the standard three-field model, 

𝑒𝑒�,���
��� = �̃�𝑒�,���

��� + 𝛩𝛩�,��� , (3-167a)

𝑒𝑒��,���
��� = �̃�𝑒��,���

��� + 𝛩𝛩��,��� , (3-167b)

𝑒𝑒��,���
��� = �̃�𝑒��,���

��� + 𝛩𝛩��,��� , (3-167c)

𝑒𝑒��,���
��� = �̃�𝑒��,���

��� + 𝛩𝛩��,��� , (3-167d)

𝑒𝑒��,���
��� = �̃�𝑒��,���

��� + 𝛩𝛩��,��� , (3-167e)

𝑒𝑒��,���
��� = �̃�𝑒��,���

��� + 𝛩𝛩��,��� , (3-167f)

𝑒𝑒��,���
��� = �̃�𝑒��,���

��� + 𝛩𝛩��,��� , (3-167g)

𝑒𝑒��,���
��� = �̃�𝑒��,���

��� + 𝛩𝛩��,��� , and (3-167h)

𝑒𝑒�,���
��� = �̃�𝑒�,���

��� + 𝛩𝛩�,��� . (3-167i)

3.4.8. Final operation 

The final operation in Step 4 is to invert the EOS. The liquid temperatures are obtained 
straightforwardly from the internal energies and the cell pressure. The vapor temperature is obtained with 
an iteration using 

𝑇𝑇���� = 𝑇𝑇�� − 𝑒𝑒�(𝑇𝑇��) − 𝑒𝑒����

𝜕𝜕𝑒𝑒�/𝜕𝜕𝑇𝑇�
 , (3-168)

where 

𝑒𝑒�(𝑇𝑇��) = � �̄�����

�
𝑒𝑒��(𝑇𝑇�)/ � �̄�����

�
, (3-169)

and 

𝜕𝜕𝑒𝑒�
𝜕𝜕𝑇𝑇�

= � �̄�����

�

𝜕𝜕𝑒𝑒��
𝜕𝜕𝑇𝑇�

/ � �̄�����

�
 . (3-170)

From the vapor EOS, the vapor internal energies and microscopic densities are 

 

𝑣𝑣��′ = 𝛼𝛼�
𝛼𝛼� + 𝛼𝛼�′

𝑣𝑣�′ + 𝛼𝛼�′
𝛼𝛼� + 𝛼𝛼�′

𝑣𝑣� , and (3-158)

𝑣𝑣�� = 𝛼𝛼�
𝛼𝛼� + 𝛼𝛼�

𝑣𝑣� . (3-158)

The resultant expressions for 𝛩𝛩� and 𝛩𝛩� are 

𝛩𝛩�,� = Δ𝑡𝑡
�̄�𝜌�,�

��� ���𝑎𝑎��′,� + 𝑏𝑏��′,��𝑉𝑉�′,�
��� − 𝑉𝑉�,�

�����
�′

𝛼𝛼��,�
���

𝛼𝛼��,�
��� + 𝛼𝛼��′,�

��� �𝑉𝑉�′,�
��� − 𝑉𝑉�,�

�����

+ �𝑎𝑎��,� + 𝑏𝑏��,��𝑉𝑉�,�
����� 𝛼𝛼��,�

���

𝛼𝛼��,�
��� + 𝛼𝛼��,�

��� �𝑉𝑉�,�
�����

+ 𝛽𝛽��,�
��� �𝑉𝑉�,�

��� − 𝑉𝑉�,�
�

Δ𝑡𝑡
− 𝛼𝛼���,������ 𝑉𝑉��,�

��� − 𝑉𝑉��,�
�

Δ𝑡𝑡 −𝛼𝛼���,������ 𝑉𝑉��,�
��� − 𝑉𝑉��,�

�

Δ𝑡𝑡 � �𝑉𝑉�,�
��� − 𝛼𝛼���,������ 𝑉𝑉��,�

���

− 𝛼𝛼���,������ 𝑉𝑉��,�
����� , and 

(3-160)

𝛩𝛩�,� = Δ𝑡𝑡
�̄�𝜌�,�

��� ��𝑎𝑎��,� + 𝑏𝑏��,��𝑉𝑉�,�
�����

�

𝛼𝛼�,�
𝛼𝛼��,�

��� + 𝛼𝛼�,�
�𝑉𝑉�,�

����� . (3-161)

Equation (3-161) is further sub-divided into the three (or five) structure surfaces. 

𝑎𝑎�� = � 𝑎𝑎��
�

 , (3-162)

where subscript j denotes the cladding, left and right (or plus front and back) can wall, with the surface 
areas are given by input. By defining the total volume fractions and densities as 

𝛼𝛼�� = � 𝛼𝛼��
�

 , and (3-163)

�̄�𝜌�� = � �̄�𝜌��
�

 . (3-164)

the interfacial heating is then recalculated by 

𝛩𝛩��,� = Δ𝑡𝑡
�̄�𝜌��,�

𝑎𝑎�,�
𝑎𝑎��,�

��𝑎𝑎��,� + 𝑏𝑏��,��𝑉𝑉�,�
�����

�

𝛼𝛼��,�
𝛼𝛼��,�

��� + 𝛼𝛼��,�
�𝑉𝑉�,�

����� , (3-165)

where 𝛼𝛼��,� is averaged over two cells of 𝛼𝛼��. In the calculation of 𝛩𝛩�,� in Eq. (3-165), 𝛼𝛼��,� is used instead 
of 𝛼𝛼�,� . After determining the 𝛩𝛩�,� and 𝛩𝛩�,�, the cell-centered values are calculated from 
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𝑒𝑒�� = 𝑒𝑒��� +
0.8𝑎𝑎��,� � 𝑇𝑇�𝑇𝑇���,�

�
�.�

𝑎𝑎��,�
�� �1 + 𝑎𝑎��,�𝜌𝜌���

𝜌𝜌��
� , and (3-171)

𝜌𝜌�� = �̄�𝜌������

𝑚𝑚𝑎𝑎𝑚𝑚[𝛼𝛼�(1 − 𝛼𝛼�),  1 − 𝛼𝛼� − (1 − 𝛼𝛼�)𝛼𝛼�] , (3-172)

where 

𝛼𝛼� = � �̄�𝜌������/𝜌𝜌��
�

 , and (3-173)

𝜌𝜌�� = 𝜌𝜌��(𝑝𝑝����, 𝑒𝑒��) . (3-174)

Thus, the derivatives of the vapor internal energy with respect to vapor temperature is expressed by 

𝜕𝜕𝑒𝑒��
𝜕𝜕𝑇𝑇�

= 𝜕𝜕𝑒𝑒���

𝜕𝜕𝑇𝑇�
+ � 𝑎𝑎��,�

𝑎𝑎��,�𝑇𝑇���.��.� � �0.16
𝑇𝑇��.� �� �1 + 𝑎𝑎��,�𝜌𝜌���

1 + 𝑎𝑎��,�𝜌𝜌��
�

+ 0.8𝑇𝑇��.� � 𝑎𝑎��,�
1 + 𝑎𝑎��,�𝜌𝜌���

𝜕𝜕𝜌𝜌���

𝜕𝜕𝑇𝑇�
�� , 

(3-175a)

with 

𝜕𝜕𝑒𝑒���

𝜕𝜕𝑇𝑇�
 and 𝜕𝜕𝜌𝜌���

𝜕𝜕𝑇𝑇�
 , (3-175b)

coming from the EOS relationships. 

3.5. Momentum Diffusion Model (Viscous Drag Term) 

3.5.1. Background 

In the early versions of SIMMER-III, the viscous drag term due to molecular diffusion 
perpendicular to flow velocities was not included in the momentum equations. This is because the effect of 
inter-cell momentum diffusion is not necessarily important in reactor-scale applications where relatively 
large mesh cell sizes are used and the transient fluid motion during accident progression is driven mainly 
by pressure-driven acceleration and the gravity. On the contrary, in analyses of small-scale experiments 
with fine mesh simulation, the inter-cell momentum coupling has non-negligible effects.  

In some of the test problems studied in the phase 1 assessment of SIMMER-III10), in which 
fundamental small-scale single- and two-phase flow experiments were analyzed, the neglect of momentum 
diffusion perpendicular to the velocities in the momentum equation has been criticized by some of the 
authors. Later during the phase 2 assessment program11), a preliminary model of the momentum diffusion 
was developed and applied to some of the test problems, showing obvious improvement especially in 
simulating laminar or low velocity flow experiments. Then this model has been extended to three 
dimensions in SIMMER-IV. The momentum diffusion model with the viscous drag term in SIMMER-
III/SIMMER-IV, available as an input option, is described in this section. In the multi-component, multi-
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velocity fluid dynamics system, involving different flow regimes, implementation of the model requires a 
rather complex procedure to judge whether the momentum diffusion is to be treated. 

Since the early days of SIMMER-III code development and assessment, turbulence modeling has 
been desired for treating multiphase turbulent flow problems and addressing small-node to large-node 
scaling questions. However, derivation of the appropriate turbulence closure relationships still requires a 
research program. Although some preliminary efforts have been conducted for SIMMER-III, no model has 
yet been developed to a level sufficient for inclusion as a standard model of SIMMER-III/SIMMER-IV. 

3.5.2. Formulation of viscous drag term 

The momentum equation for the velocity field q solved in the convection part of the fluid-dynamics 
algorithm, shown in Eq. (3-7), is revised to include the viscous drag term as: 

𝜕𝜕�̄�𝜕�𝒗𝒗�
𝜕𝜕𝜕𝜕 � � ∇ ⋅ ��̄�𝜕�𝒗𝒗�𝒗𝒗�� � 𝛼𝛼�∇� � �̄�𝜕�� � ���𝒗𝒗� � � ����

��
�𝒗𝒗�� � 𝒗𝒗�� � ∇ ⋅ �𝛼𝛼�𝝉𝝉���

���
� ��� � � , 

(3-176)

where ∇ ⋅ �𝛼𝛼�𝝉𝝉��� is the viscous drag term and 𝝉𝝉�� denotes the viscous stress tensor. Since the viscous drag 
term transfers momentum along a velocity gradient due to viscous shear force, this term is also called the 
momentum diffusion term. The elements of 𝝉𝝉�� are generally defined as: 

τ�� � 𝜇𝜇 � 𝜕𝜕𝜕𝜕�
𝜕𝜕𝜕𝜕�

� 𝜕𝜕𝜕𝜕�
𝜕𝜕𝜕𝜕�

� 2
3

𝜕𝜕𝜕𝜕�
𝜕𝜕𝜕𝜕�

𝛿𝛿��� , (3-177)

where 𝜇𝜇 is the viscosity, and 𝛿𝛿�� is the Kronecker delta operator, with 𝛿𝛿�� � 1 only if � � �. 

The viscous drag terms in three directions of Cartesian and cylindrical coordinate systems are: 

𝐷𝐷�,� � 𝜕𝜕
𝜕𝜕𝜕𝜕�

�𝛼𝛼�τ���

� 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝛼𝛼�𝑟𝑟�τ��� � 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 �𝛼𝛼�τ��� � 𝜁𝜁
𝑟𝑟� �𝛼𝛼�τ��� � 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝛼𝛼�τ��� , (3-178a)

𝐷𝐷�,� � 𝜕𝜕
𝜕𝜕𝜕𝜕�

�𝛼𝛼�τ��� � 𝜕𝜕
𝜕𝜕𝜕𝜕 �𝛼𝛼�τ��� � 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 �𝛼𝛼�τ��� � 2𝜁𝜁
𝑟𝑟� �𝛼𝛼�τ��� � 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝛼𝛼�τ��� , and (3-178b)

𝐷𝐷�,� � 𝜕𝜕
𝜕𝜕𝜕𝜕�

�𝛼𝛼�τ��� � 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝛼𝛼�𝑟𝑟�τ��� � 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 �𝛼𝛼�τ��� � 𝜕𝜕
𝜕𝜕𝜕𝜕 �𝛼𝛼�τ��� , (3-178c)

where 𝜁𝜁 � �  for the Cartesian geometry, and 𝜁𝜁 � 1  for the cylindrical geometry. In the cylindrical 
geometry, coordinates (x, y, z) are read as (r, 𝜃𝜃, z). The drag stress tensor is expanded and the above 
equations are re-written as: 

 

𝑒𝑒�� = 𝑒𝑒��� +
0.8𝑎𝑎��,� � 𝑇𝑇�𝑇𝑇���,�

�
�.�

𝑎𝑎��,�
�� �1 + 𝑎𝑎��,�𝜌𝜌���

𝜌𝜌��
� , and (3-171)

𝜌𝜌�� = �̄�𝜌������

𝑚𝑚𝑎𝑎𝑚𝑚[𝛼𝛼�(1 − 𝛼𝛼�),  1 − 𝛼𝛼� − (1 − 𝛼𝛼�)𝛼𝛼�] , (3-172)

where 

𝛼𝛼� = � �̄�𝜌������/𝜌𝜌��
�

 , and (3-173)

𝜌𝜌�� = 𝜌𝜌��(𝑝𝑝����, 𝑒𝑒��) . (3-174)

Thus, the derivatives of the vapor internal energy with respect to vapor temperature is expressed by 

𝜕𝜕𝑒𝑒��
𝜕𝜕𝑇𝑇�

= 𝜕𝜕𝑒𝑒���

𝜕𝜕𝑇𝑇�
+ � 𝑎𝑎��,�

𝑎𝑎��,�𝑇𝑇���.��.� � �0.16
𝑇𝑇��.� �� �1 + 𝑎𝑎��,�𝜌𝜌���

1 + 𝑎𝑎��,�𝜌𝜌��
�

+ 0.8𝑇𝑇��.� � 𝑎𝑎��,�
1 + 𝑎𝑎��,�𝜌𝜌���

𝜕𝜕𝜌𝜌���

𝜕𝜕𝑇𝑇�
�� , 

(3-175a)

with 

𝜕𝜕𝑒𝑒���

𝜕𝜕𝑇𝑇�
 and 𝜕𝜕𝜌𝜌���

𝜕𝜕𝑇𝑇�
 , (3-175b)

coming from the EOS relationships. 

3.5. Momentum Diffusion Model (Viscous Drag Term) 

3.5.1. Background 

In the early versions of SIMMER-III, the viscous drag term due to molecular diffusion 
perpendicular to flow velocities was not included in the momentum equations. This is because the effect of 
inter-cell momentum diffusion is not necessarily important in reactor-scale applications where relatively 
large mesh cell sizes are used and the transient fluid motion during accident progression is driven mainly 
by pressure-driven acceleration and the gravity. On the contrary, in analyses of small-scale experiments 
with fine mesh simulation, the inter-cell momentum coupling has non-negligible effects.  

In some of the test problems studied in the phase 1 assessment of SIMMER-III10), in which 
fundamental small-scale single- and two-phase flow experiments were analyzed, the neglect of momentum 
diffusion perpendicular to the velocities in the momentum equation has been criticized by some of the 
authors. Later during the phase 2 assessment program11), a preliminary model of the momentum diffusion 
was developed and applied to some of the test problems, showing obvious improvement especially in 
simulating laminar or low velocity flow experiments. Then this model has been extended to three 
dimensions in SIMMER-IV. The momentum diffusion model with the viscous drag term in SIMMER-
III/SIMMER-IV, available as an input option, is described in this section. In the multi-component, multi-
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𝐷𝐷�,� = 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝑟𝑟�𝜇𝜇� �2 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 − 2
3 �∇ ⋅ 𝒗𝒗���� + 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝑟𝑟� 𝜕𝜕
𝜕𝜕𝜕𝜕 �𝑤𝑤

𝑟𝑟�� + 1
𝑟𝑟�

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕��

− 𝜁𝜁𝜁𝜁�𝜇𝜇�
𝑟𝑟� �2 � 1

𝑟𝑟�
𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 + 𝜕𝜕

𝑟𝑟�� − 2
3 �∇ ⋅ 𝒗𝒗��� + 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕�� , 
(3-179a)

𝐷𝐷�,� = 𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝑟𝑟� 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝑤𝑤
𝑟𝑟�� + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕��

+ 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �2 � 1

𝑟𝑟�
𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 + 𝜁𝜁𝜕𝜕

𝑟𝑟� � − 2
3 �∇ ⋅ 𝒗𝒗����

+ 2𝜁𝜁𝜁𝜁�𝜇𝜇�
𝑟𝑟� �𝑟𝑟� 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝑤𝑤
𝑟𝑟�� + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕� + 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�� , ��� 

(3-179b)

𝐷𝐷�,� = 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝑟𝑟�𝜇𝜇� �𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�� + 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕��

+ 𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �2 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 − 2
3 �∇ ⋅ 𝒗𝒗���� , (3-179c)

where 

�∇ ⋅ 𝒗𝒗�� = 1
𝑟𝑟�

𝜕𝜕�𝑟𝑟�𝜕𝜕��
𝜕𝜕𝜕𝜕 + 1

𝑟𝑟�
𝜕𝜕𝑤𝑤�
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕�

𝜕𝜕𝜕𝜕 , (3-180)

and 𝜇𝜇� is the mixture viscosity of velocity field q and is defined by a volume average of the viscosities of 
fluid components constituting the velocity field. In two-dimensional SIMMER-III, the equation in the y 
direction 𝐷𝐷�,� and the terms with the coordinate y and velocity w are simply omitted. 

It is noted that the above formulation would better fit in the momentum equation if the macroscopic 
density could be used instead of the volume fraction using the relation �̄�𝜌� = 𝜁𝜁�𝜐𝜐�, where 𝜐𝜐� is the specific 
volume. Then the viscosity 𝜇𝜇�  is simply replaced by the kinematic viscosity 𝜈𝜈� , for 𝜇𝜇�𝜁𝜁� = 𝜈𝜈��̄�𝜌� . The 
SIMMER-II formulation of the viscous drag term employed the kinematic viscosity and the input constant 
value is used for each of the liquid materials. However, for SIMMER-III and SIMMER-IV, it is preferred 
to use temperature-dependent viscosities, to be consistent with the analytic thermophysical property 
model.13) Thus, the above formulation using the volume fractions is employed. 

The discretization of the Eq. (3-179) requires lengthy manipulation of the equations and hence only 
an example in the x direction is shown below. The four terms of the right side of Eq. (3-179a) are 
respectively discretized as: 
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1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝛼𝛼�𝑟𝑟�𝜇𝜇� �2 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 − 2
3 �� � �����

= 1
𝑟𝑟������

1
(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄ �𝛼𝛼�,���,�,�𝑟𝑟����𝜇𝜇�,���,�,� �2 𝜕𝜕�,�����,�,� − 𝜕𝜕�,�����,�,�

∆𝜕𝜕���

− 2
3 � 1

𝑟𝑟����
𝑟𝑟������𝜕𝜕�,�����,�,� − 𝑟𝑟������𝜕𝜕�,�����,�,�

∆𝜕𝜕���

+ 1
𝑟𝑟����

𝑤𝑤�,���,�����,� − 𝑤𝑤�,���,�����,�
∆𝑦𝑦�

+ 𝑣𝑣�,���,�,����� − 𝑣𝑣�,���,�,�����
∆𝑧𝑧�

��

− 𝛼𝛼�,�,�,�𝑟𝑟����𝜇𝜇�,�,�,� �2 𝜕𝜕�,�����,�,� − 𝜕𝜕�,�����,�,�
∆𝜕𝜕�

− 2
3 � 1

𝑟𝑟��
𝑟𝑟������𝜕𝜕�,�����,�,� − 𝑟𝑟������𝜕𝜕�,�����,�,�

∆𝜕𝜕�
+ 1

𝑟𝑟��
𝑤𝑤�,�,�����,� − 𝑤𝑤�,�,�����,�

∆𝑦𝑦�

+ 𝑣𝑣�,�,�,����� − 𝑣𝑣�,�,�,�����
∆𝑧𝑧�

��� , 

(3-181a)

1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝑦𝑦 �𝛼𝛼�𝜇𝜇� �𝑟𝑟� 𝜕𝜕

𝜕𝜕𝜕𝜕 � 𝑤𝑤
𝑟𝑟�� + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦��

= 1
𝑟𝑟������

1
∆𝑦𝑦�

�𝛼𝛼�,�����,�����,�𝜇𝜇�,�����,�����,� � 𝑟𝑟������

(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄ �𝑤𝑤�,���,�����,�
𝑟𝑟����

− 𝑤𝑤�,�,�����,�
𝑟𝑟�� � + 1

𝑟𝑟������
𝜕𝜕�,�����,���,� − 𝜕𝜕�,�����,�,�

(∆𝑦𝑦� + ∆𝑦𝑦���) 2⁄ �

− 𝛼𝛼�,�����,�����,�𝜇𝜇�,�����,�����,� � 𝑟𝑟������

(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄ �𝑤𝑤�,���,�����,�
𝑟𝑟���� − 𝑤𝑤�,�,�����,�

𝑟𝑟�� �

+ 1
𝑟𝑟������

𝜕𝜕�,�����,�,� − 𝜕𝜕�,�����,�,�
(∆𝑦𝑦� + ∆𝑦𝑦���) 2⁄ �� , 

(3-181b)

𝜁𝜁𝛼𝛼�𝜇𝜇�
𝑟𝑟� �2 � 1

𝑟𝑟�
𝜕𝜕𝑤𝑤
𝜕𝜕𝑦𝑦 + 𝜕𝜕

𝑟𝑟�� − 2
3 �� � ����

= 𝜁𝜁
𝑟𝑟������ 𝛼𝛼�,�����,�,�𝜇𝜇�,�����,�,� �2 � 1

𝑟𝑟������
1

∆𝑦𝑦�
�𝑤𝑤�,���,�����,� − 𝑤𝑤�,�,�����,�

2
− 𝑤𝑤�,���,�����,� − 𝑤𝑤�,�����,�����,�

2 � + 𝜕𝜕�,�����,�,�
𝑟𝑟������ �

− 2
3 � 1

𝑟𝑟������
𝑟𝑟������𝜕𝜕�,�����,�,� − 𝑟𝑟������𝜕𝜕�,�����,�,�

∆𝜕𝜕� + ∆𝜕𝜕���

+ 1
𝑟𝑟������

1
∆𝑦𝑦�

�𝑤𝑤�,���,�����,� + 𝑤𝑤�,�,�����,�
2 − 𝑤𝑤�,���,�����,� + 𝑤𝑤�,���,�����,�

2 �

+ 1
∆𝑧𝑧�

�𝑣𝑣�,���,�,����� + 𝑣𝑣�,�,�,�����
2 − 𝑣𝑣�,���,�,����� + 𝑣𝑣�,���,�,�����

2 ��� , and 

(3-181c)

 

𝐷𝐷�,� = 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝑟𝑟�𝜇𝜇� �2 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 − 2
3 �∇ ⋅ 𝒗𝒗���� + 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝑟𝑟� 𝜕𝜕
𝜕𝜕𝜕𝜕 �𝑤𝑤

𝑟𝑟�� + 1
𝑟𝑟�

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕��

− 𝜁𝜁𝜁𝜁�𝜇𝜇�
𝑟𝑟� �2 � 1

𝑟𝑟�
𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 + 𝜕𝜕

𝑟𝑟�� − 2
3 �∇ ⋅ 𝒗𝒗��� + 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕�� , 
(3-179a)

𝐷𝐷�,� = 𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝑟𝑟� 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝑤𝑤
𝑟𝑟�� + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕��

+ 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �2 � 1

𝑟𝑟�
𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 + 𝜁𝜁𝜕𝜕

𝑟𝑟� � − 2
3 �∇ ⋅ 𝒗𝒗����

+ 2𝜁𝜁𝜁𝜁�𝜇𝜇�
𝑟𝑟� �𝑟𝑟� 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝑤𝑤
𝑟𝑟�� + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕� + 𝜕𝜕

𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�� , ��� 

(3-179b)

𝐷𝐷�,� = 1
𝑟𝑟�

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝑟𝑟�𝜇𝜇� �𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�� + 1

𝑟𝑟�
𝜕𝜕

𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕 + 1

𝑟𝑟�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕��

+ 𝜕𝜕
𝜕𝜕𝜕𝜕 �𝜁𝜁�𝜇𝜇� �2 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 − 2
3 �∇ ⋅ 𝒗𝒗���� , (3-179c)

where 

�∇ ⋅ 𝒗𝒗�� = 1
𝑟𝑟�

𝜕𝜕�𝑟𝑟�𝜕𝜕��
𝜕𝜕𝜕𝜕 + 1

𝑟𝑟�
𝜕𝜕𝑤𝑤�
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕�

𝜕𝜕𝜕𝜕 , (3-180)

and 𝜇𝜇� is the mixture viscosity of velocity field q and is defined by a volume average of the viscosities of 
fluid components constituting the velocity field. In two-dimensional SIMMER-III, the equation in the y 
direction 𝐷𝐷�,� and the terms with the coordinate y and velocity w are simply omitted. 

It is noted that the above formulation would better fit in the momentum equation if the macroscopic 
density could be used instead of the volume fraction using the relation �̄�𝜌� = 𝜁𝜁�𝜐𝜐�, where 𝜐𝜐� is the specific 
volume. Then the viscosity 𝜇𝜇�  is simply replaced by the kinematic viscosity 𝜈𝜈� , for 𝜇𝜇�𝜁𝜁� = 𝜈𝜈��̄�𝜌� . The 
SIMMER-II formulation of the viscous drag term employed the kinematic viscosity and the input constant 
value is used for each of the liquid materials. However, for SIMMER-III and SIMMER-IV, it is preferred 
to use temperature-dependent viscosities, to be consistent with the analytic thermophysical property 
model.13) Thus, the above formulation using the volume fractions is employed. 

The discretization of the Eq. (3-179) requires lengthy manipulation of the equations and hence only 
an example in the x direction is shown below. The four terms of the right side of Eq. (3-179a) are 
respectively discretized as: 
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𝜕𝜕
𝜕𝜕𝜕𝜕 �𝛼𝛼�𝜇𝜇� �𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕��

= 1
∆𝜕𝜕�

�𝛼𝛼���������������𝜇𝜇��������������� �𝜕𝜕������������� − 𝜕𝜕�����������
(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄

+ 𝜕𝜕������������� − 𝜕𝜕�����������
(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄ �

− 𝛼𝛼���������������𝜇𝜇��������������� �𝜕𝜕������������� − 𝜕𝜕�����������
(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄

+ 𝜕𝜕����������� − 𝜕𝜕�������������
�∆𝜕𝜕� + ∆𝜕𝜕���� 2⁄ �� . 

(3-181d)

Equations (3-179b) and (3-179c) are discretized similarly in the y and z directions, respectively. 

3.5.3. Implementation in SIMMER-III/SIMMER-IV 

The momentum diffusion occurs only in a continuous real liquid or gas phase where viscous shear 
force acts perpendicular to the velocities. There is no momentum diffusion occurring between dispersed 
components or between dispersed component and continuous phase. This means, in a multi-component, 
multi-velocity fluid dynamics system, involving different flow regimes, implementation of the model 
requires a rather complex procedure to judge whether the momentum diffusion is to be treated between 
pairs of mesh cells potentially having different flow conditions. Determination of a liquid component 
constituting the continuous phase, the volume fractions of real liquids and vapor mixture are calculated first. 
Since the momentum cells in certain directions are shifted by half a mesh size, the volume fractions are 
calculated by averaging the values of the real cells. In a similar procedure to the flow topology and 
interfacial area model, based mainly on the calculated component volume fractions, the continuous phase 
component and volume fraction are determined. Then at each mesh cell boundary, a flag to calculate 
momentum diffusion is set. 

The momentum equation is solved twice in SIMMER-III/SIMMER-IV. In Step 2, the end-of-time-
step velocities are iteratively estimated, using the beginning-of-time-step pressure, to initiate the pressure 
iteration in Step 3. The viscous drag term is added to the momentum equation in Step 2 before the velocity 
iteration operation. After the converged end-of-time-step pressure is computed in Step 3, the momentum 
equation is solved again in Step 4 to obtain the end-of-time-step velocities. The viscous drag term is added 
before the velocity iteration. The viscous drag term is kept unchanged during these iterations. 

The SIMMER-III code with the momentum diffusion model was validated for a Poiseuille flow in a 
two-dimensional slab geometry. SIMMER-III completely reproduced the theoretical solution of the 
velocity profile. The same problem was recalculated by SIMMER-IV with a two-dimensional 
representation and the almost identical result was obtained. 

3.5.4. On turbulence modeling 

Since the early days of SIMMER-III code development and assessment, a model of turbulence 
diffusion has been desired for treating multiphase turbulent flow problems. However, an appropriate 
turbulence model applicable to multi-phase flows is not available and the inclusion of turbulence closure 
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relationships in SIMMER-III still requires a research program. Although some preliminary efforts have 
been conducted for SIMMER-III, as briefly explained below, no model has yet been developed to a level 
sufficiently generalized for implementation in SIMMER-III. 

Pigny and Coste of CEA-Grenoble developed a simple turbulence model, which is applicable to 
single- or two-phase flows, by replacing the momentum diffusion term with the turbulence diffusion term. 
The model was applied to some of the Phase-2 SIMMER assessment program, that is, the Burty and 
SEBULON experiments (Problems 1.5 and 1.4)11). The model is specific and of limited use, controlled by 
the input parameters that depend on computational geometries, and hence is not included as a standard 
option of SIMMER-III. Horie and Shirakawa of Toshiba, under contracts with JAEA, have developed a 
one-equation, turbulence diffusion model (k-equation model), based on an early idea provided by Bohl of 
Los Alamos. A preliminary formulation and discretization of the turbulence transport equation was 
attempted19) for possible future inclusion in SIMMER-III. However, these preliminary studies have not 
been conclusive and a generalized model suitable for implementation as a standard model for SIMMER 
have not been made available.  

3.6. Some Observations on Convection Algorithm 

3.6.1. General validity of fluid convection algorithm 

The SIMMER-III/SIMMER-IV fluid dynamics is based on technologies available in the 1990s, 
based on the experience in SIMMER-II and the outcome of the AFDM development program. The 
modeling choices made for inclusion in the AFDM convection algorithm were discussed in detail and 
documented in the AFDM Manual Vol. V8). Many of the deficiencies and shortcomings in SIMMER-II 
have been improved in AFDM. Although more advanced computational fluid dynamics technologies can 
be applied taking advantage of today’s parallel supercomputers, our original purpose of the SIMMER-
III/SIMMER-IV development is to provide a next-generation reactor safety analysis code that replaces the 
former SIMMER-II. 

The verification and validation program (code assessment) program has been conducted for 
SIMMER-III in two phases10),11). Although the fundamental issues, such as numerical instabilities generic 
to fluid dynamics codes and ill-posedness of a multiphase flow equation set, were not addressed in detail, it 
was generally confirmed, from many of the test problems analyzed, the fluid-dynamics convection 
algorithm is basically valid, accurate, numerically stable and robust.  

3.6.2. Source-term decoupling problem 

In the four-step algorithm of SIMMER-III, the mass and energy source terms are evaluated in Step 
1, separately from fluid convection. The reason for choosing this time-factorization technique is that fully 
coupling the complex intra-cell transfer processes with the fluid convection algorithm was judged to be 
impractical. Further, a modular code structure of the intra-cell transfer processes, independent of inter-cell 
convection, would facilitate any future model improvement or addition for local phenomena. A drawback 
of the time-factorization algorithm is that feedback from convection on intracell heat and mass transfer will 
not occur within one time step. As a result, it is known that this algorithm may introduce a time-step-size 
sensitivity issue. From the Phase 1 code assessment calculations10), we have identified one of the causes of 

 

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝛼𝛼�𝜇𝜇� �𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕��

= 1
∆𝜕𝜕�

�𝛼𝛼���������������𝜇𝜇��������������� �𝜕𝜕������������� − 𝜕𝜕�����������
(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄

+ 𝜕𝜕������������� − 𝜕𝜕�����������
(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄ �

− 𝛼𝛼���������������𝜇𝜇��������������� �𝜕𝜕������������� − 𝜕𝜕�����������
(∆𝜕𝜕� + ∆𝜕𝜕���) 2⁄

+ 𝜕𝜕����������� − 𝜕𝜕�������������
�∆𝜕𝜕� + ∆𝜕𝜕���� 2⁄ �� . 

(3-181d)

Equations (3-179b) and (3-179c) are discretized similarly in the y and z directions, respectively. 

3.5.3. Implementation in SIMMER-III/SIMMER-IV 

The momentum diffusion occurs only in a continuous real liquid or gas phase where viscous shear 
force acts perpendicular to the velocities. There is no momentum diffusion occurring between dispersed 
components or between dispersed component and continuous phase. This means, in a multi-component, 
multi-velocity fluid dynamics system, involving different flow regimes, implementation of the model 
requires a rather complex procedure to judge whether the momentum diffusion is to be treated between 
pairs of mesh cells potentially having different flow conditions. Determination of a liquid component 
constituting the continuous phase, the volume fractions of real liquids and vapor mixture are calculated first. 
Since the momentum cells in certain directions are shifted by half a mesh size, the volume fractions are 
calculated by averaging the values of the real cells. In a similar procedure to the flow topology and 
interfacial area model, based mainly on the calculated component volume fractions, the continuous phase 
component and volume fraction are determined. Then at each mesh cell boundary, a flag to calculate 
momentum diffusion is set. 

The momentum equation is solved twice in SIMMER-III/SIMMER-IV. In Step 2, the end-of-time-
step velocities are iteratively estimated, using the beginning-of-time-step pressure, to initiate the pressure 
iteration in Step 3. The viscous drag term is added to the momentum equation in Step 2 before the velocity 
iteration operation. After the converged end-of-time-step pressure is computed in Step 3, the momentum 
equation is solved again in Step 4 to obtain the end-of-time-step velocities. The viscous drag term is added 
before the velocity iteration. The viscous drag term is kept unchanged during these iterations. 

The SIMMER-III code with the momentum diffusion model was validated for a Poiseuille flow in a 
two-dimensional slab geometry. SIMMER-III completely reproduced the theoretical solution of the 
velocity profile. The same problem was recalculated by SIMMER-IV with a two-dimensional 
representation and the almost identical result was obtained. 

3.5.4. On turbulence modeling 

Since the early days of SIMMER-III code development and assessment, a model of turbulence 
diffusion has been desired for treating multiphase turbulent flow problems. However, an appropriate 
turbulence model applicable to multi-phase flows is not available and the inclusion of turbulence closure 
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this problem. When very rapid coolant boiling occurs and its rate competes fluid convection, the use of a 
large time-step size underestimates the rate of vaporization because the mesh cell state cannot be relaxed by 
convection until the next time step. It was concluded that with the time step sizes of 10-4 to 10-5 s, 
vaporization/condensation dominant cases are accurately traced. For simulations of fuel-coolant 
interactions, single phase pressurization, and other highly transient situations, even smaller time step sizes 
may be desired. 

For a slow transient or a near steady-state problem when vaporization/condensation mass transfer is 
not dominant, time step sizes can be relaxed and this might be desired. For this purpose, a couple of special 
remedies (Method-1 and Method-2) have been programmed in SIMMER-III. A basic idea is to update a 
part of intra-cell mass transfer source term within the convection algorithm based on the rate of mass 
transfer evaluated in Step 1. However, the determination of fractional update is problem dependent, and 
moreover this procedure may potentially introduce additional time-step size sensitivity. Therefore, even 
though some provision is made in the code, these special methods must be carefully used.  

3.6.3. Drawbacks in cylindrical geometry 

The 2D cylindrical representation of two-phase flows introduces the so-called “centerline-problem”, 
in which liquid tends to be collected along the centerline of the computational cylinder. It is speculated that 
this problem has been caused by the lack of centrifugal force in an r-z system. In a 3D rectangular 
simulation, however, there observed no such singular behavior along the centerline. A 3D cylindrical 
simulation is possible, but the models for a centrifugal force and a Coliolis force may have to be 
implemented in circumferential fluid convection.  

3.6.4. Mass and energy conservation 

The mush improved mass and energy conservation in SIMMER-III was achieved by: the small 
value limiter (10-20) to control numerical underflows and cutting-off of missing components; consistent 
mass and energy convection using the semi-implicit method; single-phase cell treatment consistent with 
two-phase cells; mass conservation more than satisfactory with pressure iteration residual <10-2; and so on. 
Energy conservation is less satisfactory, with an order of non-conservation for the system total energy is 10-4 
and this order of energy may well compete the kinetic energy. The source of this non-conservation comes 
not from the errors in kinetic energy evaluated by the velocities and masses of fluid convection, which are 
computed reasonably accurate. The main reason of the 10-4 system energy error is attributed to errors in 
internal energy, coming from the convergence precisions for vapor energy in pressure iteration and the 
temperature precision in vaporization/condensation iteration. The above 10-4 system energy error roughly 
corresponds to the errors in temperature of the order of 1.0 K and this level of temperature precision should 
be well acceptable for most of the code application problems. 
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Table 3-1. Update procedure in four-step algorithm. 

Step 1:  Calculate intra-cell transfers from the end of the previous time step. 
��̄�𝜌(�), 𝑣𝑣(�), 𝑒𝑒(�)� ← (�̄�𝜌�, 𝑣𝑣�, 𝑒𝑒�) 

Step 2:  Estimate end-of-time-step values ��̄�𝜌(�), 𝑣𝑣(�), 𝑒𝑒(�)� without intra-cell source terms. 

�̄�𝜌(�) − �̄�𝜌(�)

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌(�)𝑣𝑣(�)� = 0 

�̄�𝜌(�)𝑣𝑣(�) − �̄�𝜌(�)𝑣𝑣(�)

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌(�)𝑣𝑣(�)𝑣𝑣(�)� + 𝛻𝛻𝛻𝛻� = 0 

�̄�𝜌(�)𝑒𝑒(�) − �̄�𝜌(�)𝑒𝑒(�)

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌(�)𝑒𝑒(�)𝑣𝑣(�)� + 𝛻𝛻�𝛻𝛻 𝛻 𝑣𝑣(�) = 0 

Step 3:  Solve for ��̄�𝜌(�), 𝑣𝑣(�), 𝑒𝑒(�)� by pressure iteration. 

�̄�𝜌(�) − �̄�𝜌(�)

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌(�)𝑣𝑣(�)� = 0 

�̄�𝜌(�)�⃗�𝑣(�) − �̄�𝜌(�)�⃗�𝑣(�)

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌(�)𝑣𝑣(�)𝑣𝑣(�)� + 𝛻𝛻𝛻𝛻(�) = 0 

�̄�𝜌(�)𝑒𝑒(�) − �̄�𝜌(�)𝑒𝑒(�)

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌(�)𝑒𝑒(�)𝑣𝑣(�)� + 𝛻𝛻(�)𝛻𝛻 𝛻 𝑣𝑣(�) = 0 

Step 4:  Calculate end-of-time-step values (�̄�𝜌���, 𝑣𝑣���, 𝑒𝑒���). 

�̄�𝜌(�)𝑣𝑣(�) − �̄�𝜌(�)𝑣𝑣(�)

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌(�)𝑣𝑣(�)𝑣𝑣(�)� + 𝛻𝛻𝛻𝛻(�) = 0 

�̄�𝜌(�)𝑒𝑒(�) − �̄�𝜌(�)𝑒𝑒(�)

𝛥𝛥𝛥𝛥 + 𝛻𝛻 𝛻 ��̄�𝜌(�)𝑒𝑒(�)𝑣𝑣(�)� + 𝛻𝛻(�)𝛻𝛻 𝛻 𝑣𝑣(�) = 0 
(�̄�𝜌���, 𝑣𝑣���, 𝑒𝑒���) ← ��̄�𝜌(�), 𝑣𝑣(�), 𝑒𝑒(�)� 

 

 

Fig. 3-1. Staggered mesh used for fluid convection (2D SIMMER-III). 

 

this problem. When very rapid coolant boiling occurs and its rate competes fluid convection, the use of a 
large time-step size underestimates the rate of vaporization because the mesh cell state cannot be relaxed by 
convection until the next time step. It was concluded that with the time step sizes of 10-4 to 10-5 s, 
vaporization/condensation dominant cases are accurately traced. For simulations of fuel-coolant 
interactions, single phase pressurization, and other highly transient situations, even smaller time step sizes 
may be desired. 

For a slow transient or a near steady-state problem when vaporization/condensation mass transfer is 
not dominant, time step sizes can be relaxed and this might be desired. For this purpose, a couple of special 
remedies (Method-1 and Method-2) have been programmed in SIMMER-III. A basic idea is to update a 
part of intra-cell mass transfer source term within the convection algorithm based on the rate of mass 
transfer evaluated in Step 1. However, the determination of fractional update is problem dependent, and 
moreover this procedure may potentially introduce additional time-step size sensitivity. Therefore, even 
though some provision is made in the code, these special methods must be carefully used.  

3.6.3. Drawbacks in cylindrical geometry 

The 2D cylindrical representation of two-phase flows introduces the so-called “centerline-problem”, 
in which liquid tends to be collected along the centerline of the computational cylinder. It is speculated that 
this problem has been caused by the lack of centrifugal force in an r-z system. In a 3D rectangular 
simulation, however, there observed no such singular behavior along the centerline. A 3D cylindrical 
simulation is possible, but the models for a centrifugal force and a Coliolis force may have to be 
implemented in circumferential fluid convection.  

3.6.4. Mass and energy conservation 

The mush improved mass and energy conservation in SIMMER-III was achieved by: the small 
value limiter (10-20) to control numerical underflows and cutting-off of missing components; consistent 
mass and energy convection using the semi-implicit method; single-phase cell treatment consistent with 
two-phase cells; mass conservation more than satisfactory with pressure iteration residual <10-2; and so on. 
Energy conservation is less satisfactory, with an order of non-conservation for the system total energy is 10-4 
and this order of energy may well compete the kinetic energy. The source of this non-conservation comes 
not from the errors in kinetic energy evaluated by the velocities and masses of fluid convection, which are 
computed reasonably accurate. The main reason of the 10-4 system energy error is attributed to errors in 
internal energy, coming from the convergence precisions for vapor energy in pressure iteration and the 
temperature precision in vaporization/condensation iteration. The above 10-4 system energy error roughly 
corresponds to the errors in temperature of the order of 1.0 K and this level of temperature precision should 
be well acceptable for most of the code application problems. 

 
  

JAEA-Research 2024-008

- 71 -



 

4. Intra-Cell Transfer Models 

4.0. Overview 

4.0.1. Background of models and methods 

In the former SIMMER-II1), heat and mass exchange rates were determined at the beginning of time 
step, and the end-of-time-step updates due to convection were calculated assuming these exchange rates 
stay constant during the time step. This procedure sometimes produced serious stability problems as well as 
accuracy. A time-factorization, four-step solution algorithm was first developed for the AFDM code3). The 
complexity associated with modeling the various inter-related phenomena of heat and mass transfer is the 
main reason of selecting this approach. The successful performance of the algorithm in AFDM has made 
the decision in SIMMER-III/SIMMER-IV to implement the same algorithm with some improvements 
made based on the experience in the previous studies with SIMMER-II and AFDM. Even though the time-
factorization technique potentially introduces some drawbacks, especially the possibility of time-step-size 
sensitivity when intra-cell mass transfers compete fluid convection, it is judged the algorithm is practically 
useful in complex multi-phase flow codes like SIMMER-III/SIMMER-IV.  

A most complex portion of the SIMMER-III/SIMMER-IV fluid dynamics is the model for intra-cell 
heat and mass transfers, which describes the physical phenomena associated with multi-component, 
multiphase flows. Interactions between different components having different energies take place locally at 
places where two components come into contact. In SIMMER-III/SIMMER-IV, these local phenomena or 
interactions are treated as intra-cell transfer processes in fluid-dynamics Step 1, which is separated from the 
fluid inter-cell fluid convection treated in Steps 2-4. Step 1 solves the mass and energy equations without 
convection terms, and updates the end-of-time-step mesh cell variables resulted from intra-cell heat and 
mass transfer. Step 1 also include the models for inter-cell heat conduction, momentum exchange functions 
to be used in fluid-convection calculations and energy updates due to nuclear heating.  

The fluid-dynamics Step 1 consists of a series of operations to calculate: interfacial areas, 
momentum exchange functions, heat-transfer coefficients, structure configuration, heat and mass transfers, 
etc. The models for these operations are modularized in different routines, so that future model 
improvement or replacement can be easily implemented. Because of the complexity of Step 1 operations, 
the contents and overall calculative procedure are explained in Section 4.1, before describing individual 
models in the subsequent sections. 

4.0.2. Interaction with other models 

Intra-cell heat and mass calculations in Step 1 (see Fig. 4-1) solve the fundamental fluid-dynamic 
equations for mass and energy conservation without convection terms. End-of-time-step updates of 
macroscopic densities and specific internal energies due to intra-cell heat and mass transfer are decoupled 
from fluid convection. The updated densities and energies are used as initial end-of-time-step estimates for 
fluid convection calculations in Step 2. The component volume fractions, EOS properties, and the cell 
pressure are also updated. The momentum exchange functions, defined as drag coefficients between a fluid 

JAEA-Research 2024-008

- 72 -



 

component and other fluids or structure surfaces, are calculated based on the structure configuration and 
flow regimes and they are later used in Step 2. 

The fuel-pin heat-transfer calculations are performed outside the fluid dynamics and operated at 
larger time steps. This is valid so far as the fuel or control pin is intact. When the structure melting or 
breakup takes place, the fuel pin must be coupled directly with fluid dynamics. Therefore, the heat and 
mass transfers associated with fuel or control pin breakup are modeled in Step 1 as well. The can wall heat 
transfer, on the other hand, is calculated in Step 1, because of quick thermal response due to large thermal 
conductivity of steel. 

The internal energy updates due to nuclear heating are also performed in Step 1. The internal energy 
generation rate for each heat source component is either: given by the input power-versus-time and 
distribution tables when the neutronics option is not used; or directly supplied from the neutronics module.  

Finally, the models for Step 1 transfers require the information from the equations-of-state and 
thermophysical properties, and their derivatives as well. 

4.1. Models of Intra-Cell Transfers 

4.1.1. Mass and energy equations 

The mass and energy conservation equations solved in Step 1 are derived from the fundamental 
differential equations presented in Chapter 3 by neglecting the convection terms. The mass conservation 
equation is written in terms of macroscopic densities as: 

𝜕𝜕�̄�𝜕�
𝜕𝜕𝜕𝜕 = −Γ�  ,  (4-1)

which means the change in mass with time corresponds to the mass-transfer rate from the component m. 
The mass of density component m is represented by macroscopic density, since the equation is written for 
unit volume. Similarly, the energy equation is written in terms of specific internal energy of energy 
component M as: 

𝜕𝜕�̄�𝜕�𝑒𝑒�
𝜕𝜕𝜕𝜕 = 𝑄𝑄� + 𝑄𝑄�(Γ�) + 𝑄𝑄�(ℎ,  𝑎𝑎,  𝑎𝑎𝑎) , (4-2)

where the terms on the right-hand side denote the energy transfer rates due to nuclear heating, mass transfer 
and heat transfer, respectively. The terms for pressure-volume work and interfacial drag heating are 
eliminated here; however, they are treated in conjunction with fluid convection in Steps 2-4. 

The modes of heat and mass transfers currently modeled in SIMMER-III/SIMMER-IV are listed in 
Section 4.1.2. The many of the mass transfer processes occur at interfaces between energy components, 
and importantly these processes are mainly dominated by heat transfer. A heat transfer process is driven by 
the temperature difference of a pair of energy components and the rate is determined by a heat-transfer area 
and heat-transfer coefficient (HTC). Thus, the standard model is the heat-transfer limited model. For this 
reason, determination the heat-transfer areas and coefficients are key elements to evaluate Step 1 transfers 
and they are based on binary contact conditions among energy components. 
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useful in complex multi-phase flow codes like SIMMER-III/SIMMER-IV.  

A most complex portion of the SIMMER-III/SIMMER-IV fluid dynamics is the model for intra-cell 
heat and mass transfers, which describes the physical phenomena associated with multi-component, 
multiphase flows. Interactions between different components having different energies take place locally at 
places where two components come into contact. In SIMMER-III/SIMMER-IV, these local phenomena or 
interactions are treated as intra-cell transfer processes in fluid-dynamics Step 1, which is separated from the 
fluid inter-cell fluid convection treated in Steps 2-4. Step 1 solves the mass and energy equations without 
convection terms, and updates the end-of-time-step mesh cell variables resulted from intra-cell heat and 
mass transfer. Step 1 also include the models for inter-cell heat conduction, momentum exchange functions 
to be used in fluid-convection calculations and energy updates due to nuclear heating.  

The fluid-dynamics Step 1 consists of a series of operations to calculate: interfacial areas, 
momentum exchange functions, heat-transfer coefficients, structure configuration, heat and mass transfers, 
etc. The models for these operations are modularized in different routines, so that future model 
improvement or replacement can be easily implemented. Because of the complexity of Step 1 operations, 
the contents and overall calculative procedure are explained in Section 4.1, before describing individual 
models in the subsequent sections. 

4.0.2. Interaction with other models 

Intra-cell heat and mass calculations in Step 1 (see Fig. 4-1) solve the fundamental fluid-dynamic 
equations for mass and energy conservation without convection terms. End-of-time-step updates of 
macroscopic densities and specific internal energies due to intra-cell heat and mass transfer are decoupled 
from fluid convection. The updated densities and energies are used as initial end-of-time-step estimates for 
fluid convection calculations in Step 2. The component volume fractions, EOS properties, and the cell 
pressure are also updated. The momentum exchange functions, defined as drag coefficients between a fluid 
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In SIMMER-III, eight fluid energy components (liquid fuel, liquid steel, liquid sodium, solid fuel 
particles, solid steel particles, solid control particles, fuel chunks and vapor mixture) and three structure 
surfaces (fuel pin/control pin, left can wall and right can wall) are modeled. In three-dimensional 
SIMMER-IV, the number of fluid energy components stays the same (eight) but two structure surfaces are 
added (front and back can walls). The combination of contact modes of a fluid with other fluids or 
structures needs the total of 52 binary contact interfaces to be defined for SIMMER-III (68 interfaces for 
SIMMER-IV). The binary contact conditions are determined from topology of multi-phase flows, and 
hence calculations of interfacial areas (IFAs) are based on flow-regime consideration. Both the pool flow 
where the effect of structure walls is negligible and the channel flow which is restricted by structure walls 
are treated. The model to determine IFAs also takes accounts of the history of flows by treating their 
convection and time-dependent source terms. It is noted the IFA convection is calculated with fluid 
convection in Step 4. 

The momentum equation is also solved in Step 1 without convection terms 

𝜕𝜕�̄�𝜕�𝒗𝒗�
𝜕𝜕𝜕𝜕 = ��Γ���

��
�H�Γ����𝒗𝒗� + H�Γ����𝒗𝒗��� , (4-3)

where the right side of the equation denotes the momentum change due to the mass transfer from the 
velocity field q. The velocities are explicitly updated at the end of Step 1 reflecting intra-cell mass transfers. 

4.1.2. Modes of mass transfers 

The modes of mass transfers modeled in SIMMER-III are summarized in this section. The mass 
transfer rate on the right side of Eq. (4-1) includes various modes of mass transfers. The mass transfer rate 
from density component m is further subdivided into: 

Γ� = Γ��� + Γ��� + Γ��� + Γ���� + Γ��� + Γ��� , (4-4)

where 

Γ��� mass-transfer rate due to structure breakup and applies only to structure components, 

Γ��� mass-transfer rate due to equilibrium melting/freezing, 

Γ��� mass-transfer rate due to non-equilibrium melting/freezing and vaporization/condensation, 

Γ���� mass-transfer rate due to fission gas release from liquid and particle fuel or fission gas mass 
transfer associated with fuel mass transfer, 

Γ��� mass-transfer rate due to ejection of molten cavity materials from the fuel pin, and is 
applied when the detailed pin model is used (not currently available), and 

Γ��� mass-transfer rate due to plenum fission gas blowdown, and is applied when the detailed 
pin model is used (not currently available). 

JAEA-Research 2024-008

- 74 -



 

The model for melting/freezing (M/F) consists of equilibrium and non-equilibrium processes. The 
former process takes place when the bulk internal energy of an energy component satisfies the condition for 
phase transition. The latter process is evaluated from the heat balance and the thermal condition at a binary 
contact interface between two energy components, regardless of bulk energy conditions. For 
vaporization/condensation (V/C) processes, only the non-equilibrium mass transfer is modeled. Out of 
possible binary contact interfaces (52 for SIMMER-III and 68 for SIMMER-IV), only those important non-
equilibrium mass transfer paths are modeled based on consideration of importance with respect to reactor 
accident conditions. The resultant numbers of paths modeled are 22 M/F and 33 V/C paths for SIMMER-III 
(32 and 35 paths, respectively, for SIMMER-IV). 

The term in Eq. (4-2) includes all the modes of energy-transfer rates associated with mass transfer. 
Exception is the mass transfer relating to fission gas; the internal energy of fission gas in pin fuel and 
liquid-field fuel is not modeled because it is negligibly small, but the fission gas released to the vapor field 
should have internal energy. The term for energy-transfer rate due to heat transfer is concerned with all the 
binary contact areas between pairs of energy components. It is noted that the mass transfers relevant to the 
detailed pin model, ejection of molten pin fuel and plenum fission gas blowdown, have not been yet fully 
available and hence they are not documented in this report. 

4.1.3. Relationships among Step 1 operations 

The individual heat and mass transfer processes are separately calculated in series, because solving 
the mass and energy equations simultaneously by coupling all the heat and mass transfer modes is 
impractical. The macroscopic density and specific internal energy are updated every time when a heat and 
mass transfer process is calculated. Then the updated state is used in the next heat and mass transfer 
calculation. The result of later updates cannot be fed back to the former calculation in the same time step. 
Therefore, the order of Step 1 updates is very important and is designed carefully. For example, the 
structure breakup transfer is calculated at the beginning of Step 1, because it changes the structure 
configuration and volume fraction that affect the subsequent transfer processes. In general, however, the 
current approach of sequential updates in Step 1 is well justified because individual mass transfer 
phenomena are only loosely inter-related. In addition, the fluid dynamics time steps are controlled to be 
sufficiently small such that any dependent heat and mass transfer can be treated in the next time step. 

The initial conditions for Step 1 in the current time step are taken from the end of previous time step 
(Step 4). If the structure breakup condition is satisfied, the mass transfer due to breakup is calculated. The 
structure configuration is updated to determine the structure-side heat-transfer coefficients, structure 
surface areas, the structure volume fraction, and the cell hydraulic diameter. The flow regime is determined 
from the structure configuration, component volume fractions and the fluid velocities. Then the convectible 
IFAs, resulted from Step 4 in the previous time step, binary contact areas are determined based on the flow 
regime. The fluid-side heat-transfer coefficients (HTCs) are calculated also based on the flow regime. The 
component internal energies are updated due to nuclear heating. The heat and mass transfer processes are 
then calculated for all the heat-transfer paths and for non-equilibrium mass transfers. The can-wall heat 
transfer is performed and resultant structure energies are calculated and tested for equilibrium phase 

 

In SIMMER-III, eight fluid energy components (liquid fuel, liquid steel, liquid sodium, solid fuel 
particles, solid steel particles, solid control particles, fuel chunks and vapor mixture) and three structure 
surfaces (fuel pin/control pin, left can wall and right can wall) are modeled. In three-dimensional 
SIMMER-IV, the number of fluid energy components stays the same (eight) but two structure surfaces are 
added (front and back can walls). The combination of contact modes of a fluid with other fluids or 
structures needs the total of 52 binary contact interfaces to be defined for SIMMER-III (68 interfaces for 
SIMMER-IV). The binary contact conditions are determined from topology of multi-phase flows, and 
hence calculations of interfacial areas (IFAs) are based on flow-regime consideration. Both the pool flow 
where the effect of structure walls is negligible and the channel flow which is restricted by structure walls 
are treated. The model to determine IFAs also takes accounts of the history of flows by treating their 
convection and time-dependent source terms. It is noted the IFA convection is calculated with fluid 
convection in Step 4. 

The momentum equation is also solved in Step 1 without convection terms 
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where the right side of the equation denotes the momentum change due to the mass transfer from the 
velocity field q. The velocities are explicitly updated at the end of Step 1 reflecting intra-cell mass transfers. 

4.1.2. Modes of mass transfers 

The modes of mass transfers modeled in SIMMER-III are summarized in this section. The mass 
transfer rate on the right side of Eq. (4-1) includes various modes of mass transfers. The mass transfer rate 
from density component m is further subdivided into: 

Γ� = Γ��� + Γ��� + Γ��� + Γ���� + Γ��� + Γ��� , (4-4)

where 

Γ��� mass-transfer rate due to structure breakup and applies only to structure components, 

Γ��� mass-transfer rate due to equilibrium melting/freezing, 

Γ��� mass-transfer rate due to non-equilibrium melting/freezing and vaporization/condensation, 

Γ���� mass-transfer rate due to fission gas release from liquid and particle fuel or fission gas mass 
transfer associated with fuel mass transfer, 

Γ��� mass-transfer rate due to ejection of molten cavity materials from the fuel pin, and is 
applied when the detailed pin model is used (not currently available), and 

Γ��� mass-transfer rate due to plenum fission gas blowdown, and is applied when the detailed 
pin model is used (not currently available). 
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transition. The inter-cell heat conduction is then performed. Finally at the end of Step 1, the specific 
internal energy of each component is checked for possible equilibrium melting/freezing updates.  

4.1.4. Computational flow of Step 1 

As already mentioned, the calculational order of the Step 1 operations is very important and has 
been carefully determined. The Step 1 routines are listed below in the order of calculations. The Step 1 
operations relating to the detailed pin model, such as molten fuel and gas ejection from a failed fuel pin, are 
not listed below because they are not fully available. 

 EOSPHS and THEPHY (EOS and TPP): Calculate the EOS variables and thermophysical 
properties to be used in Step 1 operations. 

 STRBRK (structure breakup): Calculate the structure breakup transfer (for pin fuel/control, 
cladding, crust fuel and can wall) when each breakup criterion is satisfied. 

 UPDV (update velocities): Update velocities after structure breakup. 

 STRCON (structure configuration): Determine structure configuration for the fuel/control pin and 
can walls, and calculate structure-side heat-transfer coefficients and areas, and the cell hydraulic 
diameter. 

 IFA (interfacial areas): Determine flow regimes for fluid-dynamics mesh cells, update the 
convectible interfacial areas due to source terms, and calculate binary contact areas between 
energy components. Call IFASRC to calculate IFA source terms. 

 MXF (momentum exchange functions): Calculate the momentum exchange functions and virtual 
mass coefficients to be used in Steps 2-4. 

 HTC (heat-transfer coefficients): Calculate fluid-side heat-transfer coefficients for fluid energy 
components including film-boiling heat transfer. 

 NUCLHT (nuclear heating): Calculate total power and update the specific internal energies due 
to nuclear heating for all the fluid-dynamics and structure components. The energy of pin fuel 
interior is extrapolated from the previous heat-transfer step to the fluid-dynamics step. 

 MASSPN (fission gas release): Calculate pin fuel interior temperature approximately and fission 
gas release from the liquid-field fuel components. 

 MFHMT (non-equilibrium M/F): Calculate non-equilibrium heat and mass transfer due to M/F. 

 VCHMT (V/C): Calculate non-equilibrium heat and mass transfer due to V/C. 

 ITCTHR (inter-cell heat transfer): Calculate inter-cell heat transfer between the same liquid 
components, axial heat conduction in the structure components, and inter-cell fluid-to-structure 
heat transfer. 
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 MXFCR (momentum exchange functions): Calculate the momentum exchange functions for 
traverse flows across a rod bundle (available as an option). 

 UPDSTR (update structure and liquid): Calculate can wall heat transfer, and call QHCHTP to 
calculate and save energy sources for the pin model, and call EQUIMF to calculate heat and mass 
transfer due to equilibrium M/F. 

 EOST (update EOS): Call EOS to calculate temperatures and specific volumes reflecting the 
result of Step 1 heat and mass transfers. 

 IFARGN (update flow regimes): Update flow regimes reflecting the result of Step 1 mass transfer. 

 UPDVIA (update velocities and interfacial areas): Update fluid velocities and interfacial areas 
reflecting the result of Step 1 mass transfer. 

All the above mass and energy updates are performed in series, each of which deals with a different 
transfer process. It is noted again that the structure breakup mass transfer is calculated at the beginning of 
the fluid-dynamics algorithm, before the structure configuration is updated, because the breakup transfer 
instantaneously and drastically changes the structure configuration and the cell hydraulic diameter. The 
equilibrium melting/freezing transfer is calculated at the end of an intra-cell calculation step, to make sure 
whether the component thermal condition after a series of intra-cell heat-transfer satisfies the phase 
transition criteria. The Step 1 mass transfers change the mass and volume fractions of the fluid and 
structure components. The adjustment in IFAs and velocities are required and this is performed at the very 
end of Step 1. 

The models and methods used in Step 1 modules are essentially identical for both SIMMER-III and 
SIMMER-IV, because local intra-cell phenomena treated are independent of geometrical dimensions, 
except for the front and back can walls added in SIMMER-IV. 

4.2. Multi-Phase Flow Topology and Interfacial Areas Mode 

The interfacial area modeling successfully attempted in AFDM20) was extended to the SIMMER-
III/SIMMER-IV multicomponent system, with more complex and comprehensive representation of flow 
topologies with up to eight velocity field. Since a detailed description of the model is available in a separate 
report17), only a brief summary is presented in this section.  

4.2.1. Flow regimes and topology model 

To calculate intra-cell heat and mass transfers in Step 1, the binary contact areas must be 
determined of 52 possible contact interfaces for SIMMER-III (and 68 for SIMMER-IV) among 8 fluid 
energy components and 3 structure surfaces (5 for SIMMER-IV). Such binary contact areas are calculated 
based on the convectible interfacial areas and flow regimes which describe the topology of multiphase 
flows.  

Flow regimes are modeled for both: pool flow, in which the effect of the structure is negligible; and 
channel flow, which is confined by structure. The flow-regime representation for pool flow is rather simple; 

 

transition. The inter-cell heat conduction is then performed. Finally at the end of Step 1, the specific 
internal energy of each component is checked for possible equilibrium melting/freezing updates.  

4.1.4. Computational flow of Step 1 

As already mentioned, the calculational order of the Step 1 operations is very important and has 
been carefully determined. The Step 1 routines are listed below in the order of calculations. The Step 1 
operations relating to the detailed pin model, such as molten fuel and gas ejection from a failed fuel pin, are 
not listed below because they are not fully available. 

 EOSPHS and THEPHY (EOS and TPP): Calculate the EOS variables and thermophysical 
properties to be used in Step 1 operations. 

 STRBRK (structure breakup): Calculate the structure breakup transfer (for pin fuel/control, 
cladding, crust fuel and can wall) when each breakup criterion is satisfied. 

 UPDV (update velocities): Update velocities after structure breakup. 

 STRCON (structure configuration): Determine structure configuration for the fuel/control pin and 
can walls, and calculate structure-side heat-transfer coefficients and areas, and the cell hydraulic 
diameter. 

 IFA (interfacial areas): Determine flow regimes for fluid-dynamics mesh cells, update the 
convectible interfacial areas due to source terms, and calculate binary contact areas between 
energy components. Call IFASRC to calculate IFA source terms. 

 MXF (momentum exchange functions): Calculate the momentum exchange functions and virtual 
mass coefficients to be used in Steps 2-4. 

 HTC (heat-transfer coefficients): Calculate fluid-side heat-transfer coefficients for fluid energy 
components including film-boiling heat transfer. 

 NUCLHT (nuclear heating): Calculate total power and update the specific internal energies due 
to nuclear heating for all the fluid-dynamics and structure components. The energy of pin fuel 
interior is extrapolated from the previous heat-transfer step to the fluid-dynamics step. 

 MASSPN (fission gas release): Calculate pin fuel interior temperature approximately and fission 
gas release from the liquid-field fuel components. 

 MFHMT (non-equilibrium M/F): Calculate non-equilibrium heat and mass transfer due to M/F. 

 VCHMT (V/C): Calculate non-equilibrium heat and mass transfer due to V/C. 

 ITCTHR (inter-cell heat transfer): Calculate inter-cell heat transfer between the same liquid 
components, axial heat conduction in the structure components, and inter-cell fluid-to-structure 
heat transfer. 
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only bubbly, dispersed and in-between transition regimes are modeled, as schematically depicted in Fig. 4-
2. The upper limit of the bubbly regime and the lower limit of the dispersed regime are defined by user-
specified void fractions, 𝛼𝛼� and 𝛼𝛼�, respectively, with the typical and default values being 0.3 and 0.7. It is 
generally assumed that a cell consists of two local regions: the bubbly and dispersed regions, and the 
transition regime is defined as a combination of the two local regions, which always have the void fractions 
𝛼𝛼�  and 𝛼𝛼� . This means that the transition regime, commonly called a churn-turbulent flow regime, is 
defined non-mechanistically as an interpolated flow regime. However, this treatment is very advantageous 
because the flow characteristics can be determined continuously over an entire void fraction range from 0 
to 1, without abrupt change upon flow-regime transition. 

As the void fraction increases in a bubbly region, the effect of change in bubble shape from 
spherical (ellipsoidal) to cap-shaped on momentum coupling becomes large. This effect has been later 
included in the momentum exchange functions model18), based on an experimental study on high density-
ratio two-phase flows that are relevant to LMFR severe accident conditions. 

The modeling approach taken for the channel flow regimes is essentially the same, but special flow 
characteristics resulting from the effects of channel walls have also to be considered. The channel flow 
regimes are distinguished based the vapor volume fraction and the liquid entrainment fraction as 
schematically depicted in Fig. 4-3. The liquid entrainment is related to the inter-phasic velocity difference, 
taking into account the flooding criterion for a liquid film on a solid structure. Since a liquid film on a fuel-
pin surface cannot be distinguished from one on a can wall, there remain some uncertainties. No geometric 
picture is given for the interpolated flow regime, where the quantities are estimated purely by mathematical 
interpolation. 

This multiple flow-regime treatment significantly improves the code applicability to reactor and 
experiment analyses over the previous SIMMER-II, in which only a dispersed droplet flow is modeled. It is 
also intended to provide a consistent framework of the flow regime map, over the entire range of void 
fraction, with smooth and stable transitions between flow regimes. In the early modeling, however, an 
abrupt change of interfacial areas occurred when a component forming the continuous phase changed to 
other components. To ensure the smooth transition of continuous phase in this situation, a real liquid that 
has the second largest volume fraction and belongs to a velocity field is defined as the second continuous 
phase. In order not to introduce excessive complexity, the second continuous phase is calculated after all 
the convectible interfacial areas are updated. The detailed treatment of the second continuous phase is 
documented elsewhere17). 

4.2.2. Interfacial area convection model 

The SIMMER-III/SIMMER-IV codes must be applied to highly transient and dynamic processes of 
heat and mass transfer processes, which are dominated by contact interface areas between two fluids or 
fluid and structure surface. Contact areas cannot be determined from local instantaneous conditions alone, 
but must be calculated considering a time-dependent nature of multi-phase flow topology and the transport 
of fluid surface areas. The interfacial area convection modeling attempted in AFDM has been extended and 
significantly improved in SIMMER-III to flexibly trace transport and history of interfaces, and thereby 
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better represents physical phenomena. Ishii21) proposed a basic convection equation for the interfacial areas 
per unit volume (interfacial area concentration) in a general form: 

𝜕𝜕𝐴𝐴�
𝜕𝜕𝜕𝜕 + ∇ ⋅ (𝐴𝐴�𝒗𝒗) � � 𝑆𝑆�,�

�
  , (4-5)

where 𝐴𝐴� is the interfacial area of component M per unit volume and 𝑆𝑆�,� denotes the source terms of the 
interfacial area. This formulation is difficult to be implemented into a Eulerian code such as SIMMER-III 
because the real velocity of an interface cannot be determined easily. Therefore, we made a compromise 
that each convectible interfacial area is defined as a surface area of a fluid energy component and flows at 
the same velocity of the accompanying component. A total of nine convectible interfacial areas associated 
to moving energy components are presently defined. These are: the surface areas of real liquids (fuel, steel 
and sodium) in the bubbly region; the surface areas of real liquids in the dispersed region; the surface areas 
of fuel and steel particles; and the surface area of bubbles in the bubbly region. A special treatment is 
modeled to avoid abrupt changes in such situations when the area convection occurs into a cell having a 
different void fraction. This is done by additional local convection (diffusion) terms between the bubbly 
and dispersed regions:  

𝜕𝜕𝐴𝐴�,�
𝜕𝜕𝜕𝜕 + ∇ ⋅ �𝐴𝐴�,�𝒗𝒗� � � 𝑆𝑆�,�,�

�
− 𝐴𝐴�,��� , and (4-6)

𝜕𝜕𝐴𝐴�,�
𝜕𝜕𝜕𝜕 + ∇ ⋅ �𝐴𝐴�,�𝒗𝒗� � � 𝑆𝑆�,�,�

�
− 𝐴𝐴�,���  � (4-7)

where 𝐴𝐴�,�  and 𝐴𝐴�,� are the convectible interfacial areas of component M in the bubbly and dispersed 
regions, respectively. The second term on the right-hand side denotes the diffusion between the two regions. 
The changes of interfacial areas due to hydrodynamic breakup, flashing, turbulence-driven breakup, 
coalescence, and production of droplets or bubbles are treated as source terms in the interfacial area 
convection equation.  

The interfacial area convection equation is solved in three steps. First, the equation without 
convection term is solved in Step 1 with updated source terms based on the convectible interfacial areas 
from the previous time step. Second, at the end of Step 1 interfacial areas are adjusted for any changes from 
heat and mass transfer updates. Third, the equation without source terms is solved in Step 4 using the end-
of-time-step velocity in the same procedure as the mass convection.  

4.2.3. Determination of binary contact areas 

The rate of heat and mass transfers occurring at an interface of a pair of two energy components is 
in proportion to the heat transfer coefficient and the binary contact area. The binary contact areas are 
calculated, for interfaces of fluid-fluid contacts and fluid-structure contacts, using the convectible 
interfacial areas, structure surface areas, component volume fractions, physical properties, etc. The present 
model basically calculates the contact areas based on the volume fractions of the fluids and a "summation 
rule" that the sum of binary contact areas over a component should be equal to the convectible interfacial 
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defined non-mechanistically as an interpolated flow regime. However, this treatment is very advantageous 
because the flow characteristics can be determined continuously over an entire void fraction range from 0 
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spherical (ellipsoidal) to cap-shaped on momentum coupling becomes large. This effect has been later 
included in the momentum exchange functions model18), based on an experimental study on high density-
ratio two-phase flows that are relevant to LMFR severe accident conditions. 

The modeling approach taken for the channel flow regimes is essentially the same, but special flow 
characteristics resulting from the effects of channel walls have also to be considered. The channel flow 
regimes are distinguished based the vapor volume fraction and the liquid entrainment fraction as 
schematically depicted in Fig. 4-3. The liquid entrainment is related to the inter-phasic velocity difference, 
taking into account the flooding criterion for a liquid film on a solid structure. Since a liquid film on a fuel-
pin surface cannot be distinguished from one on a can wall, there remain some uncertainties. No geometric 
picture is given for the interpolated flow regime, where the quantities are estimated purely by mathematical 
interpolation. 

This multiple flow-regime treatment significantly improves the code applicability to reactor and 
experiment analyses over the previous SIMMER-II, in which only a dispersed droplet flow is modeled. It is 
also intended to provide a consistent framework of the flow regime map, over the entire range of void 
fraction, with smooth and stable transitions between flow regimes. In the early modeling, however, an 
abrupt change of interfacial areas occurred when a component forming the continuous phase changed to 
other components. To ensure the smooth transition of continuous phase in this situation, a real liquid that 
has the second largest volume fraction and belongs to a velocity field is defined as the second continuous 
phase. In order not to introduce excessive complexity, the second continuous phase is calculated after all 
the convectible interfacial areas are updated. The detailed treatment of the second continuous phase is 
documented elsewhere17). 

4.2.2. Interfacial area convection model 

The SIMMER-III/SIMMER-IV codes must be applied to highly transient and dynamic processes of 
heat and mass transfer processes, which are dominated by contact interface areas between two fluids or 
fluid and structure surface. Contact areas cannot be determined from local instantaneous conditions alone, 
but must be calculated considering a time-dependent nature of multi-phase flow topology and the transport 
of fluid surface areas. The interfacial area convection modeling attempted in AFDM has been extended and 
significantly improved in SIMMER-III to flexibly trace transport and history of interfaces, and thereby 
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area (surface area) of the component. For the fluid-fluid contacts between moving discontinuous 
components, a theory developed for SIMMER-II, based on collisions of fluid particles, is used. 

4.3. Momentum Exchange Functions Model 

The SIMMER-III/SIMMER-IV fluid dynamics solves the mass, momentum and energy 
conservation equations in multi-component, multi-velocity-field systems. The momentum exchange 
functions (MXFs) appearing in the momentum equation model a drag force between a pair of velocity 
fields and a friction force between a structure and a velocity field. The modeling concept is similar to the 
two-velocity SIMMER-II1) and three-velocity AFDM22), the treatment in SIMMER-III/SIMMER-IV 
becomes more complex, because up-to eight velocity fields can be used with allowing flexible assignment 
of liquid components to velocity fields.  

The momentum equation described in Chapter 3 is repeated below. 
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where the 𝑽𝑽𝑽𝑽� term is the virtual mass term for velocity field 𝑞𝑞 and the treatment of this term is discussed 
in Section 4.3.3. The MXF between velocity fields q and q’, which appears as 𝒈𝒈��� describes the rate of 
momentum exchange per unit volume after being multiplied by the velocity difference between the two 
velocity fields. The MXF between velocity field q and structure 𝒈𝒈�� . multiplied by velocity, gives the 
frictional loss by the structure. The MXFs and virtual mass terms are evaluated in Step 1 and are used in 
solving the momentum equations in Steps 2 to 4. 

Compared with water-steam or water-air two-phase flows, both theoretical and experimental 
knowledge is limited in multicomponent multiple-velocity flows. The formulations developed for 
SIMMER-III are based on engineering correlations of steady-state two-velocity flows. Since a detailed 
model description is available elsewhere18), only an outline of the MXF model is presented in this section. 

In order to formulate the MXFs between velocity fields (or momentum components), it is necessary 
to calculate the geometric variables such as interfacial areas, volume fractions of each momentum 
component and the mixture viscosity. The volume fractions of each momentum component are calculated 
simply by summing the volume fraction of the energy components which belongs to the momentum field. 

4.3.1. Fluid-fluid momentum exchange function model 

MXSs between two fluid fields consist of laminar and turbulent terms: 

𝒈𝒈��� = 𝐴𝐴��� + 𝐵𝐵����𝒗𝒗�� 𝑝 𝒗𝒗�� , (4-8)

where the laminar term 𝐴𝐴���  is described by Stoke’s law, and the turbulent term 𝐵𝐵����𝒗𝒗�� 𝑝 𝒗𝒗��  is 
proportional to the inter-phase velocity difference with the drag coefficient based on Ishii's drag similarity 
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hypothesis23), which assumes that the drag in a multi-particle system follows the same Reynolds number 
function as isolated spherical bubbles or droplets using an effective viscosity.  

There are three situations in fluid-fluid momentum exchange modes. Between continuous liquid and 
discontinuous phases (droplets and particles), the MXF coefficients are defined as: 

𝐴𝐴�,�= 3
2 𝑎𝑎�,�

𝜇𝜇�
𝑟𝑟�

  and 𝐵𝐵��,��= 𝑎𝑎��,��
2

𝐶𝐶�
4 𝜌𝜌��, (4-9)

where 𝑎𝑎�,� and 𝑎𝑎��,�� are the interfacial (surface) area between continuous and discontinuous phases and 
interfacial area between the velocity fields of continuous and discontinuous phases, respectively. The drag 
coefficient 𝐶𝐶� is based on Ishii's drag similarity hypothesis. The MXF between bubbles and continuous 
liquid, and the MXF between droplets and continuous vapor are defined similarly. 

Between discontinuous and discontinuous phases, the MXF coefficients are defined as: 

𝐴𝐴��,��=0  and  𝐵𝐵��,��=𝐶𝐶��𝑎𝑎��,��
�̅�𝜌�� + �̅�𝜌��
𝛼𝛼�� + 𝛼𝛼��

, (4-10)

where 𝑎𝑎��,�� is the interfacial area between discontinuous phases and the drug coefficient 𝐶𝐶�� = 0.01  is 
recommended for SIMMER-III. 

Between continuous and continuous phases, the MXF coefficients are defined as: 

𝐴𝐴��,� = 0  and  𝐵𝐵��,� = 𝐶𝐶��𝑎𝑎��,�
𝜌𝜌�
4  , (4-11)

where 𝑎𝑎��,�  is the interfacial area between continuous phases (continuous liquid and vapor) and 𝐶𝐶�� =
0.005  is recommended for SIMMER-III.  

4.3.2. Fluid-structure momentum exchange function model 

The MXF between fluid and structure similarly consists of laminar and turbulent terms: 

𝐾𝐾�� = 𝐴𝐴�� + 𝐵𝐵���𝒗𝒗�� , (4-12)

which is used to evaluated the pressure drop along the flow channel and frictional losses.  

For channel flows, the MXFs between continuous liquid components and structure are modeled 
based on Blasius formula which gives the friction factor for a turbulent flow in a smooth pipe when the 
Reynolds number of flow is larger than Re� = 3000, 

𝑓𝑓 = 0.0791
Re���  . (4-13)

For a laminar flow, in which Reynolds number is less than 𝑅𝑅𝑅𝑅� = 3000, the Hagen-Poiseuille law is used 
as a fiction factor such as, 

𝑓𝑓 = 16
Re . (4-14)

Using these correlations, the MXF in SIMMER-III could be formulated as follows: 

 

area (surface area) of the component. For the fluid-fluid contacts between moving discontinuous 
components, a theory developed for SIMMER-II, based on collisions of fluid particles, is used. 

4.3. Momentum Exchange Functions Model 

The SIMMER-III/SIMMER-IV fluid dynamics solves the mass, momentum and energy 
conservation equations in multi-component, multi-velocity-field systems. The momentum exchange 
functions (MXFs) appearing in the momentum equation model a drag force between a pair of velocity 
fields and a friction force between a structure and a velocity field. The modeling concept is similar to the 
two-velocity SIMMER-II1) and three-velocity AFDM22), the treatment in SIMMER-III/SIMMER-IV 
becomes more complex, because up-to eight velocity fields can be used with allowing flexible assignment 
of liquid components to velocity fields.  

The momentum equation described in Chapter 3 is repeated below. 

𝜕𝜕�̄�𝜕�𝒗𝒗�
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�𝒗𝒗�� 𝑝 𝒗𝒗�� 𝑝

���
𝑽𝑽𝑽𝑽�

= 𝑝 � Γ���

��
�H�Γ����𝒗𝒗� + H�Γ����𝒗𝒗���  , (3-3)

where the 𝑽𝑽𝑽𝑽� term is the virtual mass term for velocity field 𝑞𝑞 and the treatment of this term is discussed 
in Section 4.3.3. The MXF between velocity fields q and q’, which appears as 𝒈𝒈��� describes the rate of 
momentum exchange per unit volume after being multiplied by the velocity difference between the two 
velocity fields. The MXF between velocity field q and structure 𝒈𝒈�� . multiplied by velocity, gives the 
frictional loss by the structure. The MXFs and virtual mass terms are evaluated in Step 1 and are used in 
solving the momentum equations in Steps 2 to 4. 

Compared with water-steam or water-air two-phase flows, both theoretical and experimental 
knowledge is limited in multicomponent multiple-velocity flows. The formulations developed for 
SIMMER-III are based on engineering correlations of steady-state two-velocity flows. Since a detailed 
model description is available elsewhere18), only an outline of the MXF model is presented in this section. 

In order to formulate the MXFs between velocity fields (or momentum components), it is necessary 
to calculate the geometric variables such as interfacial areas, volume fractions of each momentum 
component and the mixture viscosity. The volume fractions of each momentum component are calculated 
simply by summing the volume fraction of the energy components which belongs to the momentum field. 

4.3.1. Fluid-fluid momentum exchange function model 

MXSs between two fluid fields consist of laminar and turbulent terms: 

𝒈𝒈��� = 𝐴𝐴��� + 𝐵𝐵����𝒗𝒗�� 𝑝 𝒗𝒗�� , (4-8)

where the laminar term 𝐴𝐴���  is described by Stoke’s law, and the turbulent term 𝐵𝐵����𝒗𝒗�� 𝑝 𝒗𝒗��  is 
proportional to the inter-phase velocity difference with the drag coefficient based on Ishii's drag similarity 
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�
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(4-15)

where the default values of the parameters are: 𝐶𝐶�� = 0.0791 and 𝐶𝐶�� = −0.25. The viscosity in this 
equation is obtained simply by averaging the viscosities of existing liquids with the multiplication factor of 
particle viscosity model. When the flow is regarded as a pool flow, where the effect of structure surface to 
the flow is small, the MXFs between the continuous phase and structure are simplified as follows: 

𝐴𝐴��,�� = 2𝑎𝑎��,�𝜇𝜇�
𝛼𝛼��

  and  𝐵𝐵��,�� = 𝐶𝐶��
2 𝑎𝑎��,�𝜌𝜌�� (4-16)

where 𝐶𝐶�� = 0.005 is the recommended value. 

Between discontinuous phase and structure, it is assumed that the time scale of the contact between 
dispersed fluids and structure is too small for laminar boundary layer to form at the contact interface. Thus, 
only the turbulence term with constant friction factor is used for the MXF coefficients as: 

𝐴𝐴�� = 0  and  𝐵𝐵��,�� = 𝐶𝐶��
2 𝑎𝑎��,�𝜌𝜌��𝑆𝑆� , (4-17)

where 𝐶𝐶�� = 0.005 is the recommended value. The multiplication factor, 𝑆𝑆�, is applied here to account for 
effective increase in the mixture viscosity in the presence of solid particles, as briefly discussed in Section 
4.3.4. 

4.3.3. Averaging and interpolation of momentum exchange functions 

Eight fluid energy components are modeled in SIMMER-III, and each of them is assigned to one of 
up to 8 velocity fields. In a fluid-dynamic mesh cell, there are three continuous regions: bubbly, continuous 
liquid and second continuous liquid regions. The MXFs defined in the previous sections are calculated for 
the 8 fluid energy components in the 3 continuous regions. For each velocity field, they are averaged to 
determine the MXFs to be used in the momentum equations. It is noted a logarithmic interpolation 
procedure is used between the bubbly (liquid continuous) and dispersed (vapor continuous) regions, 
because MXFs in the two regions may differ more than an order of magnitude. 

4.3.4. Effect of particles on flow resistance 

Solid mobile particles in a flow require a special consideration, since the presence of particles in 
fluid component, depending on their volume fraction, should significantly increase the hydrodynamic 
resistance of the flow by increasing the apparent viscosity of the fluid component as a result of collision, 
rotation and friction of the particles. Hence the concept of effective particle viscosity is introduced to 
particle components as a function of particle volume (packing) fraction and it is used in defining the total 
viscosity of each liquid velocity field. If the volume fraction of particles in the flow area approaches the 
maximum packing fraction, the total viscosity is increased significantly and thereby the model is crucial 
when the fuel blockage formation due to particle jamming is simulated. 

The other model related to the behavior of particles was introduced to simulate the phenomenon that 
the volume fraction of solid particles cannot exceed a maximum packing fraction in the situations where 
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solid particles are deposited on a horizontal surface, for example. This model prohibits the inflow of 
particles into a mesh cell when the volume fraction of solid particles in that cell reaches the maximum 
packing fraction. This is modeled by increasing the MXF at the cell interface. 

4.3.5. Additional model improvement 

Two additional but important model improvements have been implemented after the early versions 
of SIMMER-III were developed. First, it is known that the pressure drop is enhanced due to the turbulent 
enhancement due to liquid-vapor interaction. Ueda’s model24) is introduced to approximately estimate the 
pressure loss more appropriately by applying a multiplication factor. The model is also available for the 
bubbly flow. 

The effect of bubble shape on the momentum exchange between bubbles and continuous liquid is 
taken into account25). If the cap-shape bubbles are identified, the drag coefficient using the drift velocity 
proposed by Kataoka and Ishii is applied to determine the MXF between continuous and discontinuous 
phases. The model is discussed in detail in the MXF report18). 

4.3.6. Evaluation of virtual mass term 

An important purpose of including the virtual mass term is to improve numerical stability. The 
physical background and purpose of implementing the model are discussed in Appendix A of the AFDM 
manual Vol. V8). The same model is implemented in SIMMER-III/SIMMER-IV as AFDM. The virtual 
mass coefficients are evaluated in Step 1 and are used in Steps 2 and 4. 

The virtual mass term in each momentum field is given by 

𝑽𝑽𝑽𝑽��� = −α�,��� ,  (4-18)

𝑽𝑽𝑽𝑽� = − α��̅�𝜌���𝐶𝐶�
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�𝜕𝜕𝜕𝜕�

𝜕𝜕𝜕𝜕 − � α�,���
���

𝜕𝜕𝜕𝜕�
𝜕𝜕𝜕𝜕 � , ��� (4-19)

where the virtual mass coefficient 𝐶𝐶�  is defined as, 

𝐶𝐶� =

⎩
⎪
⎨
⎪
⎧1

2 �1 + 2𝛼𝛼�,���
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� for  𝛼𝛼�,��� ≤ 1
2

2 �𝛼𝛼� − 𝛼𝛼�,���
𝛼𝛼� − 1 2⁄ �

�
for  1

2 < 𝛼𝛼�,��� ≤ 𝛼𝛼�

0 for  𝛼𝛼� < 𝛼𝛼�,���

  . (4-20)

4.4. Heat-Transfer Coefficients Model 

Since a complete model description together with collected backing data from the literature is 
available as a separate JAEA report16), only the example of heat transfer coefficient (HTC) correlations and 
the specific features of the modeling concepts are outlined in this section. A list of major HTCs defined in 
SIMMER-III/SIMMER-IV for various modes of heat transfers is presented in Table 4-1. The structure-side 
heat-transfer coefficients are defined and included in the structure model (see Chapter 5). 
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where the default values of the parameters are: 𝐶𝐶�� = 0.0791 and 𝐶𝐶�� = −0.25. The viscosity in this 
equation is obtained simply by averaging the viscosities of existing liquids with the multiplication factor of 
particle viscosity model. When the flow is regarded as a pool flow, where the effect of structure surface to 
the flow is small, the MXFs between the continuous phase and structure are simplified as follows: 
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  and  𝐵𝐵��,�� = 𝐶𝐶��
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where 𝐶𝐶�� = 0.005 is the recommended value. 

Between discontinuous phase and structure, it is assumed that the time scale of the contact between 
dispersed fluids and structure is too small for laminar boundary layer to form at the contact interface. Thus, 
only the turbulence term with constant friction factor is used for the MXF coefficients as: 

𝐴𝐴�� = 0  and  𝐵𝐵��,�� = 𝐶𝐶��
2 𝑎𝑎��,�𝜌𝜌��𝑆𝑆� , (4-17)

where 𝐶𝐶�� = 0.005 is the recommended value. The multiplication factor, 𝑆𝑆�, is applied here to account for 
effective increase in the mixture viscosity in the presence of solid particles, as briefly discussed in Section 
4.3.4. 

4.3.3. Averaging and interpolation of momentum exchange functions 

Eight fluid energy components are modeled in SIMMER-III, and each of them is assigned to one of 
up to 8 velocity fields. In a fluid-dynamic mesh cell, there are three continuous regions: bubbly, continuous 
liquid and second continuous liquid regions. The MXFs defined in the previous sections are calculated for 
the 8 fluid energy components in the 3 continuous regions. For each velocity field, they are averaged to 
determine the MXFs to be used in the momentum equations. It is noted a logarithmic interpolation 
procedure is used between the bubbly (liquid continuous) and dispersed (vapor continuous) regions, 
because MXFs in the two regions may differ more than an order of magnitude. 

4.3.4. Effect of particles on flow resistance 

Solid mobile particles in a flow require a special consideration, since the presence of particles in 
fluid component, depending on their volume fraction, should significantly increase the hydrodynamic 
resistance of the flow by increasing the apparent viscosity of the fluid component as a result of collision, 
rotation and friction of the particles. Hence the concept of effective particle viscosity is introduced to 
particle components as a function of particle volume (packing) fraction and it is used in defining the total 
viscosity of each liquid velocity field. If the volume fraction of particles in the flow area approaches the 
maximum packing fraction, the total viscosity is increased significantly and thereby the model is crucial 
when the fuel blockage formation due to particle jamming is simulated. 

The other model related to the behavior of particles was introduced to simulate the phenomenon that 
the volume fraction of solid particles cannot exceed a maximum packing fraction in the situations where 
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4.4.1. Heat-transfer correlations 

Heat-transfer coefficients (HTCs) are required to perform the heat and mass transfer calculations. 
The heat and mass transfer paths between the fluid energy components are illustrated in Figs. 4-4 and 4-5, 
for SIMMER-III and SIMMER-IV, respectively. HTCs are defined for 52 (or 68) binary contact interfaces 
between the energy components and contribute to 33 (or 35) vaporization/condensation (V/C) paths and 22 
(or 31) melting/freezing (M/F) paths for SIMMER-III (or SIMMER-IV). The HTCs control heat transfer 
between the bulk and interface temperatures for each liquid energy component and vapor mixture. The 
HTCs are based mostly on quasi-steady state Nusselt number correlations, obtained from various 
experiments over the past decades in nuclear and non-nuclear engineering fields. The correlations take 
account of a low Prandtl number range, which is particularly important when calculating heat transfer in 
liquid metals. It is noted that the heat transfer correlations are mostly based on steady-state experiments and 
hence they must be carefully applied to transient problems. 

Some examples of HTC correlations are described below, and the list of major HTCs are given in 
Table 4-1. The complete description of the HTC correlations in SIMMER-III and SIMMER-IV is available 
in a separate HTC report16). Solid particles are treated as rigid spheres, and heat transfer is controlled by 
conduction. The internal HTC to reproduce steady-state heat conduction is obtained by constant Nu 

Nu� =
ℎ�𝐷𝐷�
𝐾𝐾� = 𝑎𝑎𝑎𝑎 (4-21)

where ℎ�, 𝐷𝐷� and 𝐾𝐾� denote the HTC, the diameter and thermal conductivity of particles, respectively. The 
recommended value of 𝑎𝑎 = 𝑎𝑎 corresponds to heat conduction from the mass centroid of the particle to its 
surface. Liquid droplets and gas bubbles are also treated as rigid spheres but the augmentation effects due 
to internal circulation and oscillation of fluid particles are taken into account. For the augmentation due to 
internal fluid circulation, a factor based on Peclet number correlation is used, and in the latter case heat 
transfer is augmented by a user input factor. In the dispersed flow regime, the heat transfer between moving 
droplets is calculated as a function of the contact times in the same way as determination of binary contact 
area. 

Forced convection heat transfer from continuous phase liquids or gas to solid particles is calculated 
using correlations obtained from forced flow over spheres. 

Nu��𝑎� = 𝑏𝑏 𝑏 𝑏𝑏�Re���Pr����𝑎 𝑏 𝑏𝑏�Re���� 𝑎 (4-22)

which is composed of a conduction term, 𝑏𝑏, to describe the minimum heat transfer rate from a particle to a 
stagnant liquid, and a forced convection term. Subscripts i and j denote continuous phase (cp) and particle 
(p), respectively. Heat transfer to the particles by natural convection driven by thermal expansion can also 
be calculated using the Grashof number correlation: 

Nu��𝑎� = 𝑏𝑏 𝑏 𝑓𝑓��Gr�Pr����
��𝑎. (4-23)
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Heat transfer between continuous phase vapor mixture and structure in the dispersed flow regime is 
calculated using correlations obtained for forced convection single-phase flow in pipes (the Dittus-Boelter 
correlation). 

Nu��,� = 𝑐𝑐 𝑐 𝑐𝑐�Re�
��Pr�

�� . (4-24)

Again, the correlation includes the conduction term 𝑐𝑐 to represent the minimum heat transfer in laminar 
flows. For heat transfer between continuous phase liquid and in the bubbly flow regime, the effective 
thermal conductivity of a multi-component mixture is considered, assuming that the liquid-field 
components are uniformly mixed in the continuous region.  

Heat transfer correlations include the lengthscale of heat transfer, which is reasonably represented 
by the standard hydraulic diameter for a channel flow that is surrounded by structure walls. For pool flow 
configurations, on the other hand, there is an uncertainty in determining a lengthscale in a mesh cell in 
contact with structure, because a conventional hydraulic diameter cannot be used. In the SIMMER-III 
structure model16), the hydraulic diameter is set to the mesh cell width in such cells in contact with the pool 
wall. This treatment is consistent with the use of an optional model of inter-cell heat transfer (see Section 
4.9.1), when a liquid pool to structure heat transfer is of interest.  

If the conditions for film boiling are satisfied for a hot dispersed-phase liquid in contact with a more 
volatile continuous-phase liquid, film boiling HTCs are calculated. The film boiling can significantly 
reduce heat fluxes due to the insulating effect of the vapor blanket. 

4.4.2. Interpolation between flow regimes 

As described in Section 4.2 and illustrated in Fig. 4-5 the multiple flow regimes are defied in 
SIMMER-III/SIMMER-IV. The HTCs are defined for the bubbly, annular and dispersed flow regimes. The 
intermediate flow regimes (e.g. transition and interpolated flow) are topologically ill-defined and suitable 
correlations are not available. Consider the transition flow in which the HTC in the liquid phase is defined 
as ℎ� and ℎ� for the bubbly and dispersed flow regimes, respectively. The values of ℎ� and ℎ� may differ 
by several orders of magnitude and a linear interpolation does not give a smooth transition. Therefore, a 
logarithmic interpolation is implemented in the same way as the logarithmic averaging of the drag 
coefficients in the well-defined flow regimes. The HTC for the transition flow regime, ℎ�����, is calculated 
by: 

log ℎ����� = 𝛽𝛽 log ℎ� 𝑐 �1 − 𝛽𝛽� log ℎ� , where  β= � αD − α
αD − α�

� �or � � 𝛽𝛽 � 1. (4-25)

Equation (4-25) gives a sufficiently smooth transition of HTCs between flow regimes. 

For channel flow regimes, illustrated in in Fig. 4-5, interpolations are made from the well-defined 
flow regime. The HTCs in slug flow are treated as a logarithmic interpolation between the HTCs in the 
bubbly and annular flow regimes. The HTCs in annular-dispersed flow are treated by interpolating between 
the HTCs in the dispersed and annular flow regimes. The interpolated flow regime does not have a well-
defined topology at all. The HTCs are obtained by interpolation between the slug and transition flow 
regimes, 
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where ℎ�, 𝐷𝐷� and 𝐾𝐾� denote the HTC, the diameter and thermal conductivity of particles, respectively. The 
recommended value of 𝑎𝑎 = 𝑎𝑎 corresponds to heat conduction from the mass centroid of the particle to its 
surface. Liquid droplets and gas bubbles are also treated as rigid spheres but the augmentation effects due 
to internal circulation and oscillation of fluid particles are taken into account. For the augmentation due to 
internal fluid circulation, a factor based on Peclet number correlation is used, and in the latter case heat 
transfer is augmented by a user input factor. In the dispersed flow regime, the heat transfer between moving 
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which is composed of a conduction term, 𝑏𝑏, to describe the minimum heat transfer rate from a particle to a 
stagnant liquid, and a forced convection term. Subscripts i and j denote continuous phase (cp) and particle 
(p), respectively. Heat transfer to the particles by natural convection driven by thermal expansion can also 
be calculated using the Grashof number correlation: 

Nu��𝑎� = 𝑏𝑏 𝑏 𝑓𝑓��Gr�Pr����
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 In addition, the HTCs of two liquid components are interpolated between the continuous and 
discontinuous phase HTCs when neither liquid components form a dominant continuous phase. This avoids 
sudden changes in heat transfer caused by small alterations in volume fractions of the components. 

4.5. Heat and Mass Transfer Model 

The SIMMER-III/SIMMER-IV heat- and mass-transfer model14) is based on the technologies 
developed and experience gained in the former SIMMER-II1) and AFDM26). After the binary contact areas 
and heat-transfer coefficients between a pair of energy components are obtained, the conservation 
equations without convection terms are solved for intra-cell heat and mass transfer in two steps. The first 
step calculates the phase transition processes occurring at interfaces, described by a non-equilibrium heat-
transfer-limited model. This is a non-equilibrium process because the bulk temperature does not generally 
satisfy the phase-transition condition when the mass transfer occurs at the interface. The second step of 
mass and energy transfer is through an equilibrium process occurring when the bulk temperature satisfies 
the phase-transition condition. At 52 possible binary contact interfaces defined in SIMMER-III (68 in 
SIMMER-IV), all the important non-equilibrium mass-transfer processes are modeled, including 22 M/F 
paths and 32 V/C paths (32 and 39 paths in SIMMER-IV) (see Table 4-2). All the non-equilibrium mass 
transfer paths modeled in SIMMER-III is listed Table 4-3. Note that in the V/C transfers condensation 
processes of fuel or steel vapor on other colder liquids are included to avoid the SIMMER-II/AFDM 
problem of unphysical presence of subcooled vapor. Combinations of all the possible binary contact 
interfaces and the heat and mass transfer paths treated in SIMMER-III and SIMMER-IV are shown in Figs. 
4-2 and 4-3, respectively. 

In addition, 16 equilibrium M/F transfers are performed to eliminate super-cooled liquids or meta-
stable solids as a result of heat transfer and nuclear heating.  

4.5.1. Basic concept of non-equilibrium mass transfer model 

The mass-diffusion limited model is employed to represent effects of noncondensable gases and 
multicomponent mixture on V/C processes. The M/F transfers include the crust formation on a can wall 
that furnishes thermal resistance, and steel ablation and particle formation that contribute to fluid quenching 
and bulk freezing. The mass-transfer processes modeled are selected in consideration of their importance in 
and effects on the behavior of materials in the transition-phase. 

The basic concept of the non-equilibrium mass transfer model is described for a binary contact 
interface of the energy components A and B (see Fig. 4-6). This is a heat-transfer-limited process where the 
phase transition rate is determined from an energy balance at the interface. The heat transfer rates from the 
interface to components A and B are: 

𝑞𝑞�,� = 𝑎𝑎�,�ℎ�,��𝑇𝑇�,�� − 𝑇𝑇�� , and (4-26a)

𝑞𝑞�,� = 𝑎𝑎�,�ℎ�,��𝑇𝑇�,�� − 𝑇𝑇�� , (4-26b)

where 𝑇𝑇�,��  is the instantaneous contact interface temperature due to heat conduction without phase 
transition. The net energy transfer rate from the interface is defined as: 
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𝑞𝑞�,�� = 𝑞𝑞�,� + 𝑞𝑞�,� . (4-27)

If the net heat flow 𝑞𝑞�,��  is zero, sensible heat is exchanged without phase transition. This is a simple heat-
transfer process without phase transition. If 𝑞𝑞�,��  is positive, namely the energy is lost at the interface, either 
a liquid component freezes or a vapor component condenses. Then the mass transfer rate for this case is 
determined, using the difference of specific enthalpies, from: 

Γ�,�� = 𝑅𝑅�,�
𝑞𝑞�,��

𝑖𝑖� − 𝑖𝑖��
 ,  if the component formed by phase transition is 𝐵𝐵, or (4-28a)

Γ�,�� = 𝑅𝑅�,�
𝑞𝑞�,��

𝑖𝑖� − 𝑖𝑖��
 ,  if the component 𝐶𝐶 formed by phase transition is not 𝐵𝐵 . (4-28b)

If 𝑞𝑞�,��  is negative, on the other hand, namely the energy is gained at the interface, either a solid component 
melts or a liquid component vaporizes. Then the mass transfer rate for this case is determined from: 

Γ�,�� = −𝑅𝑅�,�
𝑞𝑞�,��

𝑖𝑖�� − 𝑖𝑖�
 , if the component formed by phase transition is A, or (4-29a)

Γ�,�� = −𝑅𝑅�,�
𝑞𝑞�,��

𝑖𝑖�� − 𝑖𝑖�
 , if the component 𝐷𝐷 formed by phase transition is not 𝐴𝐴. (4-29b)

In the above four equations, the heat of phase transition (the effective latent heat) is defined as the 
difference between the enthalpy at the interface and the bulk enthalpy of a component undergoing phase 
transition. In the above equations, a correction factor 𝑅𝑅�,� is introduced to take account of the effect of 
noncondensable gases and multicomponent mixtures on vaporization and condensation at the vapor/liquid 
and vapor/solid interfaces.  

When a phase transition is occurring at the A-B interface, the interface temperature 𝑇𝑇�,��  is set to a 
phase-transition temperature such as melting point and saturation temperature. In cases with no mass 
transfer, the equivalent interface temperature is defined as: 

𝑇𝑇�,�� = ℎ�,�𝑇𝑇� + ℎ�,�𝑇𝑇�
ℎ�,� + ℎ�,�

 . (4-30)

The detailed treatment of individual binary contact interfaces depends on combination of pairs of energy 
components and is detailed in the original JNC report14). 

4.5.2. Effects of noncondensable gases and multicomponent mixtures 

The physical model to represent the effect of noncondensable gases and multicomponent mixtures 
on V/C processes is based on a study performed originally for SIMMER-II1), which models the quasi-
steady, stagnant Couette flow boundary layer to relate the mass and energy fluxes to the overall forces 
driving heat and mass transfer. This classical Couette-flow model has been shown to provide a good 
engineering model for single-component vapor condensation in the presence of noncondensable gases, thus 
confirming the adequacy of its theory for incorporation in several two-phase flow codes. To make the 

 

 In addition, the HTCs of two liquid components are interpolated between the continuous and 
discontinuous phase HTCs when neither liquid components form a dominant continuous phase. This avoids 
sudden changes in heat transfer caused by small alterations in volume fractions of the components. 

4.5. Heat and Mass Transfer Model 

The SIMMER-III/SIMMER-IV heat- and mass-transfer model14) is based on the technologies 
developed and experience gained in the former SIMMER-II1) and AFDM26). After the binary contact areas 
and heat-transfer coefficients between a pair of energy components are obtained, the conservation 
equations without convection terms are solved for intra-cell heat and mass transfer in two steps. The first 
step calculates the phase transition processes occurring at interfaces, described by a non-equilibrium heat-
transfer-limited model. This is a non-equilibrium process because the bulk temperature does not generally 
satisfy the phase-transition condition when the mass transfer occurs at the interface. The second step of 
mass and energy transfer is through an equilibrium process occurring when the bulk temperature satisfies 
the phase-transition condition. At 52 possible binary contact interfaces defined in SIMMER-III (68 in 
SIMMER-IV), all the important non-equilibrium mass-transfer processes are modeled, including 22 M/F 
paths and 32 V/C paths (32 and 39 paths in SIMMER-IV) (see Table 4-2). All the non-equilibrium mass 
transfer paths modeled in SIMMER-III is listed Table 4-3. Note that in the V/C transfers condensation 
processes of fuel or steel vapor on other colder liquids are included to avoid the SIMMER-II/AFDM 
problem of unphysical presence of subcooled vapor. Combinations of all the possible binary contact 
interfaces and the heat and mass transfer paths treated in SIMMER-III and SIMMER-IV are shown in Figs. 
4-2 and 4-3, respectively. 

In addition, 16 equilibrium M/F transfers are performed to eliminate super-cooled liquids or meta-
stable solids as a result of heat transfer and nuclear heating.  

4.5.1. Basic concept of non-equilibrium mass transfer model 

The mass-diffusion limited model is employed to represent effects of noncondensable gases and 
multicomponent mixture on V/C processes. The M/F transfers include the crust formation on a can wall 
that furnishes thermal resistance, and steel ablation and particle formation that contribute to fluid quenching 
and bulk freezing. The mass-transfer processes modeled are selected in consideration of their importance in 
and effects on the behavior of materials in the transition-phase. 

The basic concept of the non-equilibrium mass transfer model is described for a binary contact 
interface of the energy components A and B (see Fig. 4-6). This is a heat-transfer-limited process where the 
phase transition rate is determined from an energy balance at the interface. The heat transfer rates from the 
interface to components A and B are: 

𝑞𝑞�,� = 𝑎𝑎�,�ℎ�,��𝑇𝑇�,�� − 𝑇𝑇�� , and (4-26a)

𝑞𝑞�,� = 𝑎𝑎�,�ℎ�,��𝑇𝑇�,�� − 𝑇𝑇�� , (4-26b)

where 𝑇𝑇�,��  is the instantaneous contact interface temperature due to heat conduction without phase 
transition. The net energy transfer rate from the interface is defined as: 
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original model suitable for implementing in a multi-component system, an extensive modification was 
necessary in SIMMER-III/SIMMER-IV. 

The model is based on the assumption that the mass-transfer coefficient can be treated in a manner 
analogous to the heat-transfer coefficients. In the mass-diffusion limited model, the equations of mass and 
energy transfers at the interface between a vapor mixture and a liquid or structure surface component are: 

Γ� = −𝑎𝑎�𝑘𝑘�∗�𝜔𝜔�,� − 𝜔𝜔�,�� + 𝜔𝜔�,��Γ� , and
�

���
 (4-31a)

�Γ�
�

���
𝑖𝑖��,� = 𝑎𝑎��ℎ�∗�𝑇𝑇� − 𝑇𝑇�� + ℎ�(𝑇𝑇� − 𝑇𝑇�)� , (4-31b)

where 𝑘𝑘�∗  and ℎ�∗  are the effective mass- and heat-transfer coefficients, respectively, in the presence of mass 
transfer, 𝜔𝜔 is the mass fractions of vapor species, 𝑖𝑖�� is the latent heat of vaporization simply replaced with 
the effective latent heat as already explained, 𝑇𝑇� and 𝑇𝑇� are the vapor temperature and the bulk liquid or 
solid temperature, respectively. The vapor mass fraction is determined from the mole fraction of a non-
condensable gas specie at the interface, and is related to the ratio of its saturation pressure to the total 
pressure. 

The correction factor 𝑅𝑅  is introduced to the heat-transfer limited model to represent the mass-
diffusion limited behaviors for each mass-transfer rate at the vapor/liquid and vapor/solid interfaces. The 
correction factor 𝑅𝑅� for the component 𝑘𝑘 undergoing phase transition is defined as a factor to correct mass-
transfer rate of pure vapor: 

𝑅𝑅� =
Γ�(𝑇𝑇�)

Γ�(𝑇𝑇���,�)  , (4-32)

where 

Γ�(𝑇𝑇�) =
𝑎𝑎��ℎ�∗�𝑇𝑇� − 𝑇𝑇�� + ℎ�(𝑇𝑇� − 𝑇𝑇�)�

𝑖𝑖��,�  , and (4-33a)

Γ�(𝑇𝑇���,�) =
𝑎𝑎��ℎ��𝑇𝑇���,� − 𝑇𝑇�� + ℎ��𝑇𝑇���,� − 𝑇𝑇���

𝑖𝑖��,�  . (4-33b)

The mass-transfer rate Γ�(𝑇𝑇�) is defined as a function of the interface temperature, while Γ�(𝑇𝑇���,�) is 
obtained assuming that the interface temperature is equal to the bulk saturation temperature 𝑇𝑇���,� and the 
vapor-side heat-transfer coefficient is independent of mass transfer. To avoid convergence problem in the 
V/C iteration, when an extremely small amount of vapor component is involved, the initial value of the 
correction factor is also related to the partial pressure of the component.  

4.5.3. Non-equilibrium melting/freezing transfers 

The non-equilibrium M/F operation performs particle-liquid-structure heat transfer with non-
equilibrium M/F, which does not involve the V/C. The mass- and energy-conservation equations are solved 
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for three structure surfaces (five in SIMMER-IV), three real liquids, and four solid particles/chunks. The 
energy equations include the energy transfer associated with mass transfer and the heat transfer between the 
two components being in contact. When the phase transition condition is not satisfied at the interface, 
sensible heat is transferred. 

The equations are solved explicitly using beginning-of-time-step values except for liquid sodium. 
The implicit treatment of sodium energy could mitigate its excessive change due to high thermal 
conductivity. The solution procedure is to update first the macroscopic densities of structure surfaces, solid 
particles, and real liquids. Then their energies are evaluated using the updated densities. 

4.5.4. Non-equilibrium vaporization/condensation transfers 

The non-equilibrium V/C operation performs liquid-vapor-solid heat transfer with nonequilibrium 
V/C, which does not involve the M/F. The mass- and energy-conservation equations are solved for vapor 
mixture, three real liquids, and seven solid components. The energy equations also include the heat-transfer 
terms. In the solution procedure, using a multivariate Newton-Raphson method, five sensitive variables 
(three condensable vapor densities, sodium energy and vapor temperature) are updated implicitly, whereas 
the remaining less sensitive variables are updated explicitly following the convergence of the iteration. 

In a single-phase cell, vapor is assumed to always exist in a non-zero small volume, 𝛼𝛼�(1 − 𝛼𝛼�), 
such that its density and energy are calculated consistently with two-phase cells to avoid numerical 
difficulties upon single to two phase transition. The single-phase V/C calculations are performed using the 
same procedure as two-phase cells except for the energy transfer between liquids. At a liquid/liquid 
interface, such as fuel/sodium contact in a two-phase cell, vaporization can occur, and in this case the 
interface temperature is defined as the saturation temperature of a vaporizing material. In a single-phase 
cell, however, the interface temperature of the liquid/liquid contact is defined such that no vaporization is 
caused by the energy transfer between the liquids. Instead, phase transition occurs only when the liquid 
temperature increases high sufficiently to cause vaporization at a liquid/vapor interface. 

The multi-component V/C involves highly transient and non-linear processes which sometimes 
make the V/C iteration difficult to converge. Several special case treatments are implemented to minimize 
the numerical difficulties in the V/C iteration, or to eliminate unphysical states. They include: treatment of 
supersaturated vapor, adjustment of initial vapor and liquid states to stabilize the iteration, applying limiters 
to heat-transfer coefficients and areas to achieve numerical stabilities, treatment of missing components, 
and avoidance of overshooting in the explicit solutions. 

4.5.5. Equilibrium melting/freezing transfers 

The equilibrium M/F operation calculates equilibrium processes resulting from the cell state after 
the non-equilibrium and other modes of heat and mass transfers that are calculated in series. The 
equilibrium transfers for fuel-pin structure and can wall interiors are treated in the structure model as 
described in Chapter 5. The mass- and energy-conservation equations are solved for can-wall surfaces, 
fuel crusts, fuel and steel liquids, and fuel and steel particles. The finite-differenced equations are solved 
explicitly. 

 

original model suitable for implementing in a multi-component system, an extensive modification was 
necessary in SIMMER-III/SIMMER-IV. 

The model is based on the assumption that the mass-transfer coefficient can be treated in a manner 
analogous to the heat-transfer coefficients. In the mass-diffusion limited model, the equations of mass and 
energy transfers at the interface between a vapor mixture and a liquid or structure surface component are: 

Γ� = −𝑎𝑎�𝑘𝑘�∗�𝜔𝜔�,� − 𝜔𝜔�,�� + 𝜔𝜔�,��Γ� , and
�

���
 (4-31a)

�Γ�
�

���
𝑖𝑖��,� = 𝑎𝑎��ℎ�∗�𝑇𝑇� − 𝑇𝑇�� + ℎ�(𝑇𝑇� − 𝑇𝑇�)� , (4-31b)

where 𝑘𝑘�∗  and ℎ�∗  are the effective mass- and heat-transfer coefficients, respectively, in the presence of mass 
transfer, 𝜔𝜔 is the mass fractions of vapor species, 𝑖𝑖�� is the latent heat of vaporization simply replaced with 
the effective latent heat as already explained, 𝑇𝑇� and 𝑇𝑇� are the vapor temperature and the bulk liquid or 
solid temperature, respectively. The vapor mass fraction is determined from the mole fraction of a non-
condensable gas specie at the interface, and is related to the ratio of its saturation pressure to the total 
pressure. 

The correction factor 𝑅𝑅  is introduced to the heat-transfer limited model to represent the mass-
diffusion limited behaviors for each mass-transfer rate at the vapor/liquid and vapor/solid interfaces. The 
correction factor 𝑅𝑅� for the component 𝑘𝑘 undergoing phase transition is defined as a factor to correct mass-
transfer rate of pure vapor: 

𝑅𝑅� =
Γ�(𝑇𝑇�)

Γ�(𝑇𝑇���,�)  , (4-32)

where 

Γ�(𝑇𝑇�) =
𝑎𝑎��ℎ�∗�𝑇𝑇� − 𝑇𝑇�� + ℎ�(𝑇𝑇� − 𝑇𝑇�)�

𝑖𝑖��,�  , and (4-33a)

Γ�(𝑇𝑇���,�) =
𝑎𝑎��ℎ��𝑇𝑇���,� − 𝑇𝑇�� + ℎ��𝑇𝑇���,� − 𝑇𝑇���

𝑖𝑖��,�  . (4-33b)

The mass-transfer rate Γ�(𝑇𝑇�) is defined as a function of the interface temperature, while Γ�(𝑇𝑇���,�) is 
obtained assuming that the interface temperature is equal to the bulk saturation temperature 𝑇𝑇���,� and the 
vapor-side heat-transfer coefficient is independent of mass transfer. To avoid convergence problem in the 
V/C iteration, when an extremely small amount of vapor component is involved, the initial value of the 
correction factor is also related to the partial pressure of the component.  

4.5.3. Non-equilibrium melting/freezing transfers 

The non-equilibrium M/F operation performs particle-liquid-structure heat transfer with non-
equilibrium M/F, which does not involve the V/C. The mass- and energy-conservation equations are solved 
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4.5.6. Recent model changes 

After issuance of the report on the SIMMER-III/SIMMER-IV heat- and mass-transfer model14), 
several important model improvements have been implemented in the code as described below.  

(1) Improved freezing model 

With the former SIMMER-III/SIMMER-IV framework, both the modes of fuel freezing phenomena, 
conduction-limited freezing and bulk freezing, can be simulated individually or simultaneously. However, 
it revealed that the fuel penetration into a cold pipe was underestimated due to lack of thermal resistance 
caused by imperfect contact of molten fuel to the structure surface. Model improvement then implemented 
is based on the fundamental physics of solidification processes, and models the heat transfer mechanism 
with discrete contacts of melt on structure and formation of supercooling of melt upon freezing inception. 
A detailed model description is available in in a separate section (Section 4.7). 

(2) Improved crust formation model 

Frozen fuel crust formation is modeled as a part of non-equilibrium heat and mass transfer 
processes, in which the rate of crust formation is determined from the energy balance at the interface 
between liquid fuel and structure surface. The crust is assumed to uniformly cover an entire surface of the 
structure, even if the amount of crust being formed is very small with its thickness extremely thin. This 
assumption in the former SIMMER-III/SIMMER-IV might be unphysical because thin oxide crust is 
unstable in nature and the assumed perfect crust formation overestimates an insulating effect of a crust 
layer. Model improvement has been made to simulate the effect of imperfect crust formation. The improved 
crust formation model is documented separately in Section 4.8. 

(3) Can wall and crust fuel breakup model 

The can wall and crust breakup model has been documented in the structure model report15), and the 
original model is, more or less, based on thermal criteria such as a melt fraction and temperature of the can 
wall. Other mechanisms of can wall breakup or failure have been later added. All the modes of breakup 
currently modeled are documented in Chapter 5.  

4.6. Structure Configuration and Related Heat and Mass Transfer Models 

The fuel-pin and structure model has been already documented in detail15), and the model summary 
and recent improvements will be described separately in Chapter 5. Therefore, a short outline of the 
structure-related model is listed below, since the most of the operations are performed as parts of Step 1 at 
fluid-dynamics time steps, except for the fuel-pin heat-transfer calculation. 

Any changes in structure volume fraction and configuration, and structure-related mass transfers 
will instantaneously influence the state of fluid-dynamics mesh cell. For this reason, many of the structure 
related operations must be tightly coupled with fluid-dynamics Step 1, consisting of the following 
operations in the order of calculations: 
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(1) Structure breakup: Calculate mass and energy transfers due to structure breakup (for pin 
fuel/control, cladding, crust fuel and can wall) when one of the breakup criteria is satisfied. 
Fluid macroscopic densities, internal energies and velocities are updated by reflecting the result 
of breakup. 

(2) Structure configuration: Determine structure configuration for the fuel/control pin and can walls, 
and calculate structure-side heat-transfer coefficients and areas, and the mesh-cell hydraulic 
diameter. 

(3) Pin fuel interior temperature: Calculate pin fuel interior temperature approximately for heat 
transfer calculations of the surface node. 

(4) Fission gas release: Calculate fission gas release from the liquid-field fuel (liquid fuel, solid fuel 
particles and fuel chunk). 

(5) Non-equilibrium heat and mass transfer: Calculate non-equilibrium melting/freezing and 
vaporization/condensation processes involving fuel-pin and can-wall components. 

(6) Can wall heat transfer: Calculate can wall heat transfer for all the configurations, thin or thick, 
with or without crust, whether coupled or uncoupled with an adjacent cell. 

(7) Update fuel pin heat source: Calculate and save energy sources for the pin model over fluid-
dynamics time steps. 

(8) Equilibrium melting/freezing: Calculate equilibrium melting of can wall surfaces and fuel 
particle, steel particles, and fuel chunk. 

Model improvement that have been made after the previous report15) are described in Chapter 5. 

4.7. Improved Freezing Model 

4.7.1. Background 

With the SIMMER-III/SIMMER-IV framework, both the modes of fuel freezing phenomena, 
namely conduction-limited freezing and bulk freezing, can be simulated individually or simultaneously. 
From a series of out-of-pile experiments on molten UO2 freezing in a steel pipe, conducted at CEA-
Grenoble in the 1980s, where a combined freezing mode (crust formation on the wall and bulk freezing at 
the leading edge) was observed, it was argued that conventional freezing models tended to underestimate 
the fuel penetration lengths implying the importance of thermal resistance at the molten fuel contact 
interface27). 

To resolve the above problem and because of the importance of fuel freezing in the LMFR safety, a 
model improvement has been conducted and documented28), 29). This improvement is based on 
understanding of fundamental physics of solidification (crystallization) processes, and models the heat 
transfer mechanism with discrete contacts of melt on structure and formation of a chill (supercooling) zone 
upon freezing inception. The degree of supercooling is material dependent; therefore, a semi-empirical 
correlation is developed for supercooling temperature.  

 

4.5.6. Recent model changes 

After issuance of the report on the SIMMER-III/SIMMER-IV heat- and mass-transfer model14), 
several important model improvements have been implemented in the code as described below.  

(1) Improved freezing model 

With the former SIMMER-III/SIMMER-IV framework, both the modes of fuel freezing phenomena, 
conduction-limited freezing and bulk freezing, can be simulated individually or simultaneously. However, 
it revealed that the fuel penetration into a cold pipe was underestimated due to lack of thermal resistance 
caused by imperfect contact of molten fuel to the structure surface. Model improvement then implemented 
is based on the fundamental physics of solidification processes, and models the heat transfer mechanism 
with discrete contacts of melt on structure and formation of supercooling of melt upon freezing inception. 
A detailed model description is available in in a separate section (Section 4.7). 

(2) Improved crust formation model 

Frozen fuel crust formation is modeled as a part of non-equilibrium heat and mass transfer 
processes, in which the rate of crust formation is determined from the energy balance at the interface 
between liquid fuel and structure surface. The crust is assumed to uniformly cover an entire surface of the 
structure, even if the amount of crust being formed is very small with its thickness extremely thin. This 
assumption in the former SIMMER-III/SIMMER-IV might be unphysical because thin oxide crust is 
unstable in nature and the assumed perfect crust formation overestimates an insulating effect of a crust 
layer. Model improvement has been made to simulate the effect of imperfect crust formation. The improved 
crust formation model is documented separately in Section 4.8. 

(3) Can wall and crust fuel breakup model 

The can wall and crust breakup model has been documented in the structure model report15), and the 
original model is, more or less, based on thermal criteria such as a melt fraction and temperature of the can 
wall. Other mechanisms of can wall breakup or failure have been later added. All the modes of breakup 
currently modeled are documented in Chapter 5.  

4.6. Structure Configuration and Related Heat and Mass Transfer Models 

The fuel-pin and structure model has been already documented in detail15), and the model summary 
and recent improvements will be described separately in Chapter 5. Therefore, a short outline of the 
structure-related model is listed below, since the most of the operations are performed as parts of Step 1 at 
fluid-dynamics time steps, except for the fuel-pin heat-transfer calculation. 

Any changes in structure volume fraction and configuration, and structure-related mass transfers 
will instantaneously influence the state of fluid-dynamics mesh cell. For this reason, many of the structure 
related operations must be tightly coupled with fluid-dynamics Step 1, consisting of the following 
operations in the order of calculations: 
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The improved model is implemented in the non-equilibrium melting/freezing operations in fluid-
dynamics Step 1. Although this model improvement was intended to better simulate fuel freezing, it is 
applicable to non-equilibrium steel freezing on a cold structure surface as well. In the lest of this section, 
the model description part of the previous report is recompiled.  

4.7.2. Fundamental physics of solidification 

In the solidification process in a metal mold, three varieties of grain types are observed: solid nuclei 
appear in the vicinity of the mold wall, grow up to crystals, and form the so-called equiaxed chill zone, 
where the liquid is supercooled below its liquidus temperature; crystals grow parallel and opposite to heat 
flow direction, leading to formation of a columnar zone; and an equiaxed zone is formed in the central part 
to complete the solidification process. These fundamental mechanisms of melt solidification can be 
correlated to individual freezing phenomena. Namely, from the observation of UO2 and simulant metal 
freezing experiments and their analyses, it was deduced that the columnar crystal growth corresponds to the 
formation of crust layer at the structure wall, and the formation of the equiaxed zone results in blockage 
formation caused by bulk freezing. 

Another important aspect is the fact that the melt makes contacts with the steel wall at discrete 
points, due possibly to wall surface roughness and poor wettability. This imperfect contact, observed by a 
micro-structure examination as well, significantly reduces the heat transfer from the melt to structure.  

4.7.3. Improved freezing model 

Based on the above-described micro-physics of crystallization, two key assumptions, supercooling 
of melt in the vicinity of the wall and melt-wall contact resistance due to imperfect contact, were 
introduced. The first assumption is that the interface temperature between the melt and the wall is defined 
by the temperature of the supercooled layer, 𝑇𝑇���� , until the crust forms, which can be deduced from the fact 
that an equiaxed chill zone has existed at the vicinity of the wall. The second assumption is to consider the 
thermal resistance which can be deduced from the fact that the melt has contacted the steel wall at discrete 
points. Since the melt freezing initiates at discrete contact points, the improved model is commonly called 
as “fuel-caps freezing model” from the shape of solidification nuclei being formed. 

The degree of supercooling temperature is represented simply by using an input constant value 
initially, but later replaced by a semi-empirical correlation. To represent the second assumption, the heat 
transfer coefficient through discrete contact points is modeled, based on the concept of the interface 
resistance model developed by Berthoud30). The contact points are idealized as circular discs of radius, a, 
arranged on a regular grid. The points are characterized by two parameters: a separation distance between 
points, b, and the ratio of point radius to separation distance, 𝜉𝜉 𝜉 𝜉𝜉 𝜉𝜉⁄ , which are given by the empirical 
observations. A suitable value of at the UO2-steel contact is 𝜉𝜉 𝜉 𝜉𝜉𝜉.  

The steady-state thermal resistance for s single contact point is obtained analytically as: 

𝑅𝑅�� 𝜉 𝜉
4𝜉𝜉

𝜅𝜅� + 𝜅𝜅�
𝜅𝜅�𝜅𝜅�

 𝜉 (4-34)
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This equation can be converted to an interface-resistance heat-transfer coefficient for multiple contact 
points with its areal density 𝑁𝑁�. 

ℎ�� = 𝑁𝑁�
𝑅𝑅��

= 4𝜉𝜉�𝑁𝑁�
√𝜋𝜋

𝜅𝜅�𝜅𝜅�
𝜅𝜅� + 𝜅𝜅�

 , (4-35)

which is then slightly modified to correct for the effect of heat transfer through neighboring contact 
points29). The resultant interface-resistance heat-transfer coefficient between a crust and a steel wall is 
given by: 

ℎ��,��� = 4𝜉𝜉�𝑁𝑁�
𝑔𝑔𝑔𝜉𝜉𝑔√𝜋𝜋

𝜅𝜅�𝜅𝜅�
𝜅𝜅� + 𝜅𝜅�

 , (4-36)

where the parameter 𝑔𝑔𝑔𝜉𝜉𝑔 as a function of 𝜉𝜉 and 𝑁𝑁� are expressed by: 

𝑔𝑔𝑔𝜉𝜉𝑔 = 1 − 𝐺𝐺��𝜉𝜉 + 𝐺𝐺��𝜉𝜉� , and 

𝑁𝑁� = 𝐶𝐶�� + 𝐶𝐶��𝑉𝑉�
� . 

where 𝑉𝑉�  is the velocity of liquid. The values of 𝐺𝐺�� = 1.40925, 𝐺𝐺�� = 0.40925, 𝐶𝐶�� = 40 × 10�  and 
𝐶𝐶�� = 2.5 × 10� are used in SIMMER-III/SIMMER-IV based on experimental analysis. The heat transfer 
coefficient of the wall side, representing contact resistance, is then given by: 

ℎ��,� = 4𝜉𝜉𝜅𝜅��𝑁𝑁�
𝑔𝑔𝑔𝜉𝜉𝑔√𝜋𝜋  . (4-37)

For the non-equilibrium processes to take place, in which the mass transfer occurs at the interface 
whereas the bulk temperatures of the melt or the wall do not generally satisfy the phase-transition condition, 
the following criteria are introduced. The non-equilibrium melting of the wall occurs when the following 
condition is satisfied: 

ℎ�𝑔𝑇𝑇� − 𝑇𝑇���� 𝑔 > ℎ��,��𝑇𝑇���,� − 𝑇𝑇�� , (4-38)

where 𝑇𝑇����  is the temperature of the supercooled layer. This criterion is simply that the energy transferred 
from the flowing melt to the supercooled layer exceeds the energy which can be extracted by the steel wall 
without melting of the wall surface. On the other hand, non-equilibrium freezing of the melt occurs when 
the energy extracted through the supercooled layer exceeds the energy transferred from flowing melt to 
supercooled layer. This is expressed by the equation 

ℎ�����,���𝑔𝑇𝑇���� − 𝑇𝑇�𝑔 > ℎ�𝑔𝑇𝑇� − 𝑇𝑇���� 𝑔 , (4-39)

where the overall heat-transfer coefficient, ℎ�����,���, and the resistance on the melt side, ℎ��,���, are given 
by 

ℎ�����,��� = � 1
ℎ��,���

+ 1
ℎ��,�

+ 1
ℎ�

�
��

, and (4-40)

 

The improved model is implemented in the non-equilibrium melting/freezing operations in fluid-
dynamics Step 1. Although this model improvement was intended to better simulate fuel freezing, it is 
applicable to non-equilibrium steel freezing on a cold structure surface as well. In the lest of this section, 
the model description part of the previous report is recompiled.  

4.7.2. Fundamental physics of solidification 

In the solidification process in a metal mold, three varieties of grain types are observed: solid nuclei 
appear in the vicinity of the mold wall, grow up to crystals, and form the so-called equiaxed chill zone, 
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arranged on a regular grid. The points are characterized by two parameters: a separation distance between 
points, b, and the ratio of point radius to separation distance, 𝜉𝜉 𝜉 𝜉𝜉 𝜉𝜉⁄ , which are given by the empirical 
observations. A suitable value of at the UO2-steel contact is 𝜉𝜉 𝜉 𝜉𝜉𝜉.  

The steady-state thermal resistance for s single contact point is obtained analytically as: 

𝑅𝑅�� 𝜉 𝜉
4𝜉𝜉

𝜅𝜅� + 𝜅𝜅�
𝜅𝜅�𝜅𝜅�
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ℎ��,��� = 4𝜉𝜉𝜉𝜉��𝑁𝑁�
𝑔𝑔𝑔𝜉𝜉𝑔√𝜋𝜋  . (4-41)

The configurations of above heat transfer coefficients are schematically shown in Fig. 4-7. Since the 
interface temperature is defined by the temperature of the supercooled layer, the heat transfer coefficient of 
the structure side includes the thermal resistance. The heat transfer coefficient for the melt does not include 
the resistance.  

When the supercooled layer solidifies completely, the energy of the flowing melt is transferred to 
the crust. The discrete contact between the melt and the wall is transformed into the contact resistance 
between the crust and the wall. Thus, the overall heat transfer coefficient between the crust and the wall 
includes the thermal resistance as: 

ℎ���,��� = � 1
ℎ�

+ 1
ℎ��,���

+ 1
ℎ��,�

+ 1
ℎ�

�
��

, (4-42)

where ℎ� is simply determined by the heat conduction in the crust fuel. Concerning the blockage formation 
at the leading edge of flowing melt, the original model is unchanged, because it is judged that solid particle 
formation due to the equilibrium mass transfer process and increased viscosity of particle-rich flow can 
well characterize the phenomena. 

4.7.4. Non-equilibrium melting/freezing with improved freezing model 

In the original non-equilibrium M/F model, the rate of phase transition is determined by the net 
energy flow from the binary contact interface. That is, from Eq. (4-17), the net energy flow from the 
interface between the melt and structure is expressed as 

𝑞𝑞�,�� = 𝑎𝑎�,�ℎ�𝑔𝑇𝑇� − 𝑇𝑇�𝑔 + 𝑎𝑎�,�ℎ�𝑔𝑇𝑇� − 𝑇𝑇�𝑔 , (4-43)

where  ℎ�  and ℎ�  are the melt-side and structure-side heat-transfer coefficients, respectively, and the 
instantaneous contact interface temperature 𝑇𝑇� is calculated by  

𝑇𝑇� = ℎ�𝑇𝑇� + ℎ�𝑇𝑇�
ℎ� + ℎ�

 . (4-44)

If Eq. (4-43) is positive, namely the energy is lost at the interface, the melt freezes to compensate this 
energy loss. On the other hand, if Eq. (4-43) is negative, namely the energy is gained at the interface, the 
structure melts to compensate this energy gain.  

While only a single equation is used to predict the mode of phase transition, two inequalities are 
used in the improved freezing model, with replacing the contact interface temperature by the temperature of 
the supercooled zone. Namely, inequalities (4-38) and (4-39) are used to predict melting of structure and 
freezing of melt, respectively. The mass-transfer rates are evaluated from the energy balance as: 

𝑞𝑞������� = 𝑎𝑎�,�ℎ�𝑔𝑇𝑇� − 𝑇𝑇���� 𝑔 − 𝑎𝑎�,�ℎ��,��𝑇𝑇���,� − 𝑇𝑇�� ,  for structure melting, and (4-45a)

𝑞𝑞�������� = 𝑎𝑎�,�ℎ�����,���𝑔𝑇𝑇���� − 𝑇𝑇�𝑔 − 𝑎𝑎�,�ℎ�𝑔𝑇𝑇� − 𝑇𝑇���� 𝑔 ,  for melt freezing. (4-45b)
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When neither Eq. (4-38) nor (4-39) is satisfied, heat transfer is simply calculated without non-equilibrium 
mass transfer. 

4.7.5. Correlation for supercooling temperature 

The supercooling temperature, or the degree of supercooling, is defined as the temperature 
difference between the liquidus temperature and temperature of the supercooled layer, and is dependent on 
properties of materials. The supercooling temperatures of UO2 and tin are 180 and 45 K, respectively. It 
seems obvious that the supercooling temperature increases with increasing the liquidus temperature. First, 
we define the instantaneous contact interface temperature between melt and structure.  

𝑇𝑇���� =
��𝜌𝜌𝜌𝜌�𝜅𝜅��𝑇𝑇� + ��𝜌𝜌𝜌𝜌�𝜅𝜅��𝑇𝑇�

��𝜌𝜌𝜌𝜌�𝜅𝜅�� + ��𝜌𝜌𝜌𝜌�𝜅𝜅��

= �𝛽𝛽𝑇𝑇� + 𝑇𝑇�
�𝛽𝛽 + 1  , (4-46)

where 𝛽𝛽 = �𝜌𝜌𝜌𝜌�𝜅𝜅�� �𝜌𝜌𝜌𝜌�𝜅𝜅��� . Then the supercooling temperature with no phase transition is defined as 

Δ𝑇𝑇��� = 𝑇𝑇��� − 𝑇𝑇����  . (4-47)

To obtain an empirical correlation for the supercooling temperature, Δ𝑇𝑇��, the following functional 
form is assumed, based on a dimensional analysis to extract sensitive parameters: 

Δ𝑇𝑇��
Δ𝑇𝑇���

= 𝑎𝑎𝛽𝛽�� � 𝑇𝑇���
Δ𝑇𝑇���

�
��

 . (4-48)

The equation is re-arranged to obtain the form of the Δ𝑇𝑇�� correlation as: 

Δ𝑇𝑇�� = 𝑎𝑎𝛽𝛽��𝑇𝑇���
��Δ𝑇𝑇���

���� . (4-49)

In the previous report30), an intermediate form of the correlation is derived for fitting the parameters in Eq. 
(4-49) using the UO2, tin and Wood’s metal data, but it is not necessary to reproduce this process here. The 
resultant correlation with the fitted parameter values is: 

Δ𝑇𝑇�� = 0.083𝛽𝛽�.���𝑇𝑇���
�.���Δ𝑇𝑇���

��.��� . (4-50)

Finally, the semi-empirical correlation for the temperature of subcooling layer is obtained by substituting 
Eqs. (4-46) and (4-47). 

𝑇𝑇���� = 𝑇𝑇��� − Δ𝑇𝑇�� = 𝑇𝑇��� − 0.083𝛽𝛽�.���𝑇𝑇���
�.��� �𝑇𝑇��� − �𝛽𝛽𝑇𝑇� + 𝑇𝑇�

�𝛽𝛽 + 1 �
��.���

. (4-51)

The material dependent characteristics are included in this correlation by the liquidus temperature 
and other thermophysical properties. In addition to the experiments used to fit the parameters, the improved 
freezing model has been successfully applied to other high-temperature freezing experiments with stainless 
steel and alumina to confirm a wide applicability of the correlation31).  

 

 

ℎ��,��� = 4𝜉𝜉𝜉𝜉��𝑁𝑁�
𝑔𝑔𝑔𝜉𝜉𝑔√𝜋𝜋  . (4-41)

The configurations of above heat transfer coefficients are schematically shown in Fig. 4-7. Since the 
interface temperature is defined by the temperature of the supercooled layer, the heat transfer coefficient of 
the structure side includes the thermal resistance. The heat transfer coefficient for the melt does not include 
the resistance.  

When the supercooled layer solidifies completely, the energy of the flowing melt is transferred to 
the crust. The discrete contact between the melt and the wall is transformed into the contact resistance 
between the crust and the wall. Thus, the overall heat transfer coefficient between the crust and the wall 
includes the thermal resistance as: 

ℎ���,��� = � 1
ℎ�

+ 1
ℎ��,���

+ 1
ℎ��,�

+ 1
ℎ�

�
��

, (4-42)

where ℎ� is simply determined by the heat conduction in the crust fuel. Concerning the blockage formation 
at the leading edge of flowing melt, the original model is unchanged, because it is judged that solid particle 
formation due to the equilibrium mass transfer process and increased viscosity of particle-rich flow can 
well characterize the phenomena. 

4.7.4. Non-equilibrium melting/freezing with improved freezing model 

In the original non-equilibrium M/F model, the rate of phase transition is determined by the net 
energy flow from the binary contact interface. That is, from Eq. (4-17), the net energy flow from the 
interface between the melt and structure is expressed as 

𝑞𝑞�,�� = 𝑎𝑎�,�ℎ�𝑔𝑇𝑇� − 𝑇𝑇�𝑔 + 𝑎𝑎�,�ℎ�𝑔𝑇𝑇� − 𝑇𝑇�𝑔 , (4-43)

where  ℎ�  and ℎ�  are the melt-side and structure-side heat-transfer coefficients, respectively, and the 
instantaneous contact interface temperature 𝑇𝑇� is calculated by  

𝑇𝑇� = ℎ�𝑇𝑇� + ℎ�𝑇𝑇�
ℎ� + ℎ�

 . (4-44)

If Eq. (4-43) is positive, namely the energy is lost at the interface, the melt freezes to compensate this 
energy loss. On the other hand, if Eq. (4-43) is negative, namely the energy is gained at the interface, the 
structure melts to compensate this energy gain.  

While only a single equation is used to predict the mode of phase transition, two inequalities are 
used in the improved freezing model, with replacing the contact interface temperature by the temperature of 
the supercooled zone. Namely, inequalities (4-38) and (4-39) are used to predict melting of structure and 
freezing of melt, respectively. The mass-transfer rates are evaluated from the energy balance as: 

𝑞𝑞������� = 𝑎𝑎�,�ℎ�𝑔𝑇𝑇� − 𝑇𝑇���� 𝑔 − 𝑎𝑎�,�ℎ��,��𝑇𝑇���,� − 𝑇𝑇�� ,  for structure melting, and (4-45a)

𝑞𝑞�������� = 𝑎𝑎�,�ℎ�����,���𝑔𝑇𝑇���� − 𝑇𝑇�𝑔 − 𝑎𝑎�,�ℎ�𝑔𝑇𝑇� − 𝑇𝑇���� 𝑔 ,  for melt freezing. (4-45b)
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4.8. Improved Crust Formation Model 

4.8.1. Background and assumptions 

Frozen fuel crust formation is modeled as a part of non-equilibrium heat and mass transfer 
processes, in which the rate of crust formation is determined from the energy balance at the interface 
between liquid fuel and structure surface. The crust is assumed to uniformly cover an entire surface of the 
structure, even if the crust being formed is extremely thin. This assumption in the former SIMMER-III 
might be unrealistic because thin oxide crust can be unstable in nature and the assumed perfect crust 
formation overestimates an insulating effect due to a crust layer. This has been identified in a recent 
experimental knowledge from the EAGLE in- and out-of-pile test program, which simulated LMFR fuel 
melting and relocation behaviors in relatively large scales32). SIMMER-III was used in analyzing selected 
experiments. It was shown that the experimentally observed timing of structure wall melting was poorly 
simulated by the code, but was reproduced by increasing the liquid- to-structure heat-transfer coefficient by 
a factor of 3 to 533). This means the former SIMMER-III model has significantly underestimated the heat 
transfer to the structure. This underestimation of the heat transfer to the wall is partly attributed to the 
assumption that the fuel crust layer formed on the entire structure surface stays stable in the SIMMER 
model and the effect of thermal resistance reduced the heat flow into the structure. A model improvement 
specific to this problem was attempted by assuming a part of the structure wall is directly contacted by 
molten fuel and steel34); however a more mechanistic approach was desired for inclusion in SIMMER-III. 

A new approach is based on consideration of an unstable nature of the thin crust layer. It is assumed 
that frozen crust being formed is brittle and imperfect, covering only a part of the structure surface, and this 
allows the partial contact of liquid steel and fuel directly to the structure steel, enhancing the heat flow into 
the structure. In this improved crust formation model, the structure surface is divided into two regions, with 
and without crust fuel, that exchange heat and mass with the fluid mixture. A noncrusted structure surface 
allows to calculate direct-contact heat transfer between fluid components and structure wall. There is no 
major change necessary for the fluid-side heat-transfer coefficient, except that the binary contact areas 
calculated in the interfacial area model are adjusted to treat the two regions in the same mesh cell.  

The following assumptions are made in the improved crust formation model: 

 Frozen fuel crust formed on a cold steel structure surface is unable to cover an entire surface of 
the structure. The structure surface is therefore divided into crusted and noncrusted regions.  

 The surface area of the crusted region is determined in consideration of a minimum stable crust 
thickness. 

 The crusted and noncrusted regions are treated separately for calculating non-equilibrium heat 
and mass transfers from/to fluid components to update the structure surface node mass and 
energy. 

 Even though the heat flows into the can wall are modeled in two paths, the can wall component 
temperatures in the two regions are assumed to be equilibrated instantaneously. The can wall heat 
transfer calculation is performed without separating the two regions. 
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 The equilibrium melting/freezing model and the can wall breakup model are used as in the 
original code.  

4.8.2. Calculative flow and procedure 

The calculative procedure of the improved crust formation model is shown below. Since the 
calculations are performed sequentially, some of changes resulted from Step 1 operations are adjusted only 
in the next time step. This sequential procedure is well justified with small time step sizes used in the fluid-
dynamics calculations. 

 Structure breakup (STRBRK): Structure breakup calculations are performed at the beginning of 
Step 1, based on the results of heat and mass transfer operations in the previous time step. 

 Structure configuration (STRCON): The structure configuration is calculated with determination 
of configuration case, structure-side heat transfer coefficient and area. The structure surface area 
is partitioned into crusted and noncrusted regions.  

 Binary contact areas and fluid-side heat-transfer coefficients (IFA and HTC): The binary contact 
areas and fluid-side heat-transfer coefficient between fluid energy components and structure 
surface are calculated separately for the two regions, although no specific model change is 
necessary. 

 Heat and mass transfers (MFHMT and VCHMT): Non-equilibrium heat and mass transfers are 
calculated at the structure surface including crust formation separately in the two regions. The 
masses and energies of the crust fuel and can wall surface, respectively in the crusted and 
noncrusted regions, are updated. The surface area of the crusted region is adjusted for the next 
time step. 

 Can wall heat transfer (UPDSTR): The can wall heat transfer calculations are performed using 
the same procedure as the original code, without separating the two regions.  

 Equilibrium mass transfer (EQUIMF, called from UPDSTR): Equilibrium melting/freezing 
operations are performed using the updated SIMMER variables. 

4.8.3. Mass and energy equations of crust fuel 

In the improved crust formation model, the total surface area per unit volume of the structure 
surface is divided into the crusted and noncrusted areas: 

𝑎𝑎�� = 𝑎𝑎��,�� + 𝑎𝑎��,����, (4-52)

for the left structure. In the crusted region, fluid energy components exchange heat and mass with crust fuel 
(S2). In the noncrusted region, fluid energy components are directly in contact with either a surface or an 
interior can wall node (S5 or S6) depending on its thickness.  

The mass and energy equations of newly formed crust in the noncrusted region are: 
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A new approach is based on consideration of an unstable nature of the thin crust layer. It is assumed 
that frozen crust being formed is brittle and imperfect, covering only a part of the structure surface, and this 
allows the partial contact of liquid steel and fuel directly to the structure steel, enhancing the heat flow into 
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allows to calculate direct-contact heat transfer between fluid components and structure wall. There is no 
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The following assumptions are made in the improved crust formation model: 

 Frozen fuel crust formed on a cold steel structure surface is unable to cover an entire surface of 
the structure. The structure surface is therefore divided into crusted and noncrusted regions.  

 The surface area of the crusted region is determined in consideration of a minimum stable crust 
thickness. 

 The crusted and noncrusted regions are treated separately for calculating non-equilibrium heat 
and mass transfers from/to fluid components to update the structure surface node mass and 
energy. 

 Even though the heat flows into the can wall are modeled in two paths, the can wall component 
temperatures in the two regions are assumed to be equilibrated instantaneously. The can wall heat 
transfer calculation is performed without separating the two regions. 
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𝜕𝜕�̅�𝜕��,����
𝜕𝜕𝜕𝜕 = Γ��,��,����,  for 𝑘𝑘𝑘 = 𝑘𝑘𝑘 or S6 , and (4-53a)

𝜕𝜕�̅�𝜕��,����𝑒𝑒��,����
𝜕𝜕𝜕𝜕 = Γ��,��,����𝑒𝑒���,����� ,  for 𝑘𝑘𝑘 = 𝑘𝑘𝑘 or S6 . (4-53b)

Similarly, the crust mass and energy equations in the crusted region are: 

𝜕𝜕�̅�𝜕��,��
𝜕𝜕𝜕𝜕 = Γ��,��,��,  for 𝑘𝑘𝑘 = 𝑘𝑘𝑘 , and (4-54a)

𝜕𝜕�̅�𝜕��,��𝑒𝑒��,��
𝜕𝜕𝜕𝜕 = Γ��,��,��𝑒𝑒���,����� ,  for 𝑘𝑘𝑘 = 𝑘𝑘𝑘 . (4-54b)

where mass transfer rates in the above equations are calculated in the non-equilibrium M/F model.  

To determine the surface area of the crusted region, a concept of minimum stable crust thickness is 
introduced, based on a consideration that a thin crust layer is brittle and unstable in nature until a certain 
amount is accumulated to become stable. This limiting thickness for stable formation is represented by 
𝑊𝑊��,���. When crust fuel is newly formed on the noncrusted structure surface, the crust thickness is set to 
this value. Equations (4-53a) and (4-53b) are simply evaluated at the current time step as: 

∆�̅�𝜕��,������� = ∆tΓ��,��,����, and (4-55a)

𝑒𝑒��,������� = 𝑒𝑒���,�����. (4-55b)

The corresponding surface area increase is evaluated by 

∆𝑎𝑎��,����� = ∆𝛼𝛼��,�����

𝑊𝑊��,���
= ∆�̅�𝜕��,������� 𝜐𝜐�����

𝑊𝑊��,���
 , (4-56)

where 𝜐𝜐����� is the specific volume of crust fuel. For a cylindrical geometry, a different formula is to be 
used based on node radii. The surface areas of the crusted and noncrusted regions are updated as: 

𝑎𝑎��,����� = 𝑎𝑎��,��� + ∆𝑎𝑎��,����� , and (4-57a)

𝑎𝑎��,������� = 𝑎𝑎�� − 𝑎𝑎��,�����  . (4-57b)

The newly formed crust in the noncrusted region has been merged into the crusted region. 

4.8.4. Update of crust and can wall mass and energy 

Updated crust mass and energy are: 

�̅�𝜕��,����� = �̅�𝜕���,����� + ∆�̅�𝜕��,������� , and (4-58a)

𝑒𝑒��,����� = �̅�𝜕���,����� �̃�𝑒��,����� + ∆�̅�𝜕��,������� 𝑒𝑒���,�����
�̅�𝜕��,����� , (4-58b)
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where the variables with “tilde” denote those updated in the heat and mass transfer operations in the same 
time step. For the noncrusted region, the mass and energy of the can wall surface or interior node, 
depending on its thickness, are updated. 

After the non-equilibrium M/F and V/C calculations are finished by updating the mass and energy 
of the can wall node in contact with fluids, the can wall mass and energy are integrated. As an example, the 
local variables of the surface node of left can wall, when it is thick, are integrated to: 

�̅�𝜌����� = �̅�𝜌��,����� + �̅�𝜌��,������� , and (4-59a)

𝑒𝑒����� = �̅�𝜌��,����� 𝑒𝑒��,����� + �̅�𝜌��,������� 𝑒𝑒��,�������

�̅�𝜌�����  . (4-59b)

A history of different heat flows in the two regions is lost at this point; however, the current values of 
partitioned structure surface areas updated in Eqs. (4-57a) and (4-57b) are saved for the next time step.  

4.8.5. Geometrical consideration of crust stability 

The minimum stable crust thickness, 𝑊𝑊��,���, should represent the geometrical characteristics, such 
aa shape and curvature, of the structure surface. For a cylindrical geometry, the stability of frozen crust fuel 
being formed would depend on shapes of the surface. It is presumed that the crust formed on a convex 
surface (the left can wall surface), is less stable than on a flat surface. The crust formation on a concave 
surface (the right can wall surface), on the other hand, may be stabler than on a flat surface.  

An input factor, 𝑓𝑓��,����, is introduced to adjust the minimum stable crust thickness depending on 
the shape of structure surface. For the cylindrical geometry, both for SIMMER-III and SIMMER-IV, the 
shapes of the left and right can wall surfaces are convex and concave, respectively. The minimum stable 
crust thickness for the cylindrical geometry is evaluated by: 

𝑊𝑊��,��� =
⎩
⎨
⎧𝑊𝑊��,���

�� �1 + 𝑓𝑓��,����� for left can wall
𝑊𝑊��,���

�� for front and back can walls
𝑊𝑊��,���

�� �1 − 𝑓𝑓��,����� for right can wall
 (5-60)

𝑊𝑊��,���
��  is an input variable for the minimum stable crust thickness on a flat surface, and a typical value is 

0.3 mm. A typical value of 𝑓𝑓��,���� is 0.3 for a pipe with a small diameter such as 5 cm and 0.0 for a pipe 
with a diameter larger than 10 cm. The default value of 𝑓𝑓��,���� is 0.0. For simulating hexagonal duct walls 
in LMFR fuel subassemblies as a flat wall, the value of 0.0 should simply be used. 

4.8.6. Can wall heat transfer calculations 

In the improved crust formation model, a heat flow to the structure is determined by the non-
equilibrium M/F and V/C calculations in the two regions. The mass and energy of the structure surface are 
updated for crust fuel in the crusted region, and can wall surface or interior in the noncrusted region. Since 
the heat flow into crust fuel is much less than the heat transfer in the noncrusted region, the separated 
treatment of can wall heat transfer in the crusted regions is considered unimportant. Therefore, a single-
path heat transfer calculation is performed including the crust fuel. The surface area of the crusted region is 

 

𝜕𝜕�̅�𝜕��,����
𝜕𝜕𝜕𝜕 = Γ��,��,����,  for 𝑘𝑘𝑘 = 𝑘𝑘𝑘 or S6 , and (4-53a)

𝜕𝜕�̅�𝜕��,����𝑒𝑒��,����
𝜕𝜕𝜕𝜕 = Γ��,��,����𝑒𝑒���,����� ,  for 𝑘𝑘𝑘 = 𝑘𝑘𝑘 or S6 . (4-53b)

Similarly, the crust mass and energy equations in the crusted region are: 

𝜕𝜕�̅�𝜕��,��
𝜕𝜕𝜕𝜕 = Γ��,��,��,  for 𝑘𝑘𝑘 = 𝑘𝑘𝑘 , and (4-54a)

𝜕𝜕�̅�𝜕��,��𝑒𝑒��,��
𝜕𝜕𝜕𝜕 = Γ��,��,��𝑒𝑒���,����� ,  for 𝑘𝑘𝑘 = 𝑘𝑘𝑘 . (4-54b)

where mass transfer rates in the above equations are calculated in the non-equilibrium M/F model.  

To determine the surface area of the crusted region, a concept of minimum stable crust thickness is 
introduced, based on a consideration that a thin crust layer is brittle and unstable in nature until a certain 
amount is accumulated to become stable. This limiting thickness for stable formation is represented by 
𝑊𝑊��,���. When crust fuel is newly formed on the noncrusted structure surface, the crust thickness is set to 
this value. Equations (4-53a) and (4-53b) are simply evaluated at the current time step as: 

∆�̅�𝜕��,������� = ∆tΓ��,��,����, and (4-55a)

𝑒𝑒��,������� = 𝑒𝑒���,�����. (4-55b)

The corresponding surface area increase is evaluated by 

∆𝑎𝑎��,����� = ∆𝛼𝛼��,�����

𝑊𝑊��,���
= ∆�̅�𝜕��,������� 𝜐𝜐�����

𝑊𝑊��,���
 , (4-56)

where 𝜐𝜐����� is the specific volume of crust fuel. For a cylindrical geometry, a different formula is to be 
used based on node radii. The surface areas of the crusted and noncrusted regions are updated as: 

𝑎𝑎��,����� = 𝑎𝑎��,��� + ∆𝑎𝑎��,����� , and (4-57a)

𝑎𝑎��,������� = 𝑎𝑎�� − 𝑎𝑎��,�����  . (4-57b)

The newly formed crust in the noncrusted region has been merged into the crusted region. 

4.8.4. Update of crust and can wall mass and energy 

Updated crust mass and energy are: 

�̅�𝜕��,����� = �̅�𝜕���,����� + ∆�̅�𝜕��,������� , and (4-58a)

𝑒𝑒��,����� = �̅�𝜕���,����� �̃�𝑒��,����� + ∆�̅�𝜕��,������� 𝑒𝑒���,�����
�̅�𝜕��,����� , (4-58b)
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used as a crust-to-can-wall heat transfer area. If two cells are coupled through a single can wall with crust 
fuel present on the both sides of the cell boundary of cells IJ and IJ-1, different values can be used for the 
surface areas of the crusted regions. 

The implementation of the above modeling approach in the multi-node can wall model, described in 
Section 5.4, is straightforward, since the multi-node model is simply to replace a single interior can wall 
node with multiple temperature nodes.  

4.9. Inter-cell Heat Transfer Model 

In the original modeling framework of SIMMER-III and SIMMER-IV, inter-cell heat transfer has 
not been calculated, except for lateral thermal coupling of two adjacent cells through a can wall when one 
of the can walls at a cell boundary is missing. In a calculation of internally-heated boiling pools, it revealed 
that treatment of inter-cell heat transfer was necessary to simulate small-scale pool boiling behavior 
correctly. In such a situation as a large temperature gradient exists in a hot liquid pool, lateral and axial 
inter-cell heat transfer becomes essential for simulating heat losses from the pool to the structure wall. 
Another example of requiring inter-cell heat transfer treatment is the situation that the hot liquid is in 
contact axially with a cold structure. It is for these reasons that the inter-cell heat transfer is modeled in the 
later versions of SIMMER-III and SIMMER-IV as described in this section. 

4.9.1. Inter-cell heat transfer model 

In the inter-cell heat transfer model, a transient heat-conduction equation is solved in a simplified 
way. Although the component energies are updated due to inter-cell transfers, the model is treated as a 
part of intra-cell transfers in Step 1, because the fluid convection is not involved. In a multi-component 
and multi-phase system of SIMMER-III and SIMMER-IV, the model is only applied to the same 
components (materials) such as real liquids (fuel, steel or sodium) and vapor mixture.  

The energy equation with no convection term solved in Step 1 is repeated below from Eq. (4-2), 
with adding the contribution of the inter-cell heat transfer:  

𝜕𝜕�̄�𝜕�𝑒𝑒�
𝜕𝜕𝜕𝜕 = 𝑄𝑄� + 𝑄𝑄� + 𝑄𝑄� + 𝑄𝑄�� , (4-61)

where the first three terms on the right side denote the energy sources due to nuclear (internal) heating, 
energy transfer associating with mass transfer and the intra-cell heat transfer, and 𝑄𝑄��  is the heat source due 
to inter-cell heat transfer per unit volume. Since the intra-cell updates of energy have been calculated 
individually, step by step, in Step 1, the inter-cell heat transfer is separated from other heat sources and is 
evaluated simply by the transient heat conduction equation with no other heat sources: 

𝜕𝜕�̄�𝜕�𝑒𝑒�
𝜕𝜕𝜕𝜕 = 𝑄𝑄�� = ∇ ⋅ 𝒒𝒒�,� . (4-62)

The heat flux which appears in this equation is calculated by Fourier's law and includes the turbulent 
thermal conductivity: 

𝒒𝒒�,� = −𝑓𝑓��𝜅𝜅�,� + 𝜅𝜅�,�� ∇𝑇𝑇� , (4-63)
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where 𝜅𝜅�,� is the thermal conductivity of component 𝑀𝑀 and the turbulent thermal conductivity, 𝜅𝜅�,�, is 
evaluated by Plandtl’s mixing length theory as: 

𝜅𝜅�,� = 𝑐𝑐�,�
𝜐𝜐�

𝑙𝑙� , (4-64)

where 𝑐𝑐�,� and 𝜐𝜐� denote the specific heat at constant pressure and the specific volume, respectively, for 
component 𝑀𝑀. The mixing length 𝑙𝑙 is determined based on the location, direction, and the nature of the 
turbulent flow, using either von Karman’s similarity hypothesis or Deisler’s empirical formulation. The 
factor 𝑓𝑓� in Eq. (4-63) is to adjust the heat-transfer area between two cells where the volume fractions of 
component M are different from each other. In fact, this factor must be determined for each direction, 
considering the different heat-transfer areas of mesh cell boundaries. 

The internal energy of component 𝑀𝑀  is updated explicitly using the beginning-of-time-step 
temperatures. An example of inter-cell heat conduction in a rectangular (or axial) direction is given. The 
energy of cell i is updated due to heat conduction from cell j by: 

𝑒𝑒�,�
��� = 𝑒𝑒�,�

� + ∆𝑡𝑡
�̅�𝜌�,�

� 𝑓𝑓��𝜅𝜅�,� + 𝜅𝜅�,�� 𝑇𝑇�,�
� − 𝑇𝑇�,�

�

∆𝑥𝑥�,�
, (4-65)

where ∆𝑥𝑥�,� is the distance between the cell centers (temperature points) of cells i and j. The properties are 
averaged over the momentum cell in-between. Since the explicit procedure may introduce numerical 
problems especially with large time step sizes, an arrangement is made to use special time steps that can be 
smaller than the fluid dynamics time steps.  

4.9.2. Axial heat transfer in structure 

The model has been later extended to calculate axial heat conduction in structure such as cladding 
and can walls. This model is useful for simulating axial heat losses from the hot core region through the 
structure components. A one-dimensional equation for axial heat conduction is expressed as: 

𝜕𝜕�̄�𝜌��𝑒𝑒��
𝜕𝜕𝑡𝑡 = 𝑓𝑓�𝜅𝜅�,��∇𝑇𝑇� , (4-66)

where the structure component M represents structure components such as cladding or can wall. The factor 
𝑓𝑓� again is to adjust the heat-transfer areas between two adjacent cells. The solution procedure is the same 
as the above for inter-cell heat transfer in fluid components, including the special time-step control. 

4.9.3. Axial heat transfer between fluids and structures 

In the original SIMMER-III and SIMMER-IV, hot fluids in a cell cannot transfer their energies to 
the structure in axially adjacent cells. This mechanism of inter-cell heat transfer becomes extremely 
important in correctly treating axial heat losses or simulating melting attack of the structure due to a contact 
of hot liquid. When a solid structure is simulated by the can wall component that fills the mesh cell volume, 
or a mesh cell is plugged by molten steel that has been refrozen as structure, this cell is thermo-
hydraulically decoupled completely from the axially adjacent cells. To avoid this unphysical situation, an 
axial heat transfer model has been developed which models heat transfer between the fluid components in a 
cell and the structure components in adjacent cells above or below the relevant cell35).  

 

used as a crust-to-can-wall heat transfer area. If two cells are coupled through a single can wall with crust 
fuel present on the both sides of the cell boundary of cells IJ and IJ-1, different values can be used for the 
surface areas of the crusted regions. 

The implementation of the above modeling approach in the multi-node can wall model, described in 
Section 5.4, is straightforward, since the multi-node model is simply to replace a single interior can wall 
node with multiple temperature nodes.  

4.9. Inter-cell Heat Transfer Model 

In the original modeling framework of SIMMER-III and SIMMER-IV, inter-cell heat transfer has 
not been calculated, except for lateral thermal coupling of two adjacent cells through a can wall when one 
of the can walls at a cell boundary is missing. In a calculation of internally-heated boiling pools, it revealed 
that treatment of inter-cell heat transfer was necessary to simulate small-scale pool boiling behavior 
correctly. In such a situation as a large temperature gradient exists in a hot liquid pool, lateral and axial 
inter-cell heat transfer becomes essential for simulating heat losses from the pool to the structure wall. 
Another example of requiring inter-cell heat transfer treatment is the situation that the hot liquid is in 
contact axially with a cold structure. It is for these reasons that the inter-cell heat transfer is modeled in the 
later versions of SIMMER-III and SIMMER-IV as described in this section. 

4.9.1. Inter-cell heat transfer model 

In the inter-cell heat transfer model, a transient heat-conduction equation is solved in a simplified 
way. Although the component energies are updated due to inter-cell transfers, the model is treated as a 
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components (materials) such as real liquids (fuel, steel or sodium) and vapor mixture.  
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where the first three terms on the right side denote the energy sources due to nuclear (internal) heating, 
energy transfer associating with mass transfer and the intra-cell heat transfer, and 𝑄𝑄��  is the heat source due 
to inter-cell heat transfer per unit volume. Since the intra-cell updates of energy have been calculated 
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evaluated simply by the transient heat conduction equation with no other heat sources: 
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The modeling concept is the same as the intra-cell heat and mass transfer (Section 4.5) without 
phase transition. All the possible heat-transfer paths are treated in a generalized way between 8 fluid 
components and 9 structure components for SIMMER-III (15 structure components for SIMMER-IV). 
Binary contact areas are evaluated in the same way as the interfacial area model (Section 4.2), with 
considering only the pool flow regimes. The fluid-side heat-transfer coefficients are evaluated in the same 
way as Section 4.4, and the structure-side heat-transfer coefficients are evaluated in the structure 
configuration model (Chapter 5). Even though the structure melting is neglected in this model, if the bulk 
thermal condition after heat transfer satisfies the phase transition criterion, an equilibrium melting/freezing 
operation is performed in the subsequent operation in Step 1. 

The concept of the model is almost similar to the intra-cell heat transfer between fluid energy 
components and the structure in the non-equilibrium M/F heat and mass transfer model. The energy 
equations for heat transfer across the contact interface without phase change are written as: 

𝜕𝜕�̄�𝜕��𝑒𝑒��
𝜕𝜕𝜕𝜕 = � 𝑎𝑎��,��ℎ���𝑇𝑇��,��� − 𝑇𝑇���

���
, and (4-67)

𝜕𝜕�̄�𝜕��𝑒𝑒��
𝜕𝜕𝜕𝜕 = 𝑎𝑎��,��ℎ���𝑇𝑇��,��� − 𝑇𝑇��� . (4-68)

where m and n are fluid and structure components, respectively, and the structure-liquid contact interface 
temperature is defined as: 

𝑇𝑇�,��� = ℎ�𝑇𝑇� + ℎ�,��𝑇𝑇��
ℎ� + ℎ�,��  . (4-69)

The characteristic lengths used in the fluid-side heat transfer coefficients for discontinuous and 
continuous phases are represented by droplet diameter and axial mesh cell size, respectively. The standard 
fluid-side heat transfer coefficients, based on the empirical correlations for a vertical circular tube, are 
applied to the present configuration of the horizontal surface in this model as well. Because of uncertainty 
associated with this, the model is controlled as an input option, with providing the user-specified 
multipliers to fluid heat-transfer coefficients.  

4.10. Miscellaneous Intra-Cell Transfer Updates 

In this section, other miscellaneous intra-cell transfer models are described.  

4.10.1. Nuclear heating updates 

The energy injection into the LMFR core materials is a major mechanism of driving core disruption 
during a CDA. The reactor power may vary drastically with time, depending on an accident sequence 
considered, from the decay power level after neutronic shutdown to thousands of the nominal power level 
when a recriticality event is postulated. In SIMMER-III/SIMMER-IV, nuclear energy release is modeled by 
the specific internal energy generation rates for the five nuclear heat source materials: fertile fuel, fissile 
fuel, steel, sodium and control. No heat source can be specified to fission gas, because of the negligibly 
small contribution. 
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Depending on whether the neutronics option is used or not, there are two options to define the 
specific internal energy generation rates. When the space-dependent neutronics option is used, the nuclear 
heat source is directly supplied from the neutronics module. Based on the initial total power, power 
distribution based on a neutron flux shape and the power amplitude updated every reactivity time step, the 
specific internal energy generation rates are extrapolated to fluid-dynamics time steps. The contribution of 
decay heat generated in fission and capture products is also modeled in a simplified way. Without the 
neutronics module, nuclear heat source can still be defined by user input. The total power, power partition 
among the five heat source materials, radial and axial power distributions are specified for the initial 
conditions. The input power-versus-time table then determines time-dependent nuclear heat source, 
assuming the initial distribution of specific power is kept unchanged. This means the nuclear heating 
calculation without neutronics is inaccurate when large-scale material re-distribution takes place.  

Consider the specific internal energy generation rate due to nuclear heating 𝑄𝑄�(𝑀𝑀𝑀 is determined 
for nuclear heat source material M, then the update in the specific internal energy is simply performed by 

�̃�𝑒���� = 𝑒𝑒�� + Δ𝑡𝑡𝑄𝑄�(𝑀𝑀𝑀 . (4-70)

Equation (4-70) applies to energy updates for all the fluid-dynamics and fuel-pin energy components, and 
there seems to be need to repeat all the equations. The operation of nuclear heating updates for all the 
energy components including pin fuel is performed only in Step 1 as the first energy update in the series of 
Step 1 heat and mass transfer operations. The subsequent heat and mass transfer operations are performed 
based on the updated energy conditions. 

4.10.2. Fuel related model improvement 

Some fuel-related models are included in Step 1 operations. because they directly affect the 
component volume fractions and cell vapor state. They include an improved model of fission gas release 
from liquid-field fuel components and a new model of fuel swelling. Because they are related to the fuel 
pin (structure) model, further details are described in Section 5.7. 

4.10.3. Updates of velocities and interfacial areas 

The Step 1 heat and mass transfers change the macroscopic densities and volume fractions of the 
fluid and structure energy components. These changes then require adjustment in IFAs and velocities 
because of the following reasons. The Step 1 mass transfers include the mass exchange processes between 
two different velocity fields or a fluid velocity field and structure. To conserve the total momentum of the 
velocity fields, the mass transferred is assumed to carry its momentum from the transferring field to the 
transferred field. This results in adjustment of the velocity of the transferred field, whilst the velocity of the 
transferring field is unchanged. This procedure corresponds to solving the momentum equation without 
convection terms shown in Eq. (4-3), reflecting the mass transfers. 

When the mass is transferred from velocity field q to velocity field q’, the updated velocity of the 
transferred velocity field is expressed by 

�⃗�𝑣����� = �̄�𝜌��� �⃗�𝑣��� + 𝛥𝛥𝑡𝑡𝛥𝛥�,���⃗�𝑣��

�̄�𝜌��� + 𝛥𝛥𝑡𝑡𝛥𝛥�,��
 , (4-71)
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way as Section 4.4, and the structure-side heat-transfer coefficients are evaluated in the structure 
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operation is performed in the subsequent operation in Step 1. 
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���
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where m and n are fluid and structure components, respectively, and the structure-liquid contact interface 
temperature is defined as: 
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The characteristic lengths used in the fluid-side heat transfer coefficients for discontinuous and 
continuous phases are represented by droplet diameter and axial mesh cell size, respectively. The standard 
fluid-side heat transfer coefficients, based on the empirical correlations for a vertical circular tube, are 
applied to the present configuration of the horizontal surface in this model as well. Because of uncertainty 
associated with this, the model is controlled as an input option, with providing the user-specified 
multipliers to fluid heat-transfer coefficients.  

4.10. Miscellaneous Intra-Cell Transfer Updates 

In this section, other miscellaneous intra-cell transfer models are described.  

4.10.1. Nuclear heating updates 

The energy injection into the LMFR core materials is a major mechanism of driving core disruption 
during a CDA. The reactor power may vary drastically with time, depending on an accident sequence 
considered, from the decay power level after neutronic shutdown to thousands of the nominal power level 
when a recriticality event is postulated. In SIMMER-III/SIMMER-IV, nuclear energy release is modeled by 
the specific internal energy generation rates for the five nuclear heat source materials: fertile fuel, fissile 
fuel, steel, sodium and control. No heat source can be specified to fission gas, because of the negligibly 
small contribution. 
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where the adjusted velocity does not represent the end-of-time-step update, although it is superscripted as 
n+1, because the actual velocity update is only made in Steps 2-4 setting the above velocities to the 
beginning-of-time-step values. Equation (4-71) is applied to all the velocity fields for all the modes of mass 
transfers, but the velocities are only updated for the transferred fields. The mass transferred from the 
structure field is assumed to carry zero velocity. The momentum of the mass transferred to the structure 
field is simply lost, because the structure field, by definition, is always stationary and works as a 
momentum sink. This means the momentum is not conserved when the mass is transferred from a moving 
field to the structure.  

The Step 1 mass transfers change the component volume fractions, and hence the convectible IFAs 
and flow regime must be adjusted for these changes. The flow regime is re-evaluated based on the updated 
volume fractions as in the same procedure described in Section 4.2.1. The changes of IFAs of droplets and 
particles by the changes of volume fractions are assumed to be proportional to volume fraction to the power 
of 2 over 3.  

A����� = A��� �𝛼𝛼��
���

𝛼𝛼���
�
�
�
. (4-72)

The newly born components by mass transfer are assumed to have radius which are given by input data. 
The change of the component volume fractions causes the migration of IFA between bubbly and dispersed 
flow regions. The amount of this migration generated by mass transfer is calculated in the same way as the 
migration generated by convection, which is given in the reference17).  

4.10.4. Special treatment of single-phase cells 

The Step 1 transfers result in changes in component volume fractions. Under some situations, a 
mesh cell with a small vapor volume fraction at the beginning of time step may turn to single phase with 
potential cell over-filling, resulting in non-physical spurious pressure spikes. This is normally adjusted in 
the Step 3 pressure iteration; however, this sometimes requires to cut down time step sizes extremely small 
in the order of 10-6 s or even less. This treatment is still reasonable when single-phase pressurization is to 
be simulated. On the other hand, the resolution in single-phase pressure propagation is not always 
important in many cases of SIMMER-III/SIMMER-IV application. Under two-phase dominant conditions, 
the single-phase pressure, even if it develops, disappears in a very short time scale and it does not affect an 
overall fluid motion in the system. Thus, in many cases, it is computer-time saving if the cell over-filling 
situation is relieved. 

The method optionally implemented is a simple donor-acceptor approach. In this approach, if mesh-
cell over-filling is detected at the end of Step 1, the over-filled mass in a cell is removed from the cell and 
transferred to the upper adjacent cell, such that the donor cell has the vapor volume fraction corresponding 
to 𝛼𝛼�. If the acceptor cell is over-filled, the cell is scanned further upward. If the top real cell is filled up, 
then the radial direction is scanned.  

This optional method is found to be very effective to reduce computer time, but is of course not 
physically exact, since the fluid is transferred instantaneously to neighboring cells without solving the 
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momentum equations. Nevertheless, the method is justified because the over-filled mass is small enough 
that the overall fluid dynamics is essentially unaffected. It is therefore recommended to use this simple 
method when single-phase pressure spikes generated in Step 1 are reducing the time step sizes seriously. 

 

 

where the adjusted velocity does not represent the end-of-time-step update, although it is superscripted as 
n+1, because the actual velocity update is only made in Steps 2-4 setting the above velocities to the 
beginning-of-time-step values. Equation (4-71) is applied to all the velocity fields for all the modes of mass 
transfers, but the velocities are only updated for the transferred fields. The mass transferred from the 
structure field is assumed to carry zero velocity. The momentum of the mass transferred to the structure 
field is simply lost, because the structure field, by definition, is always stationary and works as a 
momentum sink. This means the momentum is not conserved when the mass is transferred from a moving 
field to the structure.  

The Step 1 mass transfers change the component volume fractions, and hence the convectible IFAs 
and flow regime must be adjusted for these changes. The flow regime is re-evaluated based on the updated 
volume fractions as in the same procedure described in Section 4.2.1. The changes of IFAs of droplets and 
particles by the changes of volume fractions are assumed to be proportional to volume fraction to the power 
of 2 over 3.  

A����� = A��� �𝛼𝛼��
���

𝛼𝛼���
�
�
�
. (4-72)

The newly born components by mass transfer are assumed to have radius which are given by input data. 
The change of the component volume fractions causes the migration of IFA between bubbly and dispersed 
flow regions. The amount of this migration generated by mass transfer is calculated in the same way as the 
migration generated by convection, which is given in the reference17).  

4.10.4. Special treatment of single-phase cells 

The Step 1 transfers result in changes in component volume fractions. Under some situations, a 
mesh cell with a small vapor volume fraction at the beginning of time step may turn to single phase with 
potential cell over-filling, resulting in non-physical spurious pressure spikes. This is normally adjusted in 
the Step 3 pressure iteration; however, this sometimes requires to cut down time step sizes extremely small 
in the order of 10-6 s or even less. This treatment is still reasonable when single-phase pressurization is to 
be simulated. On the other hand, the resolution in single-phase pressure propagation is not always 
important in many cases of SIMMER-III/SIMMER-IV application. Under two-phase dominant conditions, 
the single-phase pressure, even if it develops, disappears in a very short time scale and it does not affect an 
overall fluid motion in the system. Thus, in many cases, it is computer-time saving if the cell over-filling 
situation is relieved. 

The method optionally implemented is a simple donor-acceptor approach. In this approach, if mesh-
cell over-filling is detected at the end of Step 1, the over-filled mass in a cell is removed from the cell and 
transferred to the upper adjacent cell, such that the donor cell has the vapor volume fraction corresponding 
to 𝛼𝛼�. If the acceptor cell is over-filled, the cell is scanned further upward. If the top real cell is filled up, 
then the radial direction is scanned.  

This optional method is found to be very effective to reduce computer time, but is of course not 
physically exact, since the fluid is transferred instantaneously to neighboring cells without solving the 
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Table 4-2. Numbers of binary contacts and mass transfer paths in SIMMER-III/SIMMER-IV. 

 SIMMER-III SIMMER-IV
No. of binary contact interfaces (total) 52 68 

(between fluid components) (28) (28) 
(between fluid component and structure) (24) (40) 

No. of melting/freezing heat and mass transfer paths* 22 32 
No. of vaporization/condensation heat and mass transfer 
paths* 

33 39 

* only important mass transfer paths are actually modeled 

 

Table 4-3. Non-equilibrium mass transfer paths modeled in SIMMER-III. (1/2) 

Interface 
ID 

Interface Processes Mass transfer 
rate 

I1 liquid fuel-vapor Condense fuel vapor/Vaporize liquid fuel Γ������ /Γ������  
I2 liquid steel-vapor Condense fuel and steel vapor/Vaporize liquid 

steel 
Γ������ /Γ������  

(m=1, 2) 
I3 liquid sodium-vapor Condense fuel, steel and sodium 

vapor/Vaporize liquid sodium 
Γ������ /Γ������  
(m=1, 2, 3) 

I4 fuel particles-vapor Condense fuel, steel and sodium vapor Γ������  
(m=1, 2, 3) 

I5 steel particles-vapor Condense fuel, steel and sodium vapor Γ������  
(m=1, 2, 3) 

I6 control particles-vapor Condense fuel, steel and sodium vapor Γ������  
(m=1, 2, 3) 

I7 fuel chunks-vapor Condense fuel, steel and sodium vapor Γ������  
(m=1, 2, 3) 

I8 liquid fuel-liquid steel Vaporize liquid steel Γ������  
I9 liquid fuel-liquid 

sodium 
Vaporize liquid sodium Γ������  

I10 liquid fuel-fuel particles Form fuel particles/Melt fuel particles Γ�������� /Γ��������  
I11 liquid fuel-steel 

particles 
Form fuel particles/Melt steel particles Γ�������� /Γ��������  

I13 liquid fuel-fuel chunks Form fuel chunks/Melt fuel chunks Γ�������� /Γ��������  
I14 liquid steel-liquid 

sodium 
Vaporize liquid sodium Γ�������  

I16 liquid steel-steel 
particles 

Form steel particles/Melt steel particles Γ�������� /Γ��������  

I29 pin-vapor Condense fuel, steel and sodium vapor Γ�������  
(m=1, 2, 3) 
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Table 4-3. Non-equilibrium mass transfer paths modeled in SIMMER-III. (2/2) 

Interface 
ID 

Interface Processes Mass transfer 
rate 

I30 pin-liquid fuel Form fuel particles/Melt cladding Γ��,����� /Γ��,�����  
I31 pin-liquid steel Freeze steel on cladding/Melt cladding Γ��,����� /Γ��,�����  
I37 left can wall or crust-

vapor 
Condense fuel, steel and sodium vapor Γ�,�����  

(m=1, 2, 3)
I38 left can wall or crust-

liquid fuel 
Form crust/Melt crust/Melt can wall Γ��,����� /Γ��,�����  

/Γ��,�����  or Γ��,�����

I39 left can wall or crust-
liquid steel 

Freeze steel to can wall/Melt can wall Γ��,�����  or Γ��,�����

/Γ��,�����  or Γ��,�����

I45 right can wall or crust-
vapor 

Condense fuel, steel and sodium vapor Γ�,�����  
(m=1, 2, 3)

I46 right can wall or crust-
liquid fuel 

Form crust/Melt crust/Melt can wall Γ��,����� /Γ��,�����  
/Γ��,�����  or Γ��,�����

I47 right can wall or crust-
liquid steel 

Freeze steel to can wall/Melt can wall Γ��,�����  or Γ��,�����

/Γ��,�����  or Γ��,�����

 
 

 

Fig. 4-1. Flow of intra-cell heat and mass transfer calculations (Step 1). 
 
 
  

 

Table 4-2. Numbers of binary contacts and mass transfer paths in SIMMER-III/SIMMER-IV. 

 SIMMER-III SIMMER-IV
No. of binary contact interfaces (total) 52 68 

(between fluid components) (28) (28) 
(between fluid component and structure) (24) (40) 

No. of melting/freezing heat and mass transfer paths* 22 32 
No. of vaporization/condensation heat and mass transfer 
paths* 

33 39 

* only important mass transfer paths are actually modeled 

 

Table 4-3. Non-equilibrium mass transfer paths modeled in SIMMER-III. (1/2) 

Interface 
ID 

Interface Processes Mass transfer 
rate 

I1 liquid fuel-vapor Condense fuel vapor/Vaporize liquid fuel Γ������ /Γ������  
I2 liquid steel-vapor Condense fuel and steel vapor/Vaporize liquid 

steel 
Γ������ /Γ������  

(m=1, 2) 
I3 liquid sodium-vapor Condense fuel, steel and sodium 

vapor/Vaporize liquid sodium 
Γ������ /Γ������  
(m=1, 2, 3) 

I4 fuel particles-vapor Condense fuel, steel and sodium vapor Γ������  
(m=1, 2, 3) 

I5 steel particles-vapor Condense fuel, steel and sodium vapor Γ������  
(m=1, 2, 3) 

I6 control particles-vapor Condense fuel, steel and sodium vapor Γ������  
(m=1, 2, 3) 

I7 fuel chunks-vapor Condense fuel, steel and sodium vapor Γ������  
(m=1, 2, 3) 

I8 liquid fuel-liquid steel Vaporize liquid steel Γ������  
I9 liquid fuel-liquid 

sodium 
Vaporize liquid sodium Γ������  

I10 liquid fuel-fuel particles Form fuel particles/Melt fuel particles Γ�������� /Γ��������  
I11 liquid fuel-steel 

particles 
Form fuel particles/Melt steel particles Γ�������� /Γ��������  

I13 liquid fuel-fuel chunks Form fuel chunks/Melt fuel chunks Γ�������� /Γ��������  
I14 liquid steel-liquid 

sodium 
Vaporize liquid sodium Γ�������  

I16 liquid steel-steel 
particles 

Form steel particles/Melt steel particles Γ�������� /Γ��������  

I29 pin-vapor Condense fuel, steel and sodium vapor Γ�������  
(m=1, 2, 3) 
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Fig. 4-4. Concept of transition flow and pool flow regime map in SIMMER-III/SIMMER-IV. 
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Fig. 4-5. Channel flow regime map for SIMMER-III/SIMMER-IV. 
 
 

 

 
 
 

Fig. 4-4. Concept of transition flow and pool flow regime map in SIMMER-III/SIMMER-IV. 
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(a) Possible mass transfers at an (A,B) interface with net heat flow to the interface 
toward Component B: Component A condenses or freezes 

 

 
(b) Possible mass transfers at an (A,B) interface with net heat flow to the interface  

toward Component A: Component B condenses or freezes 

Fig. 4-6. Basic concept of heat-transfer limited processes. 
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Fig. 4-7. Schematic representation of heat transfer coefficients at the melt-wall interface 
  

 

(a) Possible mass transfers at an (A,B) interface with net heat flow to the interface 
toward Component B: Component A condenses or freezes 

 

 
(b) Possible mass transfers at an (A,B) interface with net heat flow to the interface  

toward Component A: Component B condenses or freezes 

Fig. 4-6. Basic concept of heat-transfer limited processes. 
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5. Fuel-Pin and Structure Model 

5.0. Overview 

5.0.1. Background of models and methods 

The structure field of the SIMMER-III/SIMMER-IV constitutes of solid components that are 
stationary. In as LMFR core they are fuel pins and subassembly can walls. In the former SIMMER-II1), pin 
fuel and can wall are both represented by a single temperature node. This simplistic assumption has 
shortcomings that, for example, the surfaces of pin fuel or can walls cannot respond to rapid variations in 
fluid temperature. In the SIMMER-III/SIMMER-IV structure model, thick structure components (pin fuel 
and can wall) are divided into a quickly responding surface node and a slowly responding interior node. 
This two-node representation, together with a more flexible treatment of inter-cell coupling through can 
wall heat transfer, has significantly improved the analysis of core melt-out behaviors. 

Since a detailed model description is available for the SIMMER structure model15), only an outline 
of the fuel pin and can wall models are presented in Sections 5.1 and 5.2, respectively. Recent revision of 
the hydraulic diameter in a pool configuration is included in Section 5.2. The original models for structure-
related heat and mass transfers are summarized in Section 5.3. The model improvements and additions 
implemented after the issuance of the above report are then presented, including: a multi-node can wall 
model, improved freezing model, improved crust formation model, additional structure failure and breakup 
models and other small model improvements. The improved freezing model and the improved crust 
formation model are parts of the non-equilibrium melting/freezing model in fluid-dynamics Step 1, and 
hence they are described in Chapter 4. 

5.0.2. Interaction with other models 

The fuel-pin and structure model is not an independent code module, but parts of the model is 
included in the fluid-dynamics module. Only the fuel-pin heat transfer model is programmed outside the 
fluid dynamics module. Thus, the model is intimately coupled with the fluid dynamics through heat and 
mass transfer processes, such as heat transfer between structure surface and fluid flow, melting or breakup 
of structure components, and freezing of liquid components on the structure surface. Because any changes 
in structure volume fraction and mass and energy transfer may significantly and immediately influence the 
state and multi-phase flows in a fluid-dynamics mesh cell, many of the structure related heat and mass 
transfer operations are directly performed in Step 1 of the fluid dynamics.  

The internal heat sources of structure energy components due to nuclear heating are provided by the 
neutronics model. The macroscopic densities and specific internal energies of all the structure and fluid 
energy components are transferred to the neutronic model to calculate atom number densities and 
temperatures necessary for determining the effective shielded macroscopic cross sections.  
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5.1. Outline of Fuel Pin Model 

Since a detailed model description is available for the SIMMER-III structure model15), only an 
outline of the models is given in this section. 

5.1.1. Fuel-pin structure configuration 

Axial and radial geometries of the SIMMER fuel-pin configuration are depicted in Figs. 5-1 and 5-
2, respectively. A fuel pin consists of pin fuel (representing pellets), or control for a control rod assembly, 
and cladding of steel. No-flow volume can be specified to simulate a volume fraction of the central hole, 
pellet-cladding gap or the internal volume in the fission gas plenum region. The standard fuel-pin model is 
rather simple with a pellet interior modeled by a single temperature node and with breakup modeled only 
by a thermal (melt fraction) criterion. However, the separated treatment of a pellet surface node provides 
better thermal coupling with the fluid. Because of the relatively large thermal inertia of the pellet interior, 
the fuel-pin heat-transfer calculation can be performed with time steps larger than the fluid-dynamics steps. 
This simplified model is considered sufficient for simulating the fuel-pin behavior in a voided channel 
typical for a loss-of-flow accident. The axial blanket and fission-gas plenum regions can be placed both 
above and below the core region.  

A thickness of the pin-fuel surface node is determined from the thermal penetration length, 2𝛿𝛿�, 
using the input time constant 𝜏𝜏���,�, in consideration of transient thermal response.  

2𝛿𝛿� = 2√3�𝜅𝜅�𝜏𝜏���,�
𝜌𝜌�𝑐𝑐�

, (5-1)

where the coefficient 2√3 is determined by assuming a transient temperature profile is parabolic. The 
temperature points of the cladding and surface node are placed respectively at the radial center of their 
thickness, and the temperature point of the pin pin-fuel interior node is selected at the mass centroid. 

The thickness of can-wall surface node is determined in the same way as Eq. (5-1).  

5.1.2. Fuel-pin heat transfer 

The basic equations of mass and energy conservation of the fuel-pin component m are : 

𝜕𝜕�̄�𝜌�
𝜕𝜕𝜕𝜕 = −𝛤𝛤� , and (5-2)

𝜕𝜕�̄�𝜌�𝑒𝑒�
𝜕𝜕𝜕𝜕 = ℎ�,���𝑎𝑎�,���(𝑇𝑇��� − 𝑇𝑇�) + ℎ���,�𝑎𝑎���,�(𝑇𝑇��� − 𝑇𝑇�) + 𝑄𝑄�,� + 𝑄𝑄�,� , (5-3)

where the subscript m denotes  the fuel-pin radial node, and Eq. (5-2) represent all the modes of mass 
transfer from the fluid. The 𝑄𝑄�,� and 𝑄𝑄�,� terms denote the energy transfer rates due to heat transfer from 
the fluid and nuclear heating, respectively. The heat-conduction equation in a cylindrical geometry is 
solved for specific internal energies of the three fuel-pin components (interior, surface and cladding). The 
heat transfer coefficient between pin-fuel surface and cladding includes the gap conductance. There are 
three options available for the gap conductance as documented in the structure model report15).  

 

5. Fuel-Pin and Structure Model 

5.0. Overview 

5.0.1. Background of models and methods 

The structure field of the SIMMER-III/SIMMER-IV constitutes of solid components that are 
stationary. In as LMFR core they are fuel pins and subassembly can walls. In the former SIMMER-II1), pin 
fuel and can wall are both represented by a single temperature node. This simplistic assumption has 
shortcomings that, for example, the surfaces of pin fuel or can walls cannot respond to rapid variations in 
fluid temperature. In the SIMMER-III/SIMMER-IV structure model, thick structure components (pin fuel 
and can wall) are divided into a quickly responding surface node and a slowly responding interior node. 
This two-node representation, together with a more flexible treatment of inter-cell coupling through can 
wall heat transfer, has significantly improved the analysis of core melt-out behaviors. 

Since a detailed model description is available for the SIMMER structure model15), only an outline 
of the fuel pin and can wall models are presented in Sections 5.1 and 5.2, respectively. Recent revision of 
the hydraulic diameter in a pool configuration is included in Section 5.2. The original models for structure-
related heat and mass transfers are summarized in Section 5.3. The model improvements and additions 
implemented after the issuance of the above report are then presented, including: a multi-node can wall 
model, improved freezing model, improved crust formation model, additional structure failure and breakup 
models and other small model improvements. The improved freezing model and the improved crust 
formation model are parts of the non-equilibrium melting/freezing model in fluid-dynamics Step 1, and 
hence they are described in Chapter 4. 

5.0.2. Interaction with other models 

The fuel-pin and structure model is not an independent code module, but parts of the model is 
included in the fluid-dynamics module. Only the fuel-pin heat transfer model is programmed outside the 
fluid dynamics module. Thus, the model is intimately coupled with the fluid dynamics through heat and 
mass transfer processes, such as heat transfer between structure surface and fluid flow, melting or breakup 
of structure components, and freezing of liquid components on the structure surface. Because any changes 
in structure volume fraction and mass and energy transfer may significantly and immediately influence the 
state and multi-phase flows in a fluid-dynamics mesh cell, many of the structure related heat and mass 
transfer operations are directly performed in Step 1 of the fluid dynamics.  

The internal heat sources of structure energy components due to nuclear heating are provided by the 
neutronics model. The macroscopic densities and specific internal energies of all the structure and fluid 
energy components are transferred to the neutronic model to calculate atom number densities and 
temperatures necessary for determining the effective shielded macroscopic cross sections.  
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 a constant value specified by user input, 

 a simple conductance model based on gap gas conduction and radiation heat transfer, and  

 a more elaborated model to consider fuel-cladding contact behavior as well as gap gas 
conductance and radiation.  

The solution procedure is implicit, by expanding the end-of-time-step temperatures on the right side 
of Eq. (5-3) into a Taylor series with respect to specific internal energy. The resultant linear equations are 
solved directly. The fuel-pin surface (cladding, or pin fuel surface node when cladding is missing) 
exchanges mass and energy with the contacting fluid and this is operated in the fluid-dynamics Step 1. In 
the fission-gas plenum region, the gas temperature is represented by one point and the heat transfer is 
solved explicitly because of its slow thermal response. For a control subassembly, the pin fuel is replaced 
by the control material (B4C), which is represented by a single node.  

The calculations are conducted outside the fluid-dynamics module at heat-transfer time steps which 
are larger than fluid-dynamics time steps, because of large thermal inertia of the pin fuel. The heat-transfer 
time steps are, by default, set equal to the reactivity time steps because the fuel temperature change is 
closely related to nuclear heating rates. The time-step sizes are controlled based on: the changes in the 
specific energies of pin fuel and cladding, and the change in the power amplitude. 

5.2. Outline of Can Wall Model 

A detailed model description is available for this model, only the outlines of the models are given 
below. Although only the model for left and right can walls are described in this section, the same 
procedure is implemented for the front and back can walls as well.  

A can wall represents fuel subassembly hexagonal duct walls (wrapper tubes) in LMFR simulation 
or circular pipe in many non-LMFR calculations. Thus, both the slab and cylindrical geometries are 
optionally available. The latter is applied only to the left and right can walls in the radial direction (index i) 
both in SIMMER-III and SIMMER-IV. 

5.2.1. Can-wall structure configuration 

A general configuration of the SIMMER-III structure components in a mesh cell IJ are depicted in 
Fig. 5-3, together with the can-wall components in the adjacent cells. The SIMMER-III can wall model 
distinguishes separated left and right can walls (plus front and back can walls in SIMMER-IV), which are 
placed at the left and right mesh-cell boundaries, respectively. At each mesh-cell boundary, there are two 
can walls, one from cell IJ and the other from an adjacent cell, and no-flow volumes can be specified in 
between to represent the inter-subassembly gap volume. The presence of the can wall at a cell boundary 
prohibits fluid flow in the traverse direction and furnishes a structure wall for an axial fluid flow. Fuel crust 
can grow on a can wall when the fuel solidification on the can-wall surface is predicted by the heat and 
mass transfer model. 

Similarly to the pin-fuel surface node, each can wall is divided into: a surface and interior nodes。
The surface node is to model a quicker thermal response in contact with fluid flow. The thickness of the 
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surface node is determined from Eq. (5-1) as well. When the can wall becomes thin due to mass transfer to 
fluid (melting and ablation), the two can wall nodes are merged into a single interior node. As long as two 
can walls are present at a cell boundary, either thick or thin, the two adjacent mesh cells are assumed to be 
thermally decoupled and no heat transfer is calculated in-between. Inter-cell heat transfer is calculated only 
when one of the two can walls at a cell boundary is missing. The above requires a complex procedure to 
define the variations in can-wall structure configuration as summarized in Table 5-1. These variations 
represent different can-wall configurations either: presence of can wall or not, thick or thin, with or without 
crust fuel, and adjacent cells decoupled or coupled.  

There are 8 configuration cases and 4 sub-cases each for Cases 7 and 8. Cases 1 through 6 are for 
special case treatment of an isolated can wall for the first and the last boundary mesh cells (I=1 or IB) in the 
radial (traverse) direction. Cases 7 and 8 are for general treatment of the right boundaries of internal mesh 
cells (I=1, 2, …, IB-1). Two adjacent cells are decoupled in Case 7, where two can walls (right can wall in 
cell IJ and left can wall in cell IJ+1) are both present. Two cells are coupled when one of the can walls is 
missing in Case 8. Depending on whether the can wall is thick or thin and whether there exists crust fuel or 
not, there are 4 sub-cases in Cases in 7 and 8, as shown in Table 5-1. For Case 7, the treatment of 
decoupled can walls in a mesh cell in 4 sub-cases is the same as that for either Cases 1, 2, 4 or 5. In Case 8, 
the most complex situation with inter-cell coupling, as many as 5 temperature points are defined in Case 8d.  

A special treatment is necessary when a thick can wall is coupled with an adjacent cell; a part of the 
thick can wall interior is transferred to the adjacent cell as the surface node and the macroscopic densities 
are adjusted. This treatment is somewhat tricky, but is performed only to calculate inter-cell heat and mass 
transfers. The volume fraction of the surface node set over from the adjacent cell is not added to calculate 
the total structure volume fraction 𝛼𝛼�  in the transferred cell (accepter cell) but is accounted in the 
transferring cell (donor cell). This treatment is necessary to conserve the structure volumes in the two cells 
as described later. 

The thickness of a can wall is calculated, for the left can wall, as 

𝑊𝑊��� =
⎩
⎨
⎧𝛼𝛼�� + 𝛼𝛼��

𝑎𝑎���
for slab geometry

�𝑟𝑟��� + (𝑟𝑟��� − 𝑟𝑟��� )(𝛼𝛼�� + 𝛼𝛼��) − 𝑟𝑟�� for cylindrical geometry
  , (5-4a)

where 𝑎𝑎��� is the surface area of left can wall per unit volume, and 𝑟𝑟�� and 𝑟𝑟�� are the radii of the left and 
right boundaries of the mesh cell, respectively. This equation is valid for an isolated (decoupled) can wall 
(Cases 1 to 7). However, when a part of the interior node is transferred from cell IJ to an adjacent cell like 
in Case 8, the volume fraction of the set-over can wall is brought back to the original transferring cell.  

𝑊𝑊��� =

⎩
⎪⎨
⎪⎧�𝛼𝛼�� + 𝛼𝛼�� + 𝛼𝛼��,����

𝑉𝑉����
𝑉𝑉��

� 𝑎𝑎����

�𝑟𝑟��� + (𝑟𝑟��� − 𝑟𝑟��� ) �𝛼𝛼�� + 𝛼𝛼�� + 𝛼𝛼��,����
𝑉𝑉����

𝑉𝑉��
� − 𝑟𝑟��

 , (5-4b)

 

 a constant value specified by user input, 

 a simple conductance model based on gap gas conduction and radiation heat transfer, and  

 a more elaborated model to consider fuel-cladding contact behavior as well as gap gas 
conductance and radiation.  

The solution procedure is implicit, by expanding the end-of-time-step temperatures on the right side 
of Eq. (5-3) into a Taylor series with respect to specific internal energy. The resultant linear equations are 
solved directly. The fuel-pin surface (cladding, or pin fuel surface node when cladding is missing) 
exchanges mass and energy with the contacting fluid and this is operated in the fluid-dynamics Step 1. In 
the fission-gas plenum region, the gas temperature is represented by one point and the heat transfer is 
solved explicitly because of its slow thermal response. For a control subassembly, the pin fuel is replaced 
by the control material (B4C), which is represented by a single node.  

The calculations are conducted outside the fluid-dynamics module at heat-transfer time steps which 
are larger than fluid-dynamics time steps, because of large thermal inertia of the pin fuel. The heat-transfer 
time steps are, by default, set equal to the reactivity time steps because the fuel temperature change is 
closely related to nuclear heating rates. The time-step sizes are controlled based on: the changes in the 
specific energies of pin fuel and cladding, and the change in the power amplitude. 

5.2. Outline of Can Wall Model 

A detailed model description is available for this model, only the outlines of the models are given 
below. Although only the model for left and right can walls are described in this section, the same 
procedure is implemented for the front and back can walls as well.  

A can wall represents fuel subassembly hexagonal duct walls (wrapper tubes) in LMFR simulation 
or circular pipe in many non-LMFR calculations. Thus, both the slab and cylindrical geometries are 
optionally available. The latter is applied only to the left and right can walls in the radial direction (index i) 
both in SIMMER-III and SIMMER-IV. 

5.2.1. Can-wall structure configuration 

A general configuration of the SIMMER-III structure components in a mesh cell IJ are depicted in 
Fig. 5-3, together with the can-wall components in the adjacent cells. The SIMMER-III can wall model 
distinguishes separated left and right can walls (plus front and back can walls in SIMMER-IV), which are 
placed at the left and right mesh-cell boundaries, respectively. At each mesh-cell boundary, there are two 
can walls, one from cell IJ and the other from an adjacent cell, and no-flow volumes can be specified in 
between to represent the inter-subassembly gap volume. The presence of the can wall at a cell boundary 
prohibits fluid flow in the traverse direction and furnishes a structure wall for an axial fluid flow. Fuel crust 
can grow on a can wall when the fuel solidification on the can-wall surface is predicted by the heat and 
mass transfer model. 

Similarly to the pin-fuel surface node, each can wall is divided into: a surface and interior nodes。
The surface node is to model a quicker thermal response in contact with fluid flow. The thickness of the 
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where the volume ratio is necessary to conserve can wall mass. The right can wall is treated in the same 
way. 

Whether a can wall is thick or not is determined by the remaining thickness of interior node which 
must be larger than 2𝛿𝛿� to be thick. An isolated can wall (Cases 1 to 7) is regarded as thick if 𝑊𝑊��� > 4𝛿𝛿� 
is satisfied. A coupled can wall (Case 8) is regarded as thick if 𝑊𝑊��� > 6𝛿𝛿� is satisfied, since two surface 
nodes must be considered. 

5.2.2. Can-wall heat transfer 

The can-wall heat transfer is modeled considering the above combinations of geometrical 
configuration and heat transfer paths. A typical energy equation of the temperature node m is written as: 

𝜕𝜕�̄�𝜕�𝑒𝑒�
𝜕𝜕𝜕𝜕 = ℎ�����𝑎𝑎�����(𝑇𝑇��� − 𝑇𝑇�) + ℎ�����𝑎𝑎�����(𝑇𝑇��� − 𝑇𝑇�) . (5-5)

The calculation is performed for up to five structure-component nodes at fluid time steps in either a slab 
geometry to represent LMFR subassembly duct or a cylinder geometry to simulate a circular pipe wall. 
Updates of specific internal energy and temperature of outer-most structure node, which contacts the fluid 
flow, have been performed in the heat and mass transfer model in fluid-dynamics Step 1 before can wall 
heat transfer. The update of internal energy due to nuclear heating is performed outside the structure model. 

A solution method is implicit similarly to the fuel-pin heat transfer model. The end-of-time-step 
temperatures on the right side of Eq. (5-5) are expanded to a Taylor series with respect to specific internal 
energies. The resultant set of linearized equations, of up to 5 temperature nodes in Case 8d, are solved by a 
direct method. 

5.2.3. Structure volume fraction and hydraulic diameter 

The total volume fraction of structure, 𝛼𝛼� , is an important variable, since it provides a basis to 
define the volume fraction of flow, (1 − 𝛼𝛼�), and vapor volume fraction (void fraction), (1−𝛼𝛼� − 𝛼𝛼�). 𝛼𝛼� is 
simply a summation of the volume fractions of individual structure components and no-flow volumes. The 
volume fraction of pin-fuel interior, not defined as a fluid-dynamics structure component, is also added. 

𝛼𝛼� = 𝛼𝛼��� + � �̄�𝜕��𝜐𝜐��
�

���
+ 𝛼𝛼������ + 𝛼𝛼������ + 𝛼𝛼������ . (5-6)

This is a nominal formulation with no inter-cell thermal coupling. When one of two can walls at a cell 
boundary is missing as treated in Case 8, a complex set-over procedure is implemented in which a part of 
can-wall mass is transferred from cell IJ to the adjacent cell IJ+1, or from cell IJ+1 to cell IJ, as a new 
surface node. Inter-cell can wall heat transfer and the heat and mass transfer in these two cells are 
calculated in a consistent way. However, when the total structure volume fraction is calculated, the volume 
fraction of the transferred surface node must be brought back to the original transferring cell to conserve 
volume. A complete logical formulation of this procedure is described in the structure model report15).  
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𝛼𝛼� = 𝛼𝛼��� + � �̄�𝜌��𝜐𝜐��

�

���
+ 𝛼𝛼��,��� + 𝛼𝛼��,��� + 𝛼𝛼��,��� + �̄�𝜌��𝜐𝜐��

+ �̄�𝜌��(𝑖𝑖𝑖𝑖)𝜐𝜐��(𝑖𝑖𝑖𝑖)𝐻𝐻�𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝑖𝑖𝑖𝑖)� + �̄�𝜌��(𝑖𝑖𝑖𝑖)𝜐𝜐��(𝑖𝑖𝑖𝑖)
+ �̄�𝜌��(𝑖𝑖𝑖𝑖)𝜐𝜐��(𝑖𝑖𝑖𝑖)𝐻𝐻�𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝑖𝑖𝑖𝑖)� + �̄�𝜌��(𝑖𝑖𝑖𝑖)𝜐𝜐��(𝑖𝑖𝑖𝑖)

+ �̄�𝜌��(𝑖𝑖𝑖𝑖 + 𝑖)𝜐𝜐��(𝑖𝑖𝑖𝑖 + 𝑖)𝐻𝐻�𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝑖𝑖𝑖𝑖 + 𝑖)� 𝑉𝑉����
𝑉𝑉��

+ �̄�𝜌��(𝑖𝑖𝑖𝑖 𝑖 𝑖)𝜐𝜐��(𝑖𝑖𝑖𝑖 𝑖 𝑖)𝐻𝐻�𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝑖𝑖𝑖𝑖 𝑖 𝑖)� 𝑉𝑉����
𝑉𝑉��

 , 

(5-7)

where 𝐻𝐻(𝑥𝑥) is the Heaviside function, 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 are flags to recognize the presence of can wall 
in the left and right cell boundaries, respectively. The macroscopic densities of can wall components are 
denoted as energy components for simplicity. 

The hydraulic diameter, 𝐷𝐷�, is another important variable in fluid dynamics, and is defined as 

𝐷𝐷� = 4 × [flow area]
[wetted perimeter] = 4𝑁𝑁����

𝑃𝑃����
= 4(𝑖 𝑖 𝛼𝛼�)

𝑎𝑎��� + 𝑎𝑎��� + 𝑎𝑎���
, (5-8)

where 𝑎𝑎���, 𝑎𝑎���, and 𝑎𝑎��� are the structure surface areas per unit volume of the fuel pin, left can wall 
and right can wall, respectively. When there is no structure existing in a cell, the hydraulic diameter is set 
to a large value,  

𝐷𝐷� = 𝑖0�� , (5-9)

such that the effects of structure on heat transfer and momentum exchange (friction) are eliminated. The 
hydraulic diameter in a pool configuration with an outer wall is determined from a mesh-cell width and the 
structure volume fraction as: 

𝐷𝐷� = (𝑖 𝑖 𝛼𝛼�)∆𝑁𝑁 , (5-10)

where ∆𝑁𝑁 denotes the mesh cell width in cylindrical geometry.  

It is also noted that the selection of flow regimes, pool or channel, in a mesh cell is determined from 
the hydraulic diameter. If the hydraulic diameter 𝐷𝐷� is larger than the input threshold, 𝐷𝐷�,����, the flow in 
the cell is regarded as “pool flow”. Otherwise, the cell is considered to be a channel flow. The default value 
of 𝐷𝐷�,���� is 1.0. 

5.2.4. Hydraulic diameter to simulate transient heat transfer 

The hydraulic diameter is included in the fluid-to-structure HTC. When there is a large temperature 
difference between fluids and structure, the effect of transient heat transfer becomes important. Although it 
is beyond the scope of SIMMER-III quasi-steady-state HTC model, a simple time constant model has been 

 

where the volume ratio is necessary to conserve can wall mass. The right can wall is treated in the same 
way. 

Whether a can wall is thick or not is determined by the remaining thickness of interior node which 
must be larger than 2𝛿𝛿� to be thick. An isolated can wall (Cases 1 to 7) is regarded as thick if 𝑊𝑊��� > 4𝛿𝛿� 
is satisfied. A coupled can wall (Case 8) is regarded as thick if 𝑊𝑊��� > 6𝛿𝛿� is satisfied, since two surface 
nodes must be considered. 

5.2.2. Can-wall heat transfer 

The can-wall heat transfer is modeled considering the above combinations of geometrical 
configuration and heat transfer paths. A typical energy equation of the temperature node m is written as: 

𝜕𝜕�̄�𝜕�𝑒𝑒�
𝜕𝜕𝜕𝜕 = ℎ�����𝑎𝑎�����(𝑇𝑇��� − 𝑇𝑇�) + ℎ�����𝑎𝑎�����(𝑇𝑇��� − 𝑇𝑇�) . (5-5)

The calculation is performed for up to five structure-component nodes at fluid time steps in either a slab 
geometry to represent LMFR subassembly duct or a cylinder geometry to simulate a circular pipe wall. 
Updates of specific internal energy and temperature of outer-most structure node, which contacts the fluid 
flow, have been performed in the heat and mass transfer model in fluid-dynamics Step 1 before can wall 
heat transfer. The update of internal energy due to nuclear heating is performed outside the structure model. 

A solution method is implicit similarly to the fuel-pin heat transfer model. The end-of-time-step 
temperatures on the right side of Eq. (5-5) are expanded to a Taylor series with respect to specific internal 
energies. The resultant set of linearized equations, of up to 5 temperature nodes in Case 8d, are solved by a 
direct method. 

5.2.3. Structure volume fraction and hydraulic diameter 

The total volume fraction of structure, 𝛼𝛼� , is an important variable, since it provides a basis to 
define the volume fraction of flow, (1 − 𝛼𝛼�), and vapor volume fraction (void fraction), (1−𝛼𝛼� − 𝛼𝛼�). 𝛼𝛼� is 
simply a summation of the volume fractions of individual structure components and no-flow volumes. The 
volume fraction of pin-fuel interior, not defined as a fluid-dynamics structure component, is also added. 

𝛼𝛼� = 𝛼𝛼��� + � �̄�𝜕��𝜐𝜐��
�

���
+ 𝛼𝛼������ + 𝛼𝛼������ + 𝛼𝛼������ . (5-6)

This is a nominal formulation with no inter-cell thermal coupling. When one of two can walls at a cell 
boundary is missing as treated in Case 8, a complex set-over procedure is implemented in which a part of 
can-wall mass is transferred from cell IJ to the adjacent cell IJ+1, or from cell IJ+1 to cell IJ, as a new 
surface node. Inter-cell can wall heat transfer and the heat and mass transfer in these two cells are 
calculated in a consistent way. However, when the total structure volume fraction is calculated, the volume 
fraction of the transferred surface node must be brought back to the original transferring cell to conserve 
volume. A complete logical formulation of this procedure is described in the structure model report15).  
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developed for parametrically examining this effect. The effective heat transfer lengthscale is represented by 
a thermal penetration length, similarly to the structure surface node representation, as 

𝐷𝐷� = 2𝛿𝛿� = 2√3�𝜅𝜅�𝜐𝜐�
𝑐𝑐�

𝜏𝜏� , (5-11)

where 𝜅𝜅�, 𝜐𝜐� and 𝑐𝑐� are the thermal conductivity, specific volume, and specific heat of the fluid mixture, 
and 𝜏𝜏� is the input time constant to simulate the effect of transient heat transfer. The time constant must be 
determined considering a timescale of a problem. This model improvement has been developed as an input 
option after the structure model report15) was issued. 

5.3. Structure Melting, Breakup and Other Modes of Mass Transfer 

5.3.1. Modes of structure-related mass transfer 

Various modes of structure-related mass transfer processes are modeled in SIMMER-III/SIMMER-
IV. Non-equilibrium melting/freezing mass transfers occurring at the interfaces between structure surface 
and fluid are treated in the fluid-dynamics heat and mass transfer model14). Equilibrium melting/freezing 
mass transfers, on the other hand, are modeled in the structure model. The modes of mass transfer related to 
the structure include:  

 equilibrium melting of solid components 

 equilibrium freezing of liquid components 

 fission gas release from liquid-field fuel  

 fuel pin breakup 

 collapse of unsupported pin fuel 

 can-wall and crust fuel breakups 

Equilibrium melting and freezing have already been discussed in the heat and mass transfer model 
(see Section 4.5); however, they are repeated here for completeness as structure-related mass-transfer 
processes. 

All the above operations are included in the fluid-dynamics Step 1 procedure and mass and energy 
updates are performed in series, each of which deals with a different mass-transfer process. The structure 
breakup mass transfer is calculated at the beginning of the fluid-dynamics Step 1, before the structure 
configuration is updated, because the breakup transfer instantaneously and drastically changes the structure 
configuration, the structure volume fraction and the cell hydraulic diameter. The equilibrium 
melting/freezing transfer is calculated at the end of Step 1, to determine whether the component thermal 
condition after nuclear heating and a series of intra-cell transfers satisfies the phase transition criteria. 

The equations for energy and mass transfers in these processes are described in the original 
structure model report15), and only modeling concepts are described below. 
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5.3.2. Equilibrium melting of solid components 

Equilibrium melting occurs when the specific internal energy of a solid component exceeds its 
solidus energy and thereby a condition for phase transition (melting) is satisfied. The mass-transfer rate is 
determined such that the remaining mass stays at the solidus energy. This process includes:  equilibrium 
melting of crust fuel, fuel particles, steel particles and fuel chunks. Since the mass transfers of pin 
fuel/control and cladding are treated as structure breakup processes, no equilibrium melting is modeled. 

Equilibrium melting of can wall component s is rather complex. The surface node in a thick can 
wall or the interior node of a thin can wall undergoes equilibrium melting similarly to the above. Even 
when the crust fuel is present on the can wall, underlying can wall is allowed to melt and mass is 
transferred. When two cells are thermally coupled and a surface node is set over to an adjacent cell, the 
melting of this surface node occurs in the adjacent cell but the mass transferred to the liquid field must be 
brought back to the original cell to conserve mass and volume. 

As a result of equilibrium melting of solid components, the thermodynamic state of the liquid field 
is updated. The macroscopic density of a liquid component is simply updated using the mass transfer rate. 
The specific internal energy of liquid fuel is updated assuming that the mass transferred is at the liquidus 
energy. The equilibrium melting of the fuel particles and fuel chunks is accompanied by fission-gas mass 
transfer to liquid fuel. 

5.3.3. Equilibrium freezing of liquid components 

Liquid fuel can freeze into either crust fuel or solid fuel particles. The former mode of mass transfer 
is modeled as non-equilibrium fuel freezing on a structure surface. This mode of freezing corresponds to 
the so-called “conduction-limited freezing” model and is treated in the heat and mass transfer model. It is 
noted the fission gas mass in liquid fuel is lost because no fission gas mass in crust fuel is modeled. This 
loss of mass is considered not important since most of fission gas resolved in liquid fuel has released before 
molten fuel re-freezes. Equilibrium freezing occurs when the specific internal energy of liquid fuel falls 
below the liquidus energy and results in formation of solid fuel particles. This mode of fuel freezing is 
important, since it describes the so-called “bulk freezing” mechanism. The mass-transfer rate is determined 
such that the remaining mass stays at the liquidus energy. This fuel mass transfer is accompanied by fission 
gas mass transfer from liquid fuel to fuel particles. 

Equilibrium freezing of liquid steel is modeled similarly to the bulk freezing of fuel. In the initial 
modeling in SIMMER-III, liquid steel was assumed to freeze predominantly into steel particles. When 
liquid-steel-rich mixture flows into a cold structure channel, it should freeze not only into solid particles but 
also onto the structure surfaces. Therefore, an optional model has been later added to treat steel freezing 
onto cladding and can-wall surfaces. In this improved model, liquid steel is partitioned into dispersed 
droplets and continuous liquid, the latter of which freezes onto cladding and can walls based on individual 
binary contact areas. This optional treatment is controlled by user input specification.  
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condition after nuclear heating and a series of intra-cell transfers satisfies the phase transition criteria. 

The equations for energy and mass transfers in these processes are described in the original 
structure model report15), and only modeling concepts are described below. 
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5.3.4. Fission-gas release from liquid-field fuel 

The fission gas masses can be retained in the liquid-field components, liquid fuel, fuel particles and 
fuel chunks. The release of fission gas from the liquid-field components to the vapor field is simply 
modeled by user specified release time constants, typical values being 10-3 and 10-1 s for liquid fuel and 
fuel particles/chunks, respectively. The vapor state is updated accordingly. 

5.3.5. Fuel-pin breakup 

The criteria for breakup of the pin fuel and cladding are determined from input threshold melt 
fractions, typically 0.5 for pin fuel and the solidus energy for the cladding. All the mass of pin fuel or 
cladding is transferred instantaneously into liquid and solid particles, for which the partition of mass is 
based on the threshold melt fraction, at the liquidus and solidus energies, respectively. It is unlikely that the 
cladding stays intact after pin fuel breakup, and therefore the cladding is assumed to break up 
simultaneously with pin fuel breakup.  

The mass transfer to fine fuel particles is a rational assumption when fuel breakup mode is of a 
rapid disruption type under highly overpower conditions. At lower heating rates, on the other hand, pin fuel 
breaks up into larger solid particles. For this reason, the mass transfer from pin fuel to fuel chunks is 
optionally treated based on user input specification. The pin fuel breakup is accompanied by fission-gas 
mass transfer to the liquid-field fuels. The liquid and vapor states are updated following these mass 
transfers. 

5.3.6. Collapse of unsupported pin fuel 

A special fuel breakup model is implemented to simulate the collapse of a pellet column or the 
downfall of unsupported pellets. In this model, it is assumed that a fuel pellet column loses it mechanical 
integrity when: the cladding is lost and subassembly can wall is lost (collapse of pellet column); or the 
cladding is lost and the pin structure in the lower cell is lost (downfall of pellets). If one of these conditions 
is satisfied, the mass of pin fuel is transferred either to fuel particles or fuel chunks depending on user 
specification.  

The control is assumed to break up into particles when the cladding is lost. The control particles, 
and no liquid control, are only modeled in a liquid field. 

5.3.7. Can-wall and crust fuel breakup 

A criterion to predict breakup of can wall is based on the melt fraction of can wall interior node. A 
part of can-wall mass is transferred to liquid steel at the liquidus energy depending on the melt fraction. 
The remaining mass is partitioned, based on user input specification, into the can wall structure and solid 
steel particles. Considering the mechanical stability of a can wall structure, additional structure breakup 
mechanisms are implemented which predict can wall failure based on the minimum thickness of 
remaining can wall and the threshold temperature above which structural strength is assumed to be 
practically lost.  
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Since the crust fuel itself is thought to be very brittle and fragile, it is assumed that it can stay on a 
structure wall surface only when underlying structure is intact. Namely, if the can wall structure 
disappears or undergoes extensive melting on its surface, the crust fuel is assumed to break up.  

After the issuance of the structure model report15), other can-wall failure models have been later 
added as input options. Since the can-wall and crust fuel failure and breakup modes are becoming 
complex, the entire modeling framework is completely re-documented in Section 5.6. 

5.4. Multi-node Can Wall Heat-Transfer Model 

5.4.1. Background and objectives 

In the standard model, a can wall structure is represented by two nodes, surface and interior. This 
simplified model is considered sufficient and practical in many cases of the code applications. For example, 
in a typical LMFR unprotected loss-of-flow accident, the core melt-out progresses sooner or later, and 
detailed resolutions of subassembly can wall temperature and failure timing are not necessarily important. 
However, in such situations that relatively cold structures are present in the core and the accuracy in 
predicting their failure timing becomes important, a more detailed treatment is desired. Calculations of 
small-scale experiments may require to calculate heat losses to the structure accurately.  

From these observations, a multi-node can wall heat transfer model has been developed for 
SIMMER-III and SIMMER-IV. The model is available as an input option and can be used in reactor and 
non-reactor applications when detailed treatment of heat flow into and temperature profile in the can wall is 
needed. The model is documented as a JAEA report (in Japanese)36), and the model description specific to 
the multiple nodalization is reproduced concisely in this section. The verification and validation of the 
developed model are also included in the above JAEA report.  

5.4.2. Multi-node representation 

The model has been developed to completely fit into the standard two-node model15). That is, 
keeping the same framework of can-wall configuration and heat-transfer model, only the interior node is 
subdivided into multiple nodes as shown in Fig. 5-4. Other parts of can-wall related models stay the same 
as the standard two-node model. Both the slab and cylindrical geometries can be treated optionally. The 
cylindrical geometry is applied only to the left-right (index i) direction. 

Consider the left can wall in a mesh cell, and the total thickness of the can wall and the thickness of 
the surface node are defined as 𝑊𝑊���  and 2𝛿𝛿� . respectively. It is reminded the latter is defined as the 
thermal penetration length in consideration of transient thermal response, and typically much less than 1/10 
of total thickness. The number of sub-divided nodes, 𝑁𝑁����, is specified by user input or determined such 
that the node width is almost equal to 2𝛿𝛿�.  

𝑁𝑁���� = min( (𝑊𝑊��� − 2𝛿𝛿�) 2𝛿𝛿�⁄ ,  𝑁𝑁�����) , (5-12)

where 𝑁𝑁����� is the maximum number of nodes, with the default value of 20. Then the node width is 
calculated uniformly as 

 

5.3.4. Fission-gas release from liquid-field fuel 

The fission gas masses can be retained in the liquid-field components, liquid fuel, fuel particles and 
fuel chunks. The release of fission gas from the liquid-field components to the vapor field is simply 
modeled by user specified release time constants, typical values being 10-3 and 10-1 s for liquid fuel and 
fuel particles/chunks, respectively. The vapor state is updated accordingly. 

5.3.5. Fuel-pin breakup 

The criteria for breakup of the pin fuel and cladding are determined from input threshold melt 
fractions, typically 0.5 for pin fuel and the solidus energy for the cladding. All the mass of pin fuel or 
cladding is transferred instantaneously into liquid and solid particles, for which the partition of mass is 
based on the threshold melt fraction, at the liquidus and solidus energies, respectively. It is unlikely that the 
cladding stays intact after pin fuel breakup, and therefore the cladding is assumed to break up 
simultaneously with pin fuel breakup.  

The mass transfer to fine fuel particles is a rational assumption when fuel breakup mode is of a 
rapid disruption type under highly overpower conditions. At lower heating rates, on the other hand, pin fuel 
breaks up into larger solid particles. For this reason, the mass transfer from pin fuel to fuel chunks is 
optionally treated based on user input specification. The pin fuel breakup is accompanied by fission-gas 
mass transfer to the liquid-field fuels. The liquid and vapor states are updated following these mass 
transfers. 

5.3.6. Collapse of unsupported pin fuel 

A special fuel breakup model is implemented to simulate the collapse of a pellet column or the 
downfall of unsupported pellets. In this model, it is assumed that a fuel pellet column loses it mechanical 
integrity when: the cladding is lost and subassembly can wall is lost (collapse of pellet column); or the 
cladding is lost and the pin structure in the lower cell is lost (downfall of pellets). If one of these conditions 
is satisfied, the mass of pin fuel is transferred either to fuel particles or fuel chunks depending on user 
specification.  

The control is assumed to break up into particles when the cladding is lost. The control particles, 
and no liquid control, are only modeled in a liquid field. 

5.3.7. Can-wall and crust fuel breakup 

A criterion to predict breakup of can wall is based on the melt fraction of can wall interior node. A 
part of can-wall mass is transferred to liquid steel at the liquidus energy depending on the melt fraction. 
The remaining mass is partitioned, based on user input specification, into the can wall structure and solid 
steel particles. Considering the mechanical stability of a can wall structure, additional structure breakup 
mechanisms are implemented which predict can wall failure based on the minimum thickness of 
remaining can wall and the threshold temperature above which structural strength is assumed to be 
practically lost.  
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𝐷𝐷���� = 𝑊𝑊��� − 2𝛿𝛿�
𝑁𝑁����

. (5-13)

The macroscopic density of the node is calculated as 

�̄�𝜌���� = �̄�𝜌��
𝐷𝐷����

𝛼𝛼�� 𝑎𝑎���⁄ , (5-14a)

for the slab geometry in which the node volumes are equal, and  

�̄�𝜌����,� = �̄�𝜌��
𝑟𝑟����,�� − 𝑟𝑟����,����

(𝑟𝑟�� − 2𝛿𝛿�)� − 𝑟𝑟���
 , (5-14b)

for L-th node in the cylindrical geometry. The geometry of the slab geometry is illustrated in Fig. 5-5, and 
the complex node radii are shown in Fig. 5-6 for different configuration cases in the cylindrical geometry. 

5.4.3. Can wall configuration 

For the can wall structure configuration, the same variations in configuration, shown in Table 5-1, 
are considered. The treatment of thick can walls is relevant to multiple nodalization and the thin can walls 
are treated in the same way as the standard two-node model. Thus, only Cases 2, 5, 7b, 7d, 8c and 8d with 
the multi-node can wall interior are described below. 

Case 2 and Case 7b (left thick can wall): slab geometry 

The treatment is the same for the two cases, in which only one left thick can wall with or without 
crust is modeled. Since the surface node thickness is always kept to 2𝛿𝛿�, a rezoning operation is performed, 
using the updated can wall thickness, 𝑊𝑊���.  

For the standard two-node model, the macroscopic densities and specific internal energies are 
updated first, and the heat-transfer coefficients are calculated. 

�̄�𝜌������ = 2𝛿𝛿�
𝑊𝑊���

(�̄�𝜌��� + �̄�𝜌��� ) , (5-15a)

�̄�𝜌������ = �̄�𝜌��� + �̄�𝜌��� − �̄�𝜌������ , (5-15b)

�̃�𝑒����� = �
𝑒𝑒��� �̄�𝜌������ < �̄�𝜌���

[�̄�𝜌��� 𝑒𝑒��� + (�̄�𝜌������ − �̄�𝜌��� )𝑒𝑒��� ]
�̄�𝜌������ �̄�𝜌������ ≥ �̄�𝜌���  , and (5-15c)

�̃�𝑒����� = �
[�̄�𝜌��� 𝑒𝑒��� + (�̄�𝜌������ − �̄�𝜌��� )𝑒𝑒��� ]

�̄�𝜌������ �̄�𝜌������ ≥ �̄�𝜌���

𝑒𝑒���  �̄�𝜌������ < �̄�𝜌���
 . (5-15d)

The internal heat transfer coefficients of the can wall nodes (crust, surface and interior) are defined 
respectively by 
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ℎ�� = 2𝜅𝜅�𝑎𝑎���
𝛼𝛼���  ,  ℎ�� = 2𝜅𝜅�𝑎𝑎���

𝛼𝛼������   and  ℎ�� = 2𝜅𝜅�𝑎𝑎���
𝛼𝛼������ . (5-16)

The heat transfer coefficients between structure nodes are 

ℎ��,�� = ℎ��ℎ��
ℎ�� + ℎ��

  and  ℎ��,�� = ℎ��ℎ��
ℎ�� + ℎ��

. (5-17)

The structure-side heat transfer coefficients, with and without crust, used in the fluid dynamics are 
determined with applying the limiters to avoid numerical problems when the heat capacity of the crust or 
surface node becomes very small. 

ℎ�� =

⎩⎪
⎨
⎪⎧�in �(�̄�𝜌��� + �̄�𝜌��� )𝑐𝑐��

𝛥𝛥𝛥𝛥𝑎𝑎���
, ℎ�� � �it� ����t

�in ��̄�𝜌������𝑐𝑐��
𝛥𝛥𝛥𝛥𝑎𝑎���

, ℎ�� � �it���t ����t
 . (5-18)

The above equations are the same as the standard model. In the multiple nodalization of the interior 
node, a change in can wall thickness from the previous time step may change the number of nodes (from 
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁  to 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 ), the node width (from 𝐷𝐷����  to 𝐷𝐷���� ) and the node location (from 𝑟𝑟����,��  to 
�̃�𝑟����,���� ). This requires a complex rezoning procedure for the specific internal energy. The results are: 

�̄�𝜌�����,���� = �̄�𝜌������ 𝐷𝐷����
𝑁𝑁��� − �̄�𝜌������𝜐𝜐� 𝑎𝑎���⁄ , (5-19)

�̃�𝑒���,���� =

⎩
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎧��̄�𝜌����,���� 𝑒𝑒����,���� 𝑟𝑟����,���� − �̃�𝑟����,������

𝑟𝑟����,���� − 𝑟𝑟����,���� + �̄�𝜌����,�� 𝑒𝑒����,�� �̃�𝑟����,���� − 𝑟𝑟����,����

𝑟𝑟����,�� − 𝑟𝑟����,���� �
�̄�𝜌�����,����

if  �̃�𝑟����,���� ≤ 𝑟𝑟����,������

��̄�𝜌����,�� 𝑒𝑒����,�� 𝑟𝑟����,�� − �̃�𝑟����,������

𝑟𝑟����,�� − 𝑟𝑟����,���� + �̄�𝜌��� 𝑒𝑒��� �̃�𝑟����,���� − 𝑟𝑟����,��

𝑟𝑟����,���� − 𝑟𝑟����,�� �
�̄�𝜌�����,����

if  �̃�𝑟����,������ ≤ 𝑟𝑟����,������ ≤ �̃�𝑟����,����

𝑒𝑒��� if  𝑟𝑟����,������ < �̃�𝑟����,������

 , (5-20)

ℎ����,� = 2𝜅𝜅�
𝐷𝐷����

 , and (5-21a)

ℎ(����,�),(����,���) = ℎ����,���ℎ����,�
ℎ����,��� + ℎ����,�

. (5-21b)

Case 2 and Case 7b (left thick can wall): cylindrical geometry 

The treatment is identical for the two cases, in which only one left thick can wall with or without 
crust is modeled. For the cylindrical geometry for the standard two-node model, rezoning is performed 

 

𝐷𝐷���� = 𝑊𝑊��� − 2𝛿𝛿�
𝑁𝑁����

. (5-13)

The macroscopic density of the node is calculated as 

�̄�𝜌���� = �̄�𝜌��
𝐷𝐷����

𝛼𝛼�� 𝑎𝑎���⁄ , (5-14a)

for the slab geometry in which the node volumes are equal, and  

�̄�𝜌����,� = �̄�𝜌��
𝑟𝑟����,�� − 𝑟𝑟����,����

(𝑟𝑟�� − 2𝛿𝛿�)� − 𝑟𝑟���
 , (5-14b)

for L-th node in the cylindrical geometry. The geometry of the slab geometry is illustrated in Fig. 5-5, and 
the complex node radii are shown in Fig. 5-6 for different configuration cases in the cylindrical geometry. 

5.4.3. Can wall configuration 

For the can wall structure configuration, the same variations in configuration, shown in Table 5-1, 
are considered. The treatment of thick can walls is relevant to multiple nodalization and the thin can walls 
are treated in the same way as the standard two-node model. Thus, only Cases 2, 5, 7b, 7d, 8c and 8d with 
the multi-node can wall interior are described below. 

Case 2 and Case 7b (left thick can wall): slab geometry 

The treatment is the same for the two cases, in which only one left thick can wall with or without 
crust is modeled. Since the surface node thickness is always kept to 2𝛿𝛿�, a rezoning operation is performed, 
using the updated can wall thickness, 𝑊𝑊���.  

For the standard two-node model, the macroscopic densities and specific internal energies are 
updated first, and the heat-transfer coefficients are calculated. 

�̄�𝜌������ = 2𝛿𝛿�
𝑊𝑊���

(�̄�𝜌��� + �̄�𝜌��� ) , (5-15a)

�̄�𝜌������ = �̄�𝜌��� + �̄�𝜌��� − �̄�𝜌������ , (5-15b)

�̃�𝑒����� = �
𝑒𝑒��� �̄�𝜌������ < �̄�𝜌���

[�̄�𝜌��� 𝑒𝑒��� + (�̄�𝜌������ − �̄�𝜌��� )𝑒𝑒��� ]
�̄�𝜌������ �̄�𝜌������ ≥ �̄�𝜌���  , and (5-15c)

�̃�𝑒����� = �
[�̄�𝜌��� 𝑒𝑒��� + (�̄�𝜌������ − �̄�𝜌��� )𝑒𝑒��� ]

�̄�𝜌������ �̄�𝜌������ ≥ �̄�𝜌���

𝑒𝑒���  �̄�𝜌������ < �̄�𝜌���
 . (5-15d)

The internal heat transfer coefficients of the can wall nodes (crust, surface and interior) are defined 
respectively by 
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Since the surface node thickness is always kept to 2𝛿𝛿�, a rezoning operation is performed using the radii of 
node boundaries and temperature points. 

𝑟𝑟� = �𝑟𝑟��� + (𝑟𝑟��� − 𝑟𝑟��� )(𝛼𝛼��� + 𝛼𝛼��� )  and  𝑟𝑟� = 𝑟𝑟� − 2𝛿𝛿� . (5-22)

The macroscopic densities are calculated as 

�̄�𝜌������ = 1
𝑣𝑣�

𝑟𝑟�� − 𝑟𝑟��

𝑟𝑟��� − 𝑟𝑟���
  and  �̄�𝜌������ = 1

𝑣𝑣�

𝑟𝑟�� − 𝑟𝑟���

𝑟𝑟��� − 𝑟𝑟���
. (5-23)

The specific internal energies are the same as Eq. (5-20). Where there is no crust, the can wall surface area, 
heat transfer coefficient of the surface node and the structure-side heat transfer coefficient are: 

𝑎𝑎��� = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

 , (5-24a)

ℎ�� = 𝜅𝜅�
𝑟𝑟� 𝑙𝑙𝑙𝑙(𝑟𝑟� 𝑟𝑟��⁄ )  ,  where  𝑟𝑟�� = �(𝑟𝑟�� + 𝑟𝑟��) 2⁄ , and (5-24b)

ℎ�� = ��𝑙𝑙 ��̄�𝜌������𝑐𝑐��
𝛥𝛥𝛥𝛥𝑎𝑎���

, ℎ�� �  . (5-24c)

With crust, required equations are: 

ℎ�� = 𝜅𝜅�
𝑟𝑟� ln(𝑟𝑟� 𝑟𝑟��⁄ )   , where  𝑟𝑟�� = �(𝑟𝑟�� + 𝑟𝑟��� ) 2⁄ , (5-25a)

𝑎𝑎��,�� = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

  and  ℎ��,�� = 1
𝑟𝑟�[𝜅𝜅��� ln(𝑟𝑟�� 𝑟𝑟�⁄ ) + 𝜅𝜅��� ln(𝑟𝑟� 𝑟𝑟��⁄ )] , (5-25b)

𝑎𝑎��,�� = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

  and  ℎ��,�� = 1
𝑟𝑟�[𝜅𝜅��� ln(𝑟𝑟� 𝑟𝑟��⁄ ) + 𝜅𝜅��� ln(𝑟𝑟�� 𝑟𝑟�⁄ )] , and (5-25c)

𝑟𝑟� = �𝑟𝑟��� + (𝑟𝑟��� − 𝑟𝑟��� )(𝛼𝛼��� + 𝛼𝛼��� + 𝛼𝛼��� )  and  𝑟𝑟�� = �(𝑟𝑟�� + 𝑟𝑟��) 2⁄ . (5-25d)

For the multiple nodalization of the interior node, the macroscopic density and specific internal 
energy of subdivided node L are: 

�̄�𝜌�����,���� = �̄�𝜌������ �̃�𝑟����,�� − �̃�𝑟����,����

𝑟𝑟�� − 𝑟𝑟���
 , and (5-26)
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�̃�𝑒���,���� =

⎩
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎧��̄�𝜌����,���� 𝑒𝑒����,���� 𝑟𝑟����,���� � − �̃�𝑟����,������ �

𝑟𝑟����,���� � − 𝑟𝑟����,���� � + �̄�𝜌����,�� 𝑒𝑒����,�� �̃�𝑟����,���� � − 𝑟𝑟����,���� �

𝑟𝑟����,�� � − 𝑟𝑟����,���� ��

�̄�𝜌�����,����

if  �̃�𝑟����,���� ≤ 𝑟𝑟����,������

��̄�𝜌����,�� 𝑒𝑒����,�� 𝑟𝑟����,�� � − �̃�𝑟����,������ �

𝑟𝑟����,�� ⬚ − 𝑟𝑟����,���� � + �̄�𝜌��� 𝑒𝑒��� �̃�𝑟����,���� � − 𝑟𝑟����,�� �

𝑟𝑟����,���� � − 𝑟𝑟����,�� ��

�̄�𝜌�����,����

if  �̃�𝑟����,������ ≤ 𝑟𝑟����,������ ≤ �̃�𝑟����,����

𝑒𝑒���   if  𝑟𝑟����,������ < �̃�𝑟����,������

 . (5-27)

The heat transfer coefficients are: 

ℎ����,� = 𝜅𝜅�
�̃�𝑟����,���� ln��̃�𝑟����,���� 𝑟𝑟�����,�� � , where  𝑟𝑟�����,� = ���̃�𝑟����,���� � + �̃�𝑟����,������ �� 2 ,�  (5-28a)

ℎ(����,�),(����,���) = 1
�̃�𝑟����,���� �𝜅𝜅��� 𝑙𝑙𝑙𝑙�𝑟𝑟�����,��� �̃�𝑟����,����⁄ � + 𝜅𝜅��� 𝑙𝑙𝑙𝑙��̃�𝑟����,���� 𝑟𝑟�����,�� �� . (5-28b)

Case 5 and Case 7d (right thick can wall) 

The treatment is the same as left thick can wall described above, except for the subscripts of the 
symbols are replaced by those representing the right can wall. Hence no repetition seems necessary. 

Case 8c (thick can wall without crust): slab geometry 

A part on the interior node is taken to the adjacent cell to create a new surface node with the 2𝛿𝛿� 
thickness. The thickness of the interior node is reduced by 2𝛿𝛿� and rezoned. When the macroscopic density 
of can wall is transferred to the adjacent cell, a volume ratio of the two cells is applied to conserve can wall 
mass. For the standard two-node representation in the slab geometry, the updated masses and energies for 
the left can wall are 

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 1) = 2𝛿𝛿�
𝑊𝑊���

��̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1) + �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1) + �̄�𝜌���� (𝑖𝑖𝑖𝑖) 𝑉𝑉��
𝑉𝑉����

� (5-29)

�̄�𝜌�������(𝑖𝑖𝑖𝑖) = 2𝛿𝛿�
𝑊𝑊���

��̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1) 𝑉𝑉����
𝑉𝑉��

+ �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1) 𝑉𝑉����
𝑉𝑉��

+ �̄�𝜌���� (𝑖𝑖𝑖𝑖)� (5-30)

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 1) = �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1) + �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1) + �̄�𝜌���� (𝑖𝑖𝑖𝑖) 𝑉𝑉��
𝑉𝑉����

− �̄�𝜌������(𝑖𝑖𝑖𝑖 + 1) − �̄�𝜌���� (𝑖𝑖𝑖𝑖) 𝑉𝑉��
𝑉𝑉����

 (5-31)

�̃�𝑒�����(𝑖𝑖𝑖𝑖)

= �
𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 1) �̄�𝜌������(𝑖𝑖𝑖𝑖 + 1) < �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1)
�̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1)𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 1) + [�̄�𝜌������(𝑖𝑖𝑖𝑖 + 1) − �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 1)

�̄�𝜌������(𝑖𝑖𝑖𝑖) �̄�𝜌������(𝑖𝑖𝑖𝑖 + 1) 𝑖 �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 1) 
(5-32)

 

Since the surface node thickness is always kept to 2𝛿𝛿�, a rezoning operation is performed using the radii of 
node boundaries and temperature points. 

𝑟𝑟� = �𝑟𝑟��� + (𝑟𝑟��� − 𝑟𝑟��� )(𝛼𝛼��� + 𝛼𝛼��� )  and  𝑟𝑟� = 𝑟𝑟� − 2𝛿𝛿� . (5-22)

The macroscopic densities are calculated as 

�̄�𝜌������ = 1
𝑣𝑣�

𝑟𝑟�� − 𝑟𝑟��

𝑟𝑟��� − 𝑟𝑟���
  and  �̄�𝜌������ = 1

𝑣𝑣�

𝑟𝑟�� − 𝑟𝑟���

𝑟𝑟��� − 𝑟𝑟���
. (5-23)

The specific internal energies are the same as Eq. (5-20). Where there is no crust, the can wall surface area, 
heat transfer coefficient of the surface node and the structure-side heat transfer coefficient are: 

𝑎𝑎��� = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

 , (5-24a)

ℎ�� = 𝜅𝜅�
𝑟𝑟� 𝑙𝑙𝑙𝑙(𝑟𝑟� 𝑟𝑟��⁄ )  ,  where  𝑟𝑟�� = �(𝑟𝑟�� + 𝑟𝑟��) 2⁄ , and (5-24b)

ℎ�� = ��𝑙𝑙 ��̄�𝜌������𝑐𝑐��
𝛥𝛥𝛥𝛥𝑎𝑎���

, ℎ�� �  . (5-24c)

With crust, required equations are: 

ℎ�� = 𝜅𝜅�
𝑟𝑟� ln(𝑟𝑟� 𝑟𝑟��⁄ )   , where  𝑟𝑟�� = �(𝑟𝑟�� + 𝑟𝑟��� ) 2⁄ , (5-25a)

𝑎𝑎��,�� = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

  and  ℎ��,�� = 1
𝑟𝑟�[𝜅𝜅��� ln(𝑟𝑟�� 𝑟𝑟�⁄ ) + 𝜅𝜅��� ln(𝑟𝑟� 𝑟𝑟��⁄ )] , (5-25b)

𝑎𝑎��,�� = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

  and  ℎ��,�� = 1
𝑟𝑟�[𝜅𝜅��� ln(𝑟𝑟� 𝑟𝑟��⁄ ) + 𝜅𝜅��� ln(𝑟𝑟�� 𝑟𝑟�⁄ )] , and (5-25c)

𝑟𝑟� = �𝑟𝑟��� + (𝑟𝑟��� − 𝑟𝑟��� )(𝛼𝛼��� + 𝛼𝛼��� + 𝛼𝛼��� )  and  𝑟𝑟�� = �(𝑟𝑟�� + 𝑟𝑟��) 2⁄ . (5-25d)

For the multiple nodalization of the interior node, the macroscopic density and specific internal 
energy of subdivided node L are: 

�̄�𝜌�����,���� = �̄�𝜌������ �̃�𝑟����,�� − �̃�𝑟����,����

𝑟𝑟�� − 𝑟𝑟���
 , and (5-26)
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�̃�𝑒�����(𝑖𝑖𝑖𝑖) = �
𝑒𝑒��� (𝑖𝑖𝑖𝑖) �̄�𝜌�������(𝑖𝑖𝑖𝑖) < �̄�𝜌���� (𝑖𝑖𝑖𝑖)
�̄�𝜌���� (𝑖𝑖𝑖𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖) + [�̄�𝜌�������(𝑖𝑖𝑖𝑖) − �̄�𝜌���� (𝑖𝑖𝑖𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖)

�̄�𝜌�������(𝑖𝑖𝑖𝑖) �̄�𝜌�������(𝑖𝑖𝑖𝑖) ≥ �̄�𝜌���� (𝑖𝑖𝑖𝑖) , and (5-33)

�̃�𝑒�����(𝑖𝑖𝑖𝑖 + 𝑖)

=

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎧ 𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) 

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) ≥ �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)  and  �̄�𝜌�������(𝑖𝑖𝑖𝑖) ≥ �̄�𝜌���� (𝑖𝑖𝑖𝑖)
�̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) − �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌�������(𝑖𝑖𝑖𝑖) − �̄�𝜌���� (𝑖𝑖𝑖𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖)

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖)
�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) ≥ �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)  and  �̄�𝜌�������(𝑖𝑖𝑖𝑖) < �̄�𝜌���� (𝑖𝑖𝑖𝑖)

�̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) − �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌�������(𝑖𝑖𝑖𝑖) − �̄�𝜌���� (𝑖𝑖𝑖𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖)
�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖)

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) < �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)  and  �̄�𝜌�������(𝑖𝑖𝑖𝑖) ≥ �̄�𝜌���� (𝑖𝑖𝑖𝑖)
�̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) − �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌�������(𝑖𝑖𝑖𝑖) − �̄�𝜌���� (𝑖𝑖𝑖𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖)

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖)
�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) < �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)  and  �̄�𝜌�������(𝑖𝑖𝑖𝑖) < �̄�𝜌���� (𝑖𝑖𝑖𝑖)

. (5-34)

The heat transfer areas and coefficients, and the structure-side heat transfer coefficients are calculated as 
follows. 

𝑎𝑎���(𝑖𝑖𝑖𝑖 + 𝑖) = 𝑎𝑎���� (𝑖𝑖𝑖𝑖 + 𝑖)  for S5,  and , 𝑎𝑎���(𝑖𝑖𝑖𝑖) = 𝑎𝑎���� (𝑖𝑖𝑖𝑖 + 𝑖) 𝑉𝑉����
𝑉𝑉��

for S7 , (5-35a)

ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) = 2𝜅𝜅�𝑎𝑎���(𝑖𝑖𝑖𝑖 + 𝑖)
𝛼𝛼������(𝑖𝑖𝑖𝑖 + 𝑖)   and  ℎ��(𝑖𝑖𝑖𝑖) = 2𝜅𝜅�𝑎𝑎���(𝑖𝑖𝑖𝑖)

𝛼𝛼������(𝑖𝑖𝑖𝑖) , (5-35b)

ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) = ��n ��̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖)𝑐𝑐��(𝑖𝑖𝑖𝑖 + 𝑖)
𝛥𝛥𝛥𝛥𝑎𝑎���(𝑖𝑖𝑖𝑖 + 𝑖) , ℎ��(𝑖𝑖𝑖𝑖 + 𝑖)� , (5-35c)

ℎ��(𝑖𝑖𝑖𝑖) =  ��n ��̄�𝜌�������(𝑖𝑖𝑖𝑖)𝑐𝑐��(𝑖𝑖𝑖𝑖)
𝛥𝛥𝛥𝛥𝑎𝑎���(𝑖𝑖𝑖𝑖) , ℎ��(𝑖𝑖𝑖𝑖)� , (5-35d)

ℎ��,��(𝑖𝑖𝑖𝑖 + 𝑖) = ℎ��(𝑖𝑖𝑖𝑖 + 𝑖)ℎ��(𝑖𝑖𝑖𝑖 + 𝑖)
ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) + ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) , and (5-35e)

(ℎ𝑎𝑎)��(��),��(����) = 𝑎𝑎���(𝑖𝑖𝑖𝑖 + 𝑖)ℎ��(𝑖𝑖𝑖𝑖 + 𝑖)ℎ��(𝑖𝑖𝑖𝑖)
ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) + ℎ��(𝑖𝑖𝑖𝑖) . (5-35f)

The above equations for the left can wall are for the standard model, and the right can wall can be treated 
sin the same procedure. 

In the multiple nodalization of the interior node, a change in can wall thickness from the previous 
time step may change the number of nodes (from 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 to 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁), the node width (from 𝐷𝐷����  to 
𝐷𝐷����) and the node location (from 𝑟𝑟����,��  to �̃�𝑟����,���� ). This requires a complex rezoning procedure for the 
specific internal energy. The results are: 
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�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖) = �̄�𝜌������(𝑖𝑖𝑖𝑖 𝑖 𝑖) 𝐷𝐷����(𝑖𝑖𝑖𝑖 𝑖 𝑖)
𝑊𝑊��� − �̄�𝜌������(𝑖𝑖𝑖𝑖 𝑖 𝑖)𝜈𝜈� 𝑎𝑎���⁄ − �̄�𝜌�������(𝑖𝑖𝑖𝑖) 𝑉𝑉��

𝑉𝑉����
𝜐𝜐� 𝑎𝑎����

 , (5-36a)

�̃�𝑒���,���� =

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎧ 𝑒𝑒��� (𝑖𝑖𝑖𝑖)

if  �̃�𝑟����,���� ≤ 𝑟𝑟����,�� �= �̄�𝜌���� (𝑖𝑖𝑖𝑖) 𝑉𝑉��
𝑉𝑉����

𝜈𝜈� 𝑎𝑎���� �

⎣
⎢⎢
⎢
⎡�̄�𝜌���� (𝑖𝑖𝑖𝑖) 𝑉𝑉��

𝑉𝑉����
𝑒𝑒��� (𝑖𝑖𝑖𝑖) 𝑟𝑟����,�� − �̃�𝑟����,����

𝑟𝑟����,��

𝑖�̄�𝜌����,�� (𝑖𝑖𝑖𝑖 𝑖 𝑖)𝑒𝑒����,�� (𝑖𝑖𝑖𝑖 𝑖 𝑖) �̃�𝑟����,������ − 𝑟𝑟����,��

𝑟𝑟����,�� − 𝑟𝑟����,�� ⎦
⎥⎥
⎥
⎤

�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖)
if  𝑟𝑟����,�� < �̃�𝑟����,������ ≤ 𝑟𝑟����,��

⎣
⎢⎢
⎢
⎡�̄�𝜌����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖)𝑒𝑒����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖) 𝑟𝑟����,�� − �̃�𝑟����,����

𝑟𝑟����,�� − 𝑟𝑟����,����

𝑖�̄�𝜌����,�� (𝑖𝑖𝑖𝑖 𝑖 𝑖)𝑒𝑒����,�� (𝑖𝑖𝑖𝑖 𝑖 𝑖) �̃�𝑟����,������ − 𝑟𝑟����,��

𝑟𝑟����,���� − 𝑟𝑟����,�� ⎦
⎥⎥
⎥
⎤

�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖)
if  𝑟𝑟����,�� < �̃�𝑟����,������ ≤ 𝑟𝑟����,�����(����)��

�

⎣
⎢⎢
⎢
⎡�̄�𝜌����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖)𝑒𝑒����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖) 𝑟𝑟����,�� − �̃�𝑟����,����

𝑟𝑟����,�� − 𝑟𝑟����,����

𝑖�̄�𝜌����,�� (𝑖𝑖𝑖𝑖 𝑖 𝑖)𝑒𝑒����,�� (𝑖𝑖𝑖𝑖 𝑖 𝑖) �̃�𝑟����,������ − 𝑟𝑟����,��

𝑟𝑟����,���� − 𝑟𝑟����,�� ⎦
⎥⎥
⎥
⎤

�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖)
if  �̃�𝑟����,���� ≤ 𝑟𝑟����,�����(����)��

� < �̃�𝑟����,������

𝑒𝑒��� (𝑖𝑖𝑖𝑖 𝑖 𝑖)

if 𝑟𝑟����,�����(����)��
� < �̃�𝑟����,����

  , (5-36b)

ℎ����,�(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 2𝜅𝜅�(𝑖𝑖𝑖𝑖 𝑖 𝑖)
𝐷𝐷����(𝑖𝑖𝑖𝑖 𝑖 𝑖) , and (5-36c)

ℎ(����,�),(����,���)(𝑖𝑖𝑖𝑖 𝑖 𝑖) = ℎ����,���(𝑖𝑖𝑖𝑖 𝑖 𝑖)ℎ����,�(𝑖𝑖𝑖𝑖 𝑖 𝑖)
ℎ����,���(𝑖𝑖𝑖𝑖 𝑖 𝑖) 𝑖 ℎ����,�(𝑖𝑖𝑖𝑖 𝑖 𝑖) . (5-36d)

Case 8c (thick can wall without crust): cylindrical geometry 

For the standard two-node representation, the macroscopic densities of can wall components are 
expressed as: 

�̄�𝜌������(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 𝑖
𝜐𝜐�

𝑟𝑟�� − 𝑟𝑟��

𝑟𝑟��� − 𝑟𝑟���
 , (5-37a)

�̄�𝜌�������(𝑖𝑖𝑖𝑖) = 𝑖
𝜐𝜐�

𝑟𝑟�� − 𝑟𝑟���

𝑟𝑟��� − 𝑟𝑟���
𝑉𝑉����

𝑉𝑉��
 , and (5-37b)

 

�̃�𝑒�����(𝑖𝑖𝑖𝑖) = �
𝑒𝑒��� (𝑖𝑖𝑖𝑖) �̄�𝜌�������(𝑖𝑖𝑖𝑖) < �̄�𝜌���� (𝑖𝑖𝑖𝑖)
�̄�𝜌���� (𝑖𝑖𝑖𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖) + [�̄�𝜌�������(𝑖𝑖𝑖𝑖) − �̄�𝜌���� (𝑖𝑖𝑖𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖)

�̄�𝜌�������(𝑖𝑖𝑖𝑖) �̄�𝜌�������(𝑖𝑖𝑖𝑖) ≥ �̄�𝜌���� (𝑖𝑖𝑖𝑖) , and (5-33)

�̃�𝑒�����(𝑖𝑖𝑖𝑖 + 𝑖)

=

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎧ 𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) 

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) ≥ �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)  and  �̄�𝜌�������(𝑖𝑖𝑖𝑖) ≥ �̄�𝜌���� (𝑖𝑖𝑖𝑖)
�̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) − �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌�������(𝑖𝑖𝑖𝑖) − �̄�𝜌���� (𝑖𝑖𝑖𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖)

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖)
�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) ≥ �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)  and  �̄�𝜌�������(𝑖𝑖𝑖𝑖) < �̄�𝜌���� (𝑖𝑖𝑖𝑖)

�̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) − �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌�������(𝑖𝑖𝑖𝑖) − �̄�𝜌���� (𝑖𝑖𝑖𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖)
�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖)

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) < �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)  and  �̄�𝜌�������(𝑖𝑖𝑖𝑖) ≥ �̄�𝜌���� (𝑖𝑖𝑖𝑖)
�̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) − �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖) − [�̄�𝜌�������(𝑖𝑖𝑖𝑖) − �̄�𝜌���� (𝑖𝑖𝑖𝑖)]𝑒𝑒��� (𝑖𝑖𝑖𝑖)

�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖)
�̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖) < �̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖)  and  �̄�𝜌�������(𝑖𝑖𝑖𝑖) < �̄�𝜌���� (𝑖𝑖𝑖𝑖)

. (5-34)

The heat transfer areas and coefficients, and the structure-side heat transfer coefficients are calculated as 
follows. 

𝑎𝑎���(𝑖𝑖𝑖𝑖 + 𝑖) = 𝑎𝑎���� (𝑖𝑖𝑖𝑖 + 𝑖)  for S5,  and , 𝑎𝑎���(𝑖𝑖𝑖𝑖) = 𝑎𝑎���� (𝑖𝑖𝑖𝑖 + 𝑖) 𝑉𝑉����
𝑉𝑉��

for S7 , (5-35a)

ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) = 2𝜅𝜅�𝑎𝑎���(𝑖𝑖𝑖𝑖 + 𝑖)
𝛼𝛼������(𝑖𝑖𝑖𝑖 + 𝑖)   and  ℎ��(𝑖𝑖𝑖𝑖) = 2𝜅𝜅�𝑎𝑎���(𝑖𝑖𝑖𝑖)

𝛼𝛼������(𝑖𝑖𝑖𝑖) , (5-35b)

ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) = ��n ��̄�𝜌������(𝑖𝑖𝑖𝑖 + 𝑖)𝑐𝑐��(𝑖𝑖𝑖𝑖 + 𝑖)
𝛥𝛥𝛥𝛥𝑎𝑎���(𝑖𝑖𝑖𝑖 + 𝑖) , ℎ��(𝑖𝑖𝑖𝑖 + 𝑖)� , (5-35c)

ℎ��(𝑖𝑖𝑖𝑖) =  ��n ��̄�𝜌�������(𝑖𝑖𝑖𝑖)𝑐𝑐��(𝑖𝑖𝑖𝑖)
𝛥𝛥𝛥𝛥𝑎𝑎���(𝑖𝑖𝑖𝑖) , ℎ��(𝑖𝑖𝑖𝑖)� , (5-35d)

ℎ��,��(𝑖𝑖𝑖𝑖 + 𝑖) = ℎ��(𝑖𝑖𝑖𝑖 + 𝑖)ℎ��(𝑖𝑖𝑖𝑖 + 𝑖)
ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) + ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) , and (5-35e)

(ℎ𝑎𝑎)��(��),��(����) = 𝑎𝑎���(𝑖𝑖𝑖𝑖 + 𝑖)ℎ��(𝑖𝑖𝑖𝑖 + 𝑖)ℎ��(𝑖𝑖𝑖𝑖)
ℎ��(𝑖𝑖𝑖𝑖 + 𝑖) + ℎ��(𝑖𝑖𝑖𝑖) . (5-35f)

The above equations for the left can wall are for the standard model, and the right can wall can be treated 
sin the same procedure. 

In the multiple nodalization of the interior node, a change in can wall thickness from the previous 
time step may change the number of nodes (from 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 to 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁), the node width (from 𝐷𝐷����  to 
𝐷𝐷����) and the node location (from 𝑟𝑟����,��  to �̃�𝑟����,���� ). This requires a complex rezoning procedure for the 
specific internal energy. The results are: 
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�̄�𝜌������(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 𝑖
𝜐𝜐�

𝑟𝑟�� − 𝑟𝑟��

𝑟𝑟��� − 𝑟𝑟���
 , (5-37c)

where the radii 𝑟𝑟�, 𝑟𝑟� and 𝑟𝑟� are defined by 

𝑟𝑟� = 𝑟𝑟�� − 𝑊𝑊��� ,  𝑟𝑟� = 𝑟𝑟� − 2𝛿𝛿�  and 𝑟𝑟� = 𝑟𝑟�� 𝑖 2𝛿𝛿� . 
The heat transfer areas and coefficients required are calculated as 

𝑎𝑎���(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

  for S5,  and 𝑎𝑎���(𝑖𝑖𝑖𝑖) = 2𝑟𝑟��
𝑟𝑟��� − 𝑟𝑟���

for S7 , and (5-38a)

ℎ��(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 𝜅𝜅�
𝑟𝑟� 𝑙𝑙𝑙𝑙(𝑟𝑟� 𝑟𝑟��⁄ )   and  ℎ��(𝑖𝑖𝑖𝑖) = 𝜅𝜅�

𝑟𝑟�� 𝑙𝑙𝑙𝑙(𝑟𝑟�� 𝑟𝑟��⁄ ) , (5-38b)

where the radii 𝑟𝑟�� and 𝑟𝑟�� are defined by 

𝑟𝑟�� = �(𝑟𝑟�� 𝑖 𝑟𝑟��) 2⁄   and 𝑟𝑟�� = �(𝑟𝑟��� 𝑖 𝑟𝑟��) 2⁄ . 

The remaining heat transfer areas and coefficients are: 

ℎ��,��(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 𝜅𝜅�
𝑟𝑟�[𝑙𝑙𝑙𝑙(𝑟𝑟� 𝑟𝑟��⁄ ) 𝑖 𝑙𝑙𝑙𝑙(𝑟𝑟�� 𝑟𝑟�⁄ )] , where 𝑟𝑟�� = �(𝑟𝑟�� 𝑖 𝑟𝑟��) 2⁄ , (5-38c)

𝑎𝑎��(��),��(����)(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

 , (5-38d)

𝑎𝑎��(����),��(����)(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

 , and (5-38e)

(ℎ𝑎𝑎)��(��),��(����) = 𝑎𝑎��(��),��(����)
𝑟𝑟�[𝜅𝜅��� 𝑙𝑙𝑙𝑙(𝑟𝑟� 𝑟𝑟��⁄ ) 𝑖 𝜅𝜅��� 𝑙𝑙𝑙𝑙(𝑟𝑟�� 𝑟𝑟�⁄ )] . (5-38f)

For the multiple nodalization of the interior node, the macroscopic density and specific internal 
energy of subdivided node L are: 

�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖) = �̄�𝜌������(𝑖𝑖𝑖𝑖 𝑖 𝑖) 𝑟𝑟����,������ � − 𝑟𝑟����,���� �

𝑟𝑟�� − 𝑟𝑟��
, and (5-39a)
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�̃�𝑒���,���� =

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎧ 𝑒𝑒��� (𝑖𝑖𝑖𝑖𝑖

if  �̃�𝑟����,������ ≤ 𝑟𝑟����,�� �= �̄�𝜌���� (𝑖𝑖𝑖𝑖𝑖 𝑉𝑉��
𝑉𝑉����

𝜐𝜐� 𝑎𝑎���� �

⎣
⎢
⎢
⎢
⎡�̄�𝜌���� (𝑖𝑖𝑖𝑖𝑖 𝑉𝑉��

𝑉𝑉����
𝑒𝑒��� (𝑖𝑖𝑖𝑖𝑖 𝑟𝑟����,�� � − �̃�𝑟����,���� �

𝑟𝑟����,�� � − 𝑟𝑟���

+�̄�𝜌����,�� (𝑖𝑖𝑖𝑖 + 𝑖𝑖𝑒𝑒����,�� (𝑖𝑖𝑖𝑖 + 𝑖𝑖 �̃�𝑟����,������ � − 𝑟𝑟����,�� �

𝑟𝑟����,�� � − 𝑟𝑟����,�� � ⎦
⎥
⎥
⎥
⎤

�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 + 𝑖𝑖
if  𝑟𝑟����,�� < �̃�𝑟����,������ ≤ 𝑟𝑟����,��

⎣
⎢
⎢
⎢
⎡�̄�𝜌����,���� (𝑖𝑖𝑖𝑖 + 𝑖𝑖𝑒𝑒����,���� (𝑖𝑖𝑖𝑖 + 𝑖𝑖 𝑟𝑟����,�� � − �̃�𝑟����,���� �

𝑟𝑟����,�� � − 𝑟𝑟����,���� �

+�̄�𝜌����,�� (𝑖𝑖𝑖𝑖 + 𝑖𝑖𝑒𝑒����,�� (𝑖𝑖𝑖𝑖 + 𝑖𝑖 �̃�𝑟����,������ � − 𝑟𝑟����,�� �

𝑟𝑟����,���� � − 𝑟𝑟����,�� � ⎦
⎥
⎥
⎥
⎤

�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 + 𝑖𝑖
if  𝑟𝑟����,�� < �̃�𝑟����,������ ≤ 𝑟𝑟����,�����(����𝑖��

�

⎣
⎢
⎢
⎢
⎡�̄�𝜌����,���� (𝑖𝑖𝑖𝑖 + 𝑖𝑖𝑒𝑒����,���� (𝑖𝑖𝑖𝑖 + 𝑖𝑖 𝑟𝑟����,�� � − �̃�𝑟����,���� �

𝑟𝑟����,�� � − 𝑟𝑟����,���� �

+�̄�𝜌��� (𝑖𝑖𝑖𝑖 + 𝑖𝑖𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖𝑖 �̃�𝑟����,������ � − 𝑟𝑟����,�� �

𝑟𝑟����,���� � − 𝑟𝑟����,�� � ⎦
⎥
⎥
⎥
⎤

�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 + 𝑖𝑖
if  �̃�𝑟����,���� ≤ 𝑟𝑟����,�����(����𝑖��

� < �̃�𝑟����,������

𝑒𝑒��� (𝑖𝑖𝑖𝑖 + 𝑖𝑖

if 𝑟𝑟����,�����(����𝑖��
� < �̃�𝑟����,����

 . (5-39b)

The heat transfer coefficients are: 

ℎ����,�(𝑖𝑖𝑖𝑖 + 𝑖𝑖 = 𝜅𝜅�(𝑖𝑖𝑖𝑖 + 𝑖𝑖
�̃�𝑟����,������ ����̃�𝑟����,������ 𝑟𝑟�����,�� � , where  𝑟𝑟�����,� = ���̃�𝑟����,������ � + �̃�𝑟����,���� �� 2⁄  , (5-40a)

ℎ(����,�𝑖,(����,���𝑖 = 𝑖
�̃�𝑟����,������ �𝜅𝜅��� ���𝑟𝑟�����,��� �̃�𝑟����,������⁄ � + 𝜅𝜅��� ����̃�𝑟����,������ 𝑟𝑟�����,�� �� . (5-40b)

Case 8d (thick can wall with crust) 

The only difference from Case 8c is the presence of crust. The treatment of multiple nodalization of 
the interior node is the same as Case 8c. The formulation of the crust related heat transfer coefficients is 
unchanged from the standard two-node representation, and hence it is not repeated here. 

5.4.4. Multi-node can wall heat transfer model 

The basic model and solution method are the same as the standard two-node model, except that the 
number of temperature nodes is increased when the multiple nodalization is used for the interior node. Only 
the model for the interior node is described below, since overall model covering other configuration cases 

 

�̄�𝜌������(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 𝑖
𝜐𝜐�

𝑟𝑟�� − 𝑟𝑟��

𝑟𝑟��� − 𝑟𝑟���
 , (5-37c)

where the radii 𝑟𝑟�, 𝑟𝑟� and 𝑟𝑟� are defined by 

𝑟𝑟� = 𝑟𝑟�� − 𝑊𝑊��� ,  𝑟𝑟� = 𝑟𝑟� − 2𝛿𝛿�  and 𝑟𝑟� = 𝑟𝑟�� 𝑖 2𝛿𝛿� . 
The heat transfer areas and coefficients required are calculated as 

𝑎𝑎���(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

  for S5,  and 𝑎𝑎���(𝑖𝑖𝑖𝑖) = 2𝑟𝑟��
𝑟𝑟��� − 𝑟𝑟���

for S7 , and (5-38a)

ℎ��(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 𝜅𝜅�
𝑟𝑟� 𝑙𝑙𝑙𝑙(𝑟𝑟� 𝑟𝑟��⁄ )   and  ℎ��(𝑖𝑖𝑖𝑖) = 𝜅𝜅�

𝑟𝑟�� 𝑙𝑙𝑙𝑙(𝑟𝑟�� 𝑟𝑟��⁄ ) , (5-38b)

where the radii 𝑟𝑟�� and 𝑟𝑟�� are defined by 

𝑟𝑟�� = �(𝑟𝑟�� 𝑖 𝑟𝑟��) 2⁄   and 𝑟𝑟�� = �(𝑟𝑟��� 𝑖 𝑟𝑟��) 2⁄ . 

The remaining heat transfer areas and coefficients are: 

ℎ��,��(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 𝜅𝜅�
𝑟𝑟�[𝑙𝑙𝑙𝑙(𝑟𝑟� 𝑟𝑟��⁄ ) 𝑖 𝑙𝑙𝑙𝑙(𝑟𝑟�� 𝑟𝑟�⁄ )] , where 𝑟𝑟�� = �(𝑟𝑟�� 𝑖 𝑟𝑟��) 2⁄ , (5-38c)

𝑎𝑎��(��),��(����)(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

 , (5-38d)

𝑎𝑎��(����),��(����)(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 2𝑟𝑟�
𝑟𝑟��� − 𝑟𝑟���

 , and (5-38e)

(ℎ𝑎𝑎)��(��),��(����) = 𝑎𝑎��(��),��(����)
𝑟𝑟�[𝜅𝜅��� 𝑙𝑙𝑙𝑙(𝑟𝑟� 𝑟𝑟��⁄ ) 𝑖 𝜅𝜅��� 𝑙𝑙𝑙𝑙(𝑟𝑟�� 𝑟𝑟�⁄ )] . (5-38f)

For the multiple nodalization of the interior node, the macroscopic density and specific internal 
energy of subdivided node L are: 

�̄�𝜌�����,���� (𝑖𝑖𝑖𝑖 𝑖 𝑖) = �̄�𝜌������(𝑖𝑖𝑖𝑖 𝑖 𝑖) 𝑟𝑟����,������ � − 𝑟𝑟����,���� �

𝑟𝑟�� − 𝑟𝑟��
, and (5-39a)
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are documented already in the structure model report15). When the interior node is subdivided into NLCWI 
nodes (for left can wall), the energy equation for a subdivided node L is expressed as: 

𝜕𝜕�̄�𝜕���,�𝑒𝑒���,�
𝜕𝜕𝜕𝜕 = −𝑎𝑎���ℎ(���,�),(���,���)�𝑇𝑇����,���� − 𝑇𝑇����,������ �   for L = 1 , (5-41a)

𝜕𝜕�̄�𝜕���,�𝑒𝑒���,�
𝜕𝜕𝜕𝜕 = 𝑎𝑎���ℎ(���,���),(���,�)�𝑇𝑇����,������ − 𝑇𝑇����,���� �

−  𝑎𝑎���ℎ(���,�),(���,���)�𝑇𝑇����,���� − 𝑇𝑇����,������ �  for L = 2~NLCWI  , and 
(5-41b)

𝜕𝜕�̄�𝜕���,�𝑒𝑒���,�
𝜕𝜕𝜕𝜕 = 𝑎𝑎���ℎ(���,���),(���,�)�𝑇𝑇����,������ − 𝑇𝑇����,���� �  for L = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑁 1 𝑁 (5-41c)

where the node 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑁 1 corresponds to the surface node. 

The end-of-time-step temperatures appearing on the right side of equations are expanded into a 
Taylor series as 

𝑇𝑇����� = 𝑇𝑇�� 𝑁 �𝜕𝜕𝑇𝑇�
𝜕𝜕𝑒𝑒�

�
�

𝛥𝛥𝑒𝑒� 𝑁 (5-42)

By substituting Eq. (5-37) to Eq. (5-36), we obtain the expression for the L-th node. 

− �(𝑎𝑎ℎ)���,�𝛥𝛥𝜕𝜕 𝜕𝜕𝑇𝑇���
𝜕𝜕𝑒𝑒���

� 𝛥𝛥𝑒𝑒��� 𝑁 ��̄�𝜕� 𝑁 �(𝑎𝑎ℎ)���,� 𝑁 (𝑎𝑎ℎ)�,����𝛥𝛥𝜕𝜕 𝜕𝜕𝑇𝑇�
𝜕𝜕𝑒𝑒�

� 𝛥𝛥𝑒𝑒�

𝑁 �(𝑎𝑎ℎ)�,���𝛥𝛥𝜕𝜕 𝜕𝜕𝑇𝑇���
𝜕𝜕𝑒𝑒���

� 𝛥𝛥𝑒𝑒���

= 𝛥𝛥𝜕𝜕�(𝑎𝑎ℎ)���,�(𝑇𝑇���� − 𝑇𝑇��) 𝑁 (𝑎𝑎ℎ)�,���(𝑇𝑇���� − 𝑇𝑇��)� 𝑁 
(5-43)

This is a set of 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 linear equations and is solved using the Newton’s method, together with the 
equations for crust nodes, if present, and the surface node that has been set over to an adjacent cell (in 
configuration cases 8c and 8d). Finally, the specific internal energy is simply updated explicitly. 

�̃�𝑒���� = 𝑒𝑒�� 𝑁 𝛥𝛥𝑒𝑒� 𝑁 (5-44)

5.5. Can Wall and Crust Fuel Breakup Model 

5.5.1. Background 

The can wall and crust breakup model has been documented in the structure model report15), and is 
briefly explained in Section 5.3.7. The original breakup model is, more or less, based on thermal criteria 
such as a melt fraction and temperature of the can wall. Other mechanisms of can wall breakup or failure 
have been later added as optional models controlled by input specifications. This section describes all the 
modes of can wall and crust fuel failure and breakup in detail and replaces Section 5.3.7.  

In the original model in SIMMER-III/SIMMER-IV, a criterion to predict breakup of can wall is 
based on the melt fraction of can wall interior node. Although the structural dynamics of can wall is not 
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modeled in the code, a consideration is made on the structural integrity at an elevated temperature range 
close to the melting point of steel. The terminology of “breakup” means the structure is completely 
disintegrated and its mass is transferred to either liquid or solid particles, while “failure” means the 
integrity of the structure is lost but its mass remains as structure without mass transfer. The modes of 
structure breakup and failure as modeled in SIMMER-III are listed below, where NC’s denote the breakup 
or failure ID numbers. For SIMMER-IV, the same modeling approach is used for the front/back can walls. 

 Breakup of right/left thin can wall from adjacent cell (NC1/NC2)  

 Breakup of cladding (NC3) 

 Breakup of left/right can wall (NC4/NC5) 

 Mechanical failure of left/right can wall (NC6/NC7) 

 Mechanical breakup of left/right can wall (NC8/NC9) 

 Breakup of suspended left/right can wall (NC8B/NC9B) 

 Breakup of left/right crust fuel 

Whether each model is made active or not is controlled by input option flags, as listed in Table 5-2. Some 
of the models are redundant and seem duplicating; for example, NC1/NC2 and NC8/NC9 both model the 
breakup of thin can wall. However, this duplication is left untouched, such that the user can flexibly specify 
input options depending on application problems. It is noted that since a thin can wall without crust is 
broken up, the can wall structure configuration Case 8a is no longer applicable. 

The concept and models of these modes are described in detail in the following section, including 
the breakup of cladding for completeness. 

5.5.2. Breakup of thin can wall in adjacent cell (NC1/NC2)  

This is a special case treatment with a single thin can wall at a mesh-cell boundary. When a can 
wall is missing at the left boundary of cell IJ and the right can wall in cell IJ-1 becomes thin without crust, 
the heat and mass transfer model can no longer calculate energy transfer with the remaining thin can wall in 
the adjacent cell. This may generate an unphysical situation that the melting of the can wall is suddenly 
ceased when it becomes thin. Assuming a thin can wall is weak and cannot stay intact for a long time, it is 
unconditionally broken up and the mass is transferred to solid steel particles. This mode of breakup applies 
only to a thin coupled can wall, without crust, in an adjacent cell. For the left mesh cell boundary of cell IJ 
(Case NC1) where only a thin can wall is present in cell IJ-1 without crust, the mass is transferred to steel 
particles instantaneously in cell IJ-1.  

�̅�𝜌������ = �̅�𝜌��� + �̅�𝜌����  , (5-45a)

�̅�𝜌������� = 0 , (5-45b)

 

are documented already in the structure model report15). When the interior node is subdivided into NLCWI 
nodes (for left can wall), the energy equation for a subdivided node L is expressed as: 

𝜕𝜕�̄�𝜕���,�𝑒𝑒���,�
𝜕𝜕𝜕𝜕 = −𝑎𝑎���ℎ(���,�),(���,���)�𝑇𝑇����,���� − 𝑇𝑇����,������ �   for L = 1 , (5-41a)

𝜕𝜕�̄�𝜕���,�𝑒𝑒���,�
𝜕𝜕𝜕𝜕 = 𝑎𝑎���ℎ(���,���),(���,�)�𝑇𝑇����,������ − 𝑇𝑇����,���� �

−  𝑎𝑎���ℎ(���,�),(���,���)�𝑇𝑇����,���� − 𝑇𝑇����,������ �  for L = 2~NLCWI  , and 
(5-41b)

𝜕𝜕�̄�𝜕���,�𝑒𝑒���,�
𝜕𝜕𝜕𝜕 = 𝑎𝑎���ℎ(���,���),(���,�)�𝑇𝑇����,������ − 𝑇𝑇����,���� �  for L = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑁 1 𝑁 (5-41c)

where the node 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑁 1 corresponds to the surface node. 

The end-of-time-step temperatures appearing on the right side of equations are expanded into a 
Taylor series as 

𝑇𝑇����� = 𝑇𝑇�� 𝑁 �𝜕𝜕𝑇𝑇�
𝜕𝜕𝑒𝑒�

�
�

𝛥𝛥𝑒𝑒� 𝑁 (5-42)

By substituting Eq. (5-37) to Eq. (5-36), we obtain the expression for the L-th node. 

− �(𝑎𝑎ℎ)���,�𝛥𝛥𝜕𝜕 𝜕𝜕𝑇𝑇���
𝜕𝜕𝑒𝑒���

� 𝛥𝛥𝑒𝑒��� 𝑁 ��̄�𝜕� 𝑁 �(𝑎𝑎ℎ)���,� 𝑁 (𝑎𝑎ℎ)�,����𝛥𝛥𝜕𝜕 𝜕𝜕𝑇𝑇�
𝜕𝜕𝑒𝑒�

� 𝛥𝛥𝑒𝑒�

𝑁 �(𝑎𝑎ℎ)�,���𝛥𝛥𝜕𝜕 𝜕𝜕𝑇𝑇���
𝜕𝜕𝑒𝑒���

� 𝛥𝛥𝑒𝑒���

= 𝛥𝛥𝜕𝜕�(𝑎𝑎ℎ)���,�(𝑇𝑇���� − 𝑇𝑇��) 𝑁 (𝑎𝑎ℎ)�,���(𝑇𝑇���� − 𝑇𝑇��)� 𝑁 
(5-43)

This is a set of 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 linear equations and is solved using the Newton’s method, together with the 
equations for crust nodes, if present, and the surface node that has been set over to an adjacent cell (in 
configuration cases 8c and 8d). Finally, the specific internal energy is simply updated explicitly. 

�̃�𝑒���� = 𝑒𝑒�� 𝑁 𝛥𝛥𝑒𝑒� 𝑁 (5-44)

5.5. Can Wall and Crust Fuel Breakup Model 

5.5.1. Background 

The can wall and crust breakup model has been documented in the structure model report15), and is 
briefly explained in Section 5.3.7. The original breakup model is, more or less, based on thermal criteria 
such as a melt fraction and temperature of the can wall. Other mechanisms of can wall breakup or failure 
have been later added as optional models controlled by input specifications. This section describes all the 
modes of can wall and crust fuel failure and breakup in detail and replaces Section 5.3.7.  

In the original model in SIMMER-III/SIMMER-IV, a criterion to predict breakup of can wall is 
based on the melt fraction of can wall interior node. Although the structural dynamics of can wall is not 
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�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + �̅�𝜌���� 𝑒𝑒���

�̅�𝜌���
���  , and (5-45c)

�̃�𝑒����� = 𝑒𝑒�,��  . (5-45d)

The same treatment is implemented at the right cell boundary of cell IJ (Case NC2), and the thin can 
wall interior mass in cell IJ+1 is transferred to solid steel particles.  

5.5.3. Breakup of cladding (NC3) 

The criterion to predict breakup of cladding is based on a thermal condition, that is the melt fraction 
of cladding. 

𝑒𝑒�� − 𝑒𝑒���,�
𝑒𝑒���,� − 𝑒𝑒���,�

≥ 𝑓𝑓��  , (5-46)

where 𝑓𝑓��  is an input threshold melt fraction. Molten cladding mass is transferred to liquid steel at the 
liquidus energy as follows: 

𝑓𝑓� = 𝑒𝑒�� − 𝑒𝑒���,�
𝑒𝑒���,� − 𝑒𝑒���,�

 , (5-47a)

�̅�𝜌������ = �̅�𝜌��� + 𝑓𝑓��̅�𝜌���   , and (5-47b)

�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + 𝑓𝑓��̅�𝜌��� 𝑒𝑒���,�
�̅�𝜌���

���  . (5-47c)

The remaining solid mass is transferred to the liquid field as steel particles or stays as cladding at the 
solidus energy. That is 

�̅�𝜌������ = �̅�𝜌��� + (1 − 𝑓𝑓�)(1 − 𝑋𝑋����)�̅�𝜌���  , (5-48a)

�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + (1 − 𝑓𝑓�)(1 − 𝑋𝑋����)�̅�𝜌��� 𝑒𝑒���,�
�̅�𝜌���

��� , (5-48b)

�̅�𝜌������ = �̅�𝜌�� − �̅�𝜌������ − �̅�𝜌������ , and (5-48c)

�̃�𝑒����� = 𝑒𝑒���,� . (5-48d)

where 𝑋𝑋���� is an input fraction of the solid mass that is left as cladding at the solidus energy.  

An optional criterion for cladding breakup is the input threshold temperature, reflecting the fact that 
the structural strength of cladding is significantly reduced at a higher temperature range. The criterion is 

𝑇𝑇�� > 𝑇𝑇����,���� . (5-49)

The cladding mass is transferred to solid steel particles. 

�̅�𝜌������ = �̅�𝜌��� + �̅�𝜌���  , (5-50a)
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�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + �̅�𝜌��� 𝑒𝑒���

�̅�𝜌���
���  , (5-50b)

�̅�𝜌������ = 0 , and (5-50c)

�̃�𝑒����� = 𝑒𝑒�,��  . (5-50d)

5.5.4. Breakup of can wall (NC4/NC5) 

This is an original SIMMER-III model. The criterion to predict breakup of can wall is based on a 
thermal condition, that is the melt fraction of a can wall interior node. 

𝑒𝑒�� − 𝑒𝑒���,�
𝑒𝑒���,� − 𝑒𝑒���,�

≥ 𝑓𝑓���     for 𝑀𝑀 = 𝑀 or 𝑀 , (5-51)

where 𝑓𝑓���   is an input threshold melt fraction. Molten can-wall mass is transferred to liquid steel at the 
liquidus energy as follows: 

𝑓𝑓�� = 𝑒𝑒�� − 𝑒𝑒���,�
𝑒𝑒���,� − 𝑒𝑒���,�

 , (5-52a)

�̅�𝜌������ = �̅�𝜌��� + 𝑓𝑓���̅�𝜌���    for 𝑚𝑚 = 𝑚 or 𝑚𝑚 , and (5-52b)

�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + 𝑓𝑓���̅�𝜌��� 𝑒𝑒���,�
�̅�𝜌���

���  . (5-52c)

The remaining solid mass is transferred to the liquid field as steel particles or stays as a can wall at the 
solidus energy. That is 

�̅�𝜌������ = �̅�𝜌��� + (𝑚 − 𝑓𝑓��)(𝑚 − 𝑋𝑋��)�̅�𝜌��� , (5-53a)

�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + (𝑚 − 𝑓𝑓��)(𝑚 − 𝑋𝑋��)�̅�𝜌��� 𝑒𝑒���,�
�̅�𝜌���

��� , (5-53b)

�̅�𝜌������ = �̅�𝜌��� − �̅�𝜌������ − �̅�𝜌������ , and (5-53c)

�̃�𝑒����� = 𝑒𝑒���,� , (5-53d)

where 𝑋𝑋�� is an input fraction of the solid mass that is left as the can wall interior at the solidus energy.  

Upon breakup of a thick can wall interior node, the accompanying surface node is assumed to break 
up simultaneous, since it cannot exist without its interior. When a single thick can wall that couples two 
adjacent cells breaks up, a special treatment is necessary for the surface node set over from the adjacent 
donor cell containing the interior node. The mass of this surface node being transferred to steel particles 
must be returned back to the donor cell; otherwise, the volume fractions of steel in the two cells cannot be 
conserved. It is noted that this tricky procedure of can wall surface node set-over is to enable the heat and 
mass transfer calculations in the acceptor cell and thereby to thermally couple the two cells, but its volume 

 

�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + �̅�𝜌���� 𝑒𝑒���

�̅�𝜌���
���  , and (5-45c)

�̃�𝑒����� = 𝑒𝑒�,��  . (5-45d)

The same treatment is implemented at the right cell boundary of cell IJ (Case NC2), and the thin can 
wall interior mass in cell IJ+1 is transferred to solid steel particles.  

5.5.3. Breakup of cladding (NC3) 

The criterion to predict breakup of cladding is based on a thermal condition, that is the melt fraction 
of cladding. 

𝑒𝑒�� − 𝑒𝑒���,�
𝑒𝑒���,� − 𝑒𝑒���,�

≥ 𝑓𝑓��  , (5-46)

where 𝑓𝑓��  is an input threshold melt fraction. Molten cladding mass is transferred to liquid steel at the 
liquidus energy as follows: 

𝑓𝑓� = 𝑒𝑒�� − 𝑒𝑒���,�
𝑒𝑒���,� − 𝑒𝑒���,�

 , (5-47a)

�̅�𝜌������ = �̅�𝜌��� + 𝑓𝑓��̅�𝜌���   , and (5-47b)

�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + 𝑓𝑓��̅�𝜌��� 𝑒𝑒���,�
�̅�𝜌���

���  . (5-47c)

The remaining solid mass is transferred to the liquid field as steel particles or stays as cladding at the 
solidus energy. That is 

�̅�𝜌������ = �̅�𝜌��� + (1 − 𝑓𝑓�)(1 − 𝑋𝑋����)�̅�𝜌���  , (5-48a)

�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + (1 − 𝑓𝑓�)(1 − 𝑋𝑋����)�̅�𝜌��� 𝑒𝑒���,�
�̅�𝜌���

��� , (5-48b)

�̅�𝜌������ = �̅�𝜌�� − �̅�𝜌������ − �̅�𝜌������ , and (5-48c)

�̃�𝑒����� = 𝑒𝑒���,� . (5-48d)

where 𝑋𝑋���� is an input fraction of the solid mass that is left as cladding at the solidus energy.  

An optional criterion for cladding breakup is the input threshold temperature, reflecting the fact that 
the structural strength of cladding is significantly reduced at a higher temperature range. The criterion is 

𝑇𝑇�� > 𝑇𝑇����,���� . (5-49)

The cladding mass is transferred to solid steel particles. 

�̅�𝜌������ = �̅�𝜌��� + �̅�𝜌���  , (5-50a)
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is not transferred (See the definition of the structure volume fraction in Eq. (5-7)). When the surface node 
in cell IJ-1 breaks up and is transferred to steel particles in cell IJ, for example in case NC4, the 
macroscopic density of steel particles being transferred must be multiplied by the ratio of cell volumes to 
conserve steel mass. Although this special-case treatment was implemented only recently as an input option, 
it must be always used. 

5.5.5. Mechanical failure of can wall (NC6/NC7) 

Two additional mechanisms have been developed in consideration of mechanical strength of a can 
wall structure to simulate an early can wall failure, which results in crack formation that allows lateral 
(radial) fluid motion. There is no mass transfer in these mechanisms. First, when the can wall becomes 
thinner than an input threshold value, it is assumed that the can wall structure can no longer stay intact. 
Namely, the can wall failure is predicted when the following condition is satisfied. 

𝑊𝑊�� < 𝑊𝑊��,���� , (5-54)

where 𝑊𝑊��.���� is an input threshold of can-wall failure thickness. The mode of failure is crack formation 
and no mass transfer to the liquid field takes place until a thermal breakup condition is met. 

Second, the can wall failure is modeled based on the thermal condition. Structural strength of steel 
decreases with increasing temperature in general and becomes zero at the solidus energy. It is therefore 
assumed that the structural integrity of the can wall is practically lost at high temperature and the can wall 
failure is predicted when the can wall interior temperature exceed an input threshold temperature 𝑇𝑇��,����. 

𝑇𝑇�� > 𝑇𝑇��,���� . (5-55)

The mode of failure is crack formation as well. Even though the can wall mass remains unchanged, lateral 
fluid motion is allowed through a crack or hole in these failure modes and the orifice pressure drop is 
applied to the lateral fluid flow.  

5.5.6. Mechanical breakup of can wall (NC8/NC9) 

In general, the structural strength of steel can wall decreases with increasing its temperature, and 
will be practically lost at an elevated temperature range close to the solidus point. In addition, when the can 
wall becomes thin and without crust, it is assumed the structural strength is practically lost. The latter 
criterion is similar to NC1/NC2, in which a thin can wall in an adjacent cell is broken up; but NC8/NC9 is 
applied to cell IJ. The criterion for mechanical breakup of left can wall is:  

𝑇𝑇�� > 𝑇𝑇��,���� or [the fluid is in contact directly with left can wall interior] , (5-56)

where 𝑇𝑇��,���� is the input breakup temperature (default value: 1513 K). The latter means the left can wall 
is thin with no surface node nor crust. 

If the above criterion is met, the entire mass of a can wall interior node is transferred to steel 
particles. The surface node is also transferred simultaneously.  

�̅�𝜌������ = �̅�𝜌��� + �̅�𝜌��� + �̅�𝜌���  , (5-57a)
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�̃�𝑒����� = �̅�𝜌��� 𝑒𝑒��� + �̅�𝜌��� 𝑒𝑒��� + �̅�𝜌��� 𝑒𝑒���

�̅�𝜌���
���  , (5-57b)

�̅�𝜌������ = �̅�𝜌������ = 0 , and (5-57c)

�̃�𝑒����� = 𝑒𝑒�,��  . (5-57d)

When the can wall energy is larger than the solidus energy, the mass being transferred is partitioned 
between liquid steel and steel particles, based on a melt fraction. The formulae are similar to the standard 
can wall breakup model in NC4/NC5. The same formulae apply to the right can wall, as well.  

When the left can wall in cell IJ is coupled with the left adjacent cell IJ-1, breakup of a can wall 
interior node in cell IJ also causes simultaneous breakup of a can wall surface node in cell IJ-1.  

�̅�𝜌������(𝑖𝑖𝑖𝑖 𝑖 𝑖) = �̅�𝜌��� (𝑖𝑖𝑖𝑖 𝑖 𝑖) + �̅�𝜌���� (𝐼𝐼𝐼𝐼 𝑖 𝑖) , (5-58a)

�̃�𝑒�����(𝑖𝑖𝑖𝑖 𝑖 𝑖) = �̅�𝜌��� (𝑖𝑖𝑖𝑖 𝑖 𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖 𝑖 𝑖) + �̅�𝜌���� (𝑖𝑖𝑖𝑖 𝑖 𝑖)𝑒𝑒��� (𝑖𝑖𝑖𝑖 𝑖 𝑖)
�̅�𝜌���

���(𝑖𝑖𝑖𝑖 𝑖 𝑖) , (5-58b)

�̅�𝜌�������(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 0 , and (5-58c)

�̃�𝑒�����(𝑖𝑖𝑖𝑖 𝑖 𝑖) = 𝑒𝑒�,��  . (5-58d)

When the can wall energy is larger than the liquidus energy, the mass being transferred is partitioned 
between liquid steel and steel particles, based on a melt fraction. The same formulae apply to the right can 
wall, as well.  

5.5.7. Breakup of suspended can wall (NC8B/NC9B) 

In rare occasions during reactor core melt-out progression, the breakup of can wall may take place 
at two axial locations simultaneously. This produces an unphysical situation that the remaining can wall 
structure between the two breakup locations stays intact and stationary. This suspended (floating un-
supported) can wall structure may fall down under gravity or move in a fluid flow. To simply simulate the 
mobility of a suspended can wall structure, a breakup model, almost the same as NC8/NC9, is optionally 
made available. When a suspended can wall structure is detected, the entire mass of suspended can wall is 
transferred to steel particles instantaneously. 

5.5.8. Breakup of crust fuel 

Since the crust fuel itself is thought to be very brittle and fragile, it is assumed that it can stay on a 
structure wall surface only when underlying structure is intact. Namely, if the can wall disappears or 
undergoes extensive melting on surface, the crust fuel is likely to fail at the same time. Thus, the breakup of 
crust fuel is assumed when one of the following two conditions is satisfied. 

First, the crust fuel breaks up, when the can wall disappears. For the left crust, the criterion is 

 

is not transferred (See the definition of the structure volume fraction in Eq. (5-7)). When the surface node 
in cell IJ-1 breaks up and is transferred to steel particles in cell IJ, for example in case NC4, the 
macroscopic density of steel particles being transferred must be multiplied by the ratio of cell volumes to 
conserve steel mass. Although this special-case treatment was implemented only recently as an input option, 
it must be always used. 

5.5.5. Mechanical failure of can wall (NC6/NC7) 

Two additional mechanisms have been developed in consideration of mechanical strength of a can 
wall structure to simulate an early can wall failure, which results in crack formation that allows lateral 
(radial) fluid motion. There is no mass transfer in these mechanisms. First, when the can wall becomes 
thinner than an input threshold value, it is assumed that the can wall structure can no longer stay intact. 
Namely, the can wall failure is predicted when the following condition is satisfied. 

𝑊𝑊�� < 𝑊𝑊��,���� , (5-54)

where 𝑊𝑊��.���� is an input threshold of can-wall failure thickness. The mode of failure is crack formation 
and no mass transfer to the liquid field takes place until a thermal breakup condition is met. 

Second, the can wall failure is modeled based on the thermal condition. Structural strength of steel 
decreases with increasing temperature in general and becomes zero at the solidus energy. It is therefore 
assumed that the structural integrity of the can wall is practically lost at high temperature and the can wall 
failure is predicted when the can wall interior temperature exceed an input threshold temperature 𝑇𝑇��,����. 

𝑇𝑇�� > 𝑇𝑇��,���� . (5-55)

The mode of failure is crack formation as well. Even though the can wall mass remains unchanged, lateral 
fluid motion is allowed through a crack or hole in these failure modes and the orifice pressure drop is 
applied to the lateral fluid flow.  

5.5.6. Mechanical breakup of can wall (NC8/NC9) 

In general, the structural strength of steel can wall decreases with increasing its temperature, and 
will be practically lost at an elevated temperature range close to the solidus point. In addition, when the can 
wall becomes thin and without crust, it is assumed the structural strength is practically lost. The latter 
criterion is similar to NC1/NC2, in which a thin can wall in an adjacent cell is broken up; but NC8/NC9 is 
applied to cell IJ. The criterion for mechanical breakup of left can wall is:  

𝑇𝑇�� > 𝑇𝑇��,���� or [the fluid is in contact directly with left can wall interior] , (5-56)

where 𝑇𝑇��,���� is the input breakup temperature (default value: 1513 K). The latter means the left can wall 
is thin with no surface node nor crust. 

If the above criterion is met, the entire mass of a can wall interior node is transferred to steel 
particles. The surface node is also transferred simultaneously.  

�̅�𝜌������ = �̅�𝜌��� + �̅�𝜌��� + �̅�𝜌���  , (5-57a)
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�̅�𝜌�� � �̅�𝜌�� � � . (5-59)

Second, the crust fuel becomes unstable, when the underlying wall surface starts to melt. However, 
a thick crust can stay intact even when the underlying structure starts to melt. Thus the crust fuel breakup is 
judged, for the left crust case, by one of the two criteria 

𝑇𝑇�� � 𝑇𝑇���,� , and (5-60a)

𝑊𝑊�� � 𝑊𝑊��,��� . (5-60b)

It is assumed the crust breakup occurs instantaneously, and the mass and energy of the left crust fuel 
are transferred to solid fuel particles as follows: 

�̅�𝜌������ � � , (5-61a)

�̃�𝑒����� � 𝑒𝑒�,��  , (5-61b)

�̅�𝜌������ � �̅�𝜌��� � �̅�𝜌���  , and (5-61c)

�̃�𝑒����� � �̅�𝜌��� 𝑒𝑒��� � �̅�𝜌��� 𝑒𝑒���

�̅�𝜌������  . (5-61d)

The model for the right crust fuel is the same. 

5.5.9. Lateral fluid flow restraint  

Breakup of the uncoupled two can walls or the coupled can wall allows lateral (radial) fluid motion 
to take place across the mesh-cell boundary. When the can wall becomes completely melted or broken up 
with no can wall structure remaining, an entire area of mesh call boundary is available for lateral fluid flow. 
On the other hand, when can wall breakup is incomplete with a part of can wall mass still remaining as an 
intact structure, like in NC4/NC5 (breakup by thermal criterion) and NC6/NC7 (mechanical failure), the 
lateral fluid flow is restrained by the remaining can wall structure with a reduced cell boundary area 
available for flow. 

To simulate the lateral fluid flow restraint caused by incomplete can wall failure, a simple orifice 
pressure drop is modeled with its coefficient defines as 

𝐶𝐶��� � 𝐶𝐶���.��1 � 𝛽𝛽��1 � 𝛽𝛽�� 1
𝛽𝛽� , (5-62)

where 𝐶𝐶���.� is an empirical constant with the value of 1.35, and 

𝛽𝛽 � 𝛽𝛽�� � 𝑓𝑓���1 � 𝛽𝛽��� , (5-63)

where 𝑓𝑓�� is the melt fraction of the can wall and 𝛽𝛽�� is a fractional area of the can wall available for 
lateral fluid flow across the mesh-cell boundary and the default value of 0.1.  
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5.6. Detailed Fuel-Pin Model 

5.6.1. Background 

The standard fuel pin model of SIMMER-III/SIMMER-IV is a simplified pin model (SPIN)15), in 
which pin fuel is represented by two temperature nodes, a thin surface and thick interior nodes, for fuel pin 
heat-transfer calculations. This SPIN model is considered sufficient for many of code application areas, 
such as undercooling type accident sequences where a detailed behavior of intact fuel pin is unimportant. 
When rapid overpower transients are to be simulated, on the other hand, a more detailed fuel pin modeling 
is desired to describe the development of radial temperature distribution, fuel melting onset from the 
centerline, molten cavity formation, mechanical loading to cladding, and so on. The development of a 
detailed fuel pin model (DPIN) was initiated by JAEA and later taken over by CEA-Cadarache37). Although 
further development and refinement of DPIN-related models were required, the effort was interrupted due 
to limited resources available. It is noted a new project was recently initiated as a joint study by JAEA and 
CEA to develop some advanced technologies beyond SIMMER-III and SIMMER-IV. This project includes 
the development of a new detailed fuel pin model that can simulate various designs of future LMFRs. 

In the rest of this section, the DPIN model incorporated in the current SIMMER-III and SIMMER-
IV libraries is described, including the fuel-pin radial heat transfer model and the molten cavity model.  

5.6.2. Geometry and assumptions 

A concept of the fuel-pin radial heat transfer model is similar to one used in initiating-phase codes 
such as SAS4A, where a detailed fuel-pin thermo-mechanical model is used. Only a thermal behavior is 
modeled in SIMMER-III/SIMMER-IV, since detailed descriptions of pre-transient fuel irradiation 
phenomena and transient mechanical deformations are beyond the scope of the codes. However, it is 
expected that the treatment of radial temperature distribution in pin fuel should make connection from 
SAS4A more consistent or simulate overpower transients much better.  

Like in SAS4A, a representative fuel pin is divided into a number of axial segments (MZ), and each 
axial segment of pin fuel is divided into radial temperature nodes (NPB). The geometrical arrangement of 
the initial radial node structure is illustrated in Fig. 5-6. The fuel pin heat transfer calculation is made 
from node KS to node KE, initially set to k=1 and k= NPB +1, respectively. In an overpower transient, pin 
fuel melting proceeds from the inner-most node and the inner radius changes. Then the radial nodes are 
rezoned and KS can be set to 2 or larger value for a new heat transfer calculation in the next cycle. The 
width of the outermost pellet node is set to the thermal penetration length 2𝛿𝛿�, which is the same as the 
pin-fuel surface node as defined as a fluid-dynamics structure-field component. This means the pin fuel 
surface node is treated completely the same as the one in the SPIN option. The single interior node in 
SPIN is divided into NPB-1 nodes in the DPIN option. For better thermal coupling of pin fuel and the 
cavity fuel, the width of innermost node is also set to 2𝛿𝛿�. 

The following assumptions are used in the detailed pin model.  

 Thermal expansion of fuel is modeled using the standard equations of state (EOS) and 
thermophysical properties, but the expansion occurs only to a radial direction. Thus, an important 

 

�̅�𝜌�� � �̅�𝜌�� � � . (5-59)

Second, the crust fuel becomes unstable, when the underlying wall surface starts to melt. However, 
a thick crust can stay intact even when the underlying structure starts to melt. Thus the crust fuel breakup is 
judged, for the left crust case, by one of the two criteria 

𝑇𝑇�� � 𝑇𝑇���,� , and (5-60a)

𝑊𝑊�� � 𝑊𝑊��,��� . (5-60b)

It is assumed the crust breakup occurs instantaneously, and the mass and energy of the left crust fuel 
are transferred to solid fuel particles as follows: 

�̅�𝜌������ � � , (5-61a)

�̃�𝑒����� � 𝑒𝑒�,��  , (5-61b)

�̅�𝜌������ � �̅�𝜌��� � �̅�𝜌���  , and (5-61c)

�̃�𝑒����� � �̅�𝜌��� 𝑒𝑒��� � �̅�𝜌��� 𝑒𝑒���

�̅�𝜌������  . (5-61d)

The model for the right crust fuel is the same. 

5.5.9. Lateral fluid flow restraint  

Breakup of the uncoupled two can walls or the coupled can wall allows lateral (radial) fluid motion 
to take place across the mesh-cell boundary. When the can wall becomes completely melted or broken up 
with no can wall structure remaining, an entire area of mesh call boundary is available for lateral fluid flow. 
On the other hand, when can wall breakup is incomplete with a part of can wall mass still remaining as an 
intact structure, like in NC4/NC5 (breakup by thermal criterion) and NC6/NC7 (mechanical failure), the 
lateral fluid flow is restrained by the remaining can wall structure with a reduced cell boundary area 
available for flow. 

To simulate the lateral fluid flow restraint caused by incomplete can wall failure, a simple orifice 
pressure drop is modeled with its coefficient defines as 

𝐶𝐶��� � 𝐶𝐶���.��1 � 𝛽𝛽��1 � 𝛽𝛽�� 1
𝛽𝛽� , (5-62)

where 𝐶𝐶���.� is an empirical constant with the value of 1.35, and 

𝛽𝛽 � 𝛽𝛽�� � 𝑓𝑓���1 � 𝛽𝛽��� , (5-63)

where 𝑓𝑓�� is the melt fraction of the can wall and 𝛽𝛽�� is a fractional area of the can wall available for 
lateral fluid flow across the mesh-cell boundary and the default value of 0.1.  
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reactivity effect of fuel-pin axial expansion cannot be calculated since the axial nodes are always 
fixed in space.  

 A central hole and fuel restructuring during pre-transient irradiation can be specified by user 
input data. Radial distributions of porosities and fission gas retention are specified for each of 
radial nodes. 

 Pellet-cladding gap conductance is modeled by a simple function. 

 The mass transfer from the inner pellet surface to the cavity is treated only at the same axial 
segment, and a complete cavity treatment, including redistribution of cavity materials, has not 
been implemented in the present code version. 

 Input specification 

5.6.3. Fuel pin structure configuration 

In the fuel pin heat-transfer code structure shown in Fig. 5-6, the heat-transfer area between the two 
nodes k and k-1 is defined at the node boundary as: 

𝑎𝑎�,��� = 2𝑟𝑟�
𝛼𝛼���,�
𝑟𝑟��,�

�  ,  for  k = KS+1 to KE , and (5-64a)

𝑎𝑎�,��� = 0 ,  for  k = KS or KE+1 , (5-64b)

where 𝑟𝑟� , 𝛼𝛼���,�  and 𝑟𝑟��,�  are the inner radius of radial node k, the volume fraction of fuel pin at axial 
segment j and the outer radius of fuel pin at axial segment j, respectively.  

Similarly to the simplified pin model formation, a temperature point to calculate radial heat transfer 
is placed at a volumetric centroid of each radial node for representing the cylindrical geometry of the fuel 
pin. The radius of temperature point of node k is calculated by 

�̂�𝑟� = �𝑟𝑟�� + 𝑟𝑟����

2  . (5-65)

Then the heat-transfer coefficient between nodes k and k-1 is defined as 

ℎ�,��� = 𝜅𝜅��
𝑟𝑟�[𝑙𝑙𝑙𝑙(𝑟𝑟� �̂�𝑟���⁄ ) + 𝑙𝑙𝑙𝑙(�̂�𝑟� 𝑟𝑟�⁄ )] ,  for  k = KS+1 to NP , (5-66)

where 𝜅𝜅�� denotes the thermal conductivity of solid fuel.  

The heat transfer coefficient between pellet outermost node (k = NPB) and cladding (k = NPB+1) 
includes the gap conductance 

ℎ���,����� = �𝑟𝑟��
𝜅𝜅��

�n ��̂�𝑟��
𝑟𝑟��

� + 1
ℎ���

+ 𝑟𝑟����
𝜅𝜅��

�n � �̂�𝑟�
𝑟𝑟��

��
��

, (5-67)

where 𝜅𝜅�� denotes the thermal conductivity of solid steel and ℎ��� is the gap conductance. There are three 
options are available for the gap conductance as documented in the structure model report15).  
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 a constant value specified by user input, 

 a simple conductance model based on gap gas conduction and radiation heat transfer, and  

 a more elaborated model to consider fuel-cladding contact behavior as well as gap gas 
conductance and radiation.  

The fuel pin outer surface area and the structure-side heat-transfer coefficient to be used in the 
fluid-dynamics heat and mass transfer operations are calculated in the same way as the simplified model. 

5.6.4. Radial heat transfer model and solution method 

The mass and energy equations for the fuel-pin radial node k are: 

𝜕𝜕�̄�𝜕�
𝜕𝜕𝜕𝜕 = 𝛤𝛤� , and (5-68)

𝜕𝜕�̄�𝜕�𝑒𝑒�
𝜕𝜕𝜕𝜕 = ℎ�,���𝑎𝑎�,���(𝑇𝑇��� − 𝑇𝑇�) + ℎ���,�𝑎𝑎���,�(𝑇𝑇��� − 𝑇𝑇�)+𝑄𝑄�� + 𝑄𝑄�� , (5-69)

where the mass transfer rate 𝛤𝛤� and the energy transfer rate 𝑄𝑄�� are applied only to the innermost node and 
the outermost node. Namely, 

𝛤𝛤� = 0 ,  for k = KS+1 to KE-1 , and 

𝑄𝑄�� = 0 ,  for k = KS+1 to KE-1 . 

The time step sizes can be larger than the fluid-dynamics tie steps and hence 𝛤𝛤� , 𝑄𝑄��  and 𝑄𝑄�� , 
calculated in the fluid-dynamics Step 1 operations, are summed over the fluid time steps involved in the 
current heat transfer time step.  

Equations (5-68) and (5-69) are implicitly finite-differenced as: 

�̅�𝜕����� − �̄�𝜕�� = Δt𝛤𝛤� , and (5-70)

�̅�𝜕������̃�𝑒���� − �̄�𝜕��𝑒𝑒��

= Δt�ℎ�,���𝑎𝑎�,����𝑇𝑇������� − 𝑇𝑇������ + ℎ���,�𝑎𝑎���,��𝑇𝑇������� − 𝑇𝑇������ + 𝑄𝑄��

+ 𝑄𝑄��� , (5-71)

where ℎ�,��� and 𝑎𝑎�,��� are the heat-transfer coefficient and heat-transfer area, respectively, between the 
nodes k and k-1. The end-of-time-step temperatures are used in this implicit formulation. Equation (5-70) is 
multiplied by �̃�𝑒���� and subtracted from Eq. (5-70) to produce: 

�̄�𝜕�� (�̃�𝑒���� − 𝑒𝑒��) = Δt�ℎ�,���𝑎𝑎�,����𝑇𝑇������� − 𝑇𝑇������ + ℎ���,�𝑎𝑎���,��𝑇𝑇������� − 𝑇𝑇������
+ 𝑄𝑄�� + 𝑄𝑄�� − 𝛤𝛤��̃�𝑒����� . (5-72)

 

reactivity effect of fuel-pin axial expansion cannot be calculated since the axial nodes are always 
fixed in space.  

 A central hole and fuel restructuring during pre-transient irradiation can be specified by user 
input data. Radial distributions of porosities and fission gas retention are specified for each of 
radial nodes. 

 Pellet-cladding gap conductance is modeled by a simple function. 

 The mass transfer from the inner pellet surface to the cavity is treated only at the same axial 
segment, and a complete cavity treatment, including redistribution of cavity materials, has not 
been implemented in the present code version. 

 Input specification 

5.6.3. Fuel pin structure configuration 

In the fuel pin heat-transfer code structure shown in Fig. 5-6, the heat-transfer area between the two 
nodes k and k-1 is defined at the node boundary as: 

𝑎𝑎�,��� = 2𝑟𝑟�
𝛼𝛼���,�
𝑟𝑟��,�

�  ,  for  k = KS+1 to KE , and (5-64a)

𝑎𝑎�,��� = 0 ,  for  k = KS or KE+1 , (5-64b)

where 𝑟𝑟� , 𝛼𝛼���,�  and 𝑟𝑟��,�  are the inner radius of radial node k, the volume fraction of fuel pin at axial 
segment j and the outer radius of fuel pin at axial segment j, respectively.  

Similarly to the simplified pin model formation, a temperature point to calculate radial heat transfer 
is placed at a volumetric centroid of each radial node for representing the cylindrical geometry of the fuel 
pin. The radius of temperature point of node k is calculated by 

�̂�𝑟� = �𝑟𝑟�� + 𝑟𝑟����

2  . (5-65)

Then the heat-transfer coefficient between nodes k and k-1 is defined as 

ℎ�,��� = 𝜅𝜅��
𝑟𝑟�[𝑙𝑙𝑙𝑙(𝑟𝑟� �̂�𝑟���⁄ ) + 𝑙𝑙𝑙𝑙(�̂�𝑟� 𝑟𝑟�⁄ )] ,  for  k = KS+1 to NP , (5-66)

where 𝜅𝜅�� denotes the thermal conductivity of solid fuel.  

The heat transfer coefficient between pellet outermost node (k = NPB) and cladding (k = NPB+1) 
includes the gap conductance 

ℎ���,����� = �𝑟𝑟��
𝜅𝜅��

�n ��̂�𝑟��
𝑟𝑟��

� + 1
ℎ���

+ 𝑟𝑟����
𝜅𝜅��

�n � �̂�𝑟�
𝑟𝑟��

��
��

, (5-67)

where 𝜅𝜅�� denotes the thermal conductivity of solid steel and ℎ��� is the gap conductance. There are three 
options are available for the gap conductance as documented in the structure model report15).  
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Then the end-of-time-step temperature and specific internal energy are expanded with respect to the change 
in internal energy Δ𝑒𝑒� as: 

𝑇𝑇����� = 𝑇𝑇�� + �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

Δ𝑒𝑒� , and (5-73)

�̃�𝑒���� = 𝑒𝑒�� + Δ𝑒𝑒� , (5-74)

where the partial derivative of temperature with respect to internal energy is evaluated at the beginning of 
time step in the EOS model. The variables with “tilde” denote tentative values during iterations. 

Substituting Eqs. (5-73) and (5-74), Eq. (5-72) is rearranged into the form: 

𝑎𝑎�Δ𝑒𝑒��� + 𝑎𝑎�Δ𝑒𝑒� − 𝑎𝑎�Δ𝑒𝑒��� = 𝑏𝑏 , (5-75)

where the coefficients are: 

𝑎𝑎� = −Δtℎ�,���𝑎𝑎�,��� �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

 , (5-76a)

𝑎𝑎� = �̄�𝜌�� + Δtℎ�,���𝑎𝑎�,��� �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

+ Δtℎ���,�𝑎𝑎���,� �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

+ Δt𝛤𝛤� , (5-76b)

𝑎𝑎� = Δtℎ���,�𝑎𝑎���,� �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

 , and (5-76c)

𝑏𝑏 = Δt�ℎ�,���𝑎𝑎�,���(𝑇𝑇���� − 𝑇𝑇��) + ℎ���,�𝑎𝑎���,�(𝑇𝑇���� − 𝑇𝑇��) + 𝑄𝑄�� + 𝑄𝑄�� − 𝛤𝛤�𝑒𝑒��� . (5-76d)

This is a tridiagonal linear matrix equation with respect to Δ𝑒𝑒�  and is solved using the standard solver 
available in SIMMER-III and SIMMER-IV. The solutions are substituted to Eq. (5-74) to determine the 
new estimates for end-of-time-step energy and temperature. This procedure is iterated until the 
convergence criterion, 

�Δ𝑒𝑒�
𝑒𝑒�

� � � � , (5-77)

is satisfied, where i in an iteration index. Finally, the end-of-time-step macroscopic densities are updated 
using Eq. (5-71). 

5.6.5. Time step control 

The same time-step control is employed as the SPIN model. Namely, fuel-pin heat transfer time 
steps are controlled based on changes in specific energies of pin fuel and cladding, and the change in power 
level. The latter accounts for close relationship between internal heating and fuel temperature.  
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∆𝑡𝑡���� � �.�𝑓𝑓�
�̃�𝑒����

��̃�𝑒�
��� � 𝑒𝑒�

�� ∆𝑡𝑡��� , and (5-78a)

∆𝑡𝑡���� � �.�𝑓𝑓�
𝑃𝑃���

|𝑃𝑃��� � 𝑃𝑃�| ∆𝑡𝑡��� . (5-78b)

where 𝑃𝑃� is the power amplitude, and 𝑓𝑓� and 𝑓𝑓� are the input multipliers used when a tighter control is 
desired. Other restrictions of time step sizes include input minimum and maximum values. 

5.6.6. Molten cavity model 

In an overpower transient, pin fuel starts to melt at an axial pin segment near the midplane from the 
inner-most radial node. The molten region of pin fuel grows, as long as internal heating continues, axially 
and radially to form an inter-connected central cavity. In the DPIN model at present, however, a molten 
cavity is modeled in a very simplified way. It is assumed that: there is no axial and redial relocation of 
molten fuel even after it joins the central cavity. This means the radial heat-transfer calculation is 
performed as if the molted fuel stays at the original intact location.  

To determine the radius of the cavity at each axial segment, the melt fraction of node k, 𝑓𝑓�,�, is 
checked against the input threshold value as: 

𝑓𝑓�,� � 𝑒𝑒� � 𝑒𝑒���,�
𝑒𝑒���,� � 𝑒𝑒���,�

� 𝑓𝑓��  . (5-79)

Since the radius of cavity in included in the node k=KC, between 𝑟𝑟��  and 𝑟𝑟���� , the cavity radius is 
calculated from: 

𝑟𝑟���� � 𝑟𝑟��� � 𝑓𝑓�,�� � 𝑓𝑓��

1 � 𝑓𝑓�� �𝑟𝑟����� � 𝑟𝑟��� � . (5-80)

Once the cavity boundary is determined, the macroscopic densities of cavity fuel are obtained as: 

�̄�𝜌�� � � �̄�𝜌��,�

����

���
� 𝑓𝑓�,�� � 𝑓𝑓��

1 � 𝑓𝑓�� �̄�𝜌��,�� , and (5-81a)

�̄�𝜌�� � � �̄�𝜌��,�

����

���
� 𝑓𝑓�,�� � 𝑓𝑓��

1 � 𝑓𝑓�� �̄�𝜌��,�� , (5-81b)

where subscripts c1 and c2 denotes fertile and fissile cavity fuel components, respectively, and are summed 
to make an energy component, similarly to the convention of fluid-dynamics components. 

�̄�𝜌� � �̄�𝜌�� � �̄�𝜌�� . (5-82)

The specific internal energy of the cavity fuel is: 

𝑒𝑒�� � 1
�̄�𝜌��

� � ��̄�𝜌��,� � �̄�𝜌��,��𝑒𝑒��,�

����

���
� 𝑓𝑓�,�� � 𝑓𝑓��

1 � 𝑓𝑓�� ��̄�𝜌��,�� � �̄�𝜌��,���𝑒𝑒���,�� . (5-83)

 

Then the end-of-time-step temperature and specific internal energy are expanded with respect to the change 
in internal energy Δ𝑒𝑒� as: 

𝑇𝑇����� = 𝑇𝑇�� + �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

Δ𝑒𝑒� , and (5-73)

�̃�𝑒���� = 𝑒𝑒�� + Δ𝑒𝑒� , (5-74)

where the partial derivative of temperature with respect to internal energy is evaluated at the beginning of 
time step in the EOS model. The variables with “tilde” denote tentative values during iterations. 

Substituting Eqs. (5-73) and (5-74), Eq. (5-72) is rearranged into the form: 

𝑎𝑎�Δ𝑒𝑒��� + 𝑎𝑎�Δ𝑒𝑒� − 𝑎𝑎�Δ𝑒𝑒��� = 𝑏𝑏 , (5-75)

where the coefficients are: 

𝑎𝑎� = −Δtℎ�,���𝑎𝑎�,��� �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

 , (5-76a)

𝑎𝑎� = �̄�𝜌�� + Δtℎ�,���𝑎𝑎�,��� �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

+ Δtℎ���,�𝑎𝑎���,� �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

+ Δt𝛤𝛤� , (5-76b)

𝑎𝑎� = Δtℎ���,�𝑎𝑎���,� �𝜕𝜕𝜕��
𝜕𝜕𝑒𝑒��

�
�

 , and (5-76c)

𝑏𝑏 = Δt�ℎ�,���𝑎𝑎�,���(𝑇𝑇���� − 𝑇𝑇��) + ℎ���,�𝑎𝑎���,�(𝑇𝑇���� − 𝑇𝑇��) + 𝑄𝑄�� + 𝑄𝑄�� − 𝛤𝛤�𝑒𝑒��� . (5-76d)

This is a tridiagonal linear matrix equation with respect to Δ𝑒𝑒�  and is solved using the standard solver 
available in SIMMER-III and SIMMER-IV. The solutions are substituted to Eq. (5-74) to determine the 
new estimates for end-of-time-step energy and temperature. This procedure is iterated until the 
convergence criterion, 

�Δ𝑒𝑒�
𝑒𝑒�

� � � � , (5-77)

is satisfied, where i in an iteration index. Finally, the end-of-time-step macroscopic densities are updated 
using Eq. (5-71). 

5.6.5. Time step control 

The same time-step control is employed as the SPIN model. Namely, fuel-pin heat transfer time 
steps are controlled based on changes in specific energies of pin fuel and cladding, and the change in power 
level. The latter accounts for close relationship between internal heating and fuel temperature.  
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The total cavity volume is calculated by summing over the axial segments. Then the cavity pressure 
is calculated based on the released fission gas pressure using an ideal gas law and the fuel saturation vapor 
pressure corresponding to the cavity fuel temperature. Many of the cavity related models are too 
preliminary to describe in detail at this stage of model development.  

5.6.7. Options for input specifications 

A standard input specification of the DPIN model is to input: the radii for radial node boundaries, 
fuel temperature and porosities in individual radial nodes. When a SAS4A calculation is connected to 
SIMMER-III, the detailed distributions can be directly transferred. Since this input specification is 
complicated, a new option has been developed in which an input file prepared for the SPIN model is 
converted to the input for the DPIN model. The number of radial nodes and the volume fraction of the 
central hole are specified by user input. Then the uniform distributions of fuel temperature and porosity are 
internally calculated.  

5.7. Other Model Development 

5.7.1. Fuel swelling model 

In the original version of SIMMER-III/SIMMER-IV, the porosities of solid oxide fuel are specified 
by user input variables for pin fuel, crust fuel, fuel particles and fuel chunks and they are kept constant 
during transient calculations. It is known, however, from the available knowledge on in- and out-of-pile 
transient heating experiments, that the irradiated oxide fuel containing an amount of fission gas exhibits 
non-negligible solid-state swelling at high temperature and the rate of swelling increases with fuel 
temperature38). That is, the swelling initiates at fuel temperature around 2300 K and becomes prominent at 
higher temperature above 2700 K. A major mechanism of swelling is inter-granular gas bubble expansion 
and grain boundary separation, accompanied by transient fission gas release. The fuel swelling results in an 
increased fuel volume fraction and a reduced vapor volume fraction, and thereby it can influence the 
transient behavior of a disrupted core involving a large amount of solid fuel. From the above background, a 
simple fuel swelling model has been developed as an option. The model is applied only to pin fuel and fuel 
chunks that are larger in size and hence retain an amount of fission gas. The swelling of crust fuel and fuel 
particles are neglected because of their negligibly small effect. It is assumed, for pin fuel, that the swelling 
occurs only when the cladding is missing or its mechanical constraint is lost at high temperature. 

Fuel swelling is modeled as an increase in the fuel porosity 𝜀𝜀� and the resultant specific volume of 
fuel 𝜐𝜐� is calculated by 

𝜐𝜐� = 𝜐𝜐�,���
1 − 𝜀𝜀�

 , (5-84)

where 𝜐𝜐�,��� is the specific volume of fuel coming from EOS defined as a polynomial of fuel internal 
energy. From the effective specific volume, the fuel volume fraction is calculated as 

𝛼𝛼� = �̅�𝜌�𝜐𝜐� , (5-85)
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where �̅�𝜌�  is the macroscopic density of fuel. The swelling rate, the rate of porosity increase, is simply 
modeled using a swelling time constant. 

𝑑𝑑𝑑𝑑�
𝑑𝑑𝑑𝑑 = 𝑑𝑑�

𝜏𝜏��
 . (5-86)

The swelling time constant is defined as a function of fuel temperature, which is experimentally correlated, 
by fitting the condition of significant grain boundary separation38), as 

log��𝜏𝜏�� = −10.02 + 23773
𝑇𝑇�

 . (5-87)

The solution of Eq. (5-86) is the fuel porosity reflecting fuel swelling. For fuel chunks, the effect of 
inter-cell convection must be taken into account, as well. This is done by formulating an additional 
convection equation for the volume fraction of fuel chunks as 

𝜕𝜕𝜕𝜕�
𝜕𝜕𝑑𝑑 = ∇ ⋅ 𝜕𝜕�𝒗𝒗� , (5-88)

where 𝒗𝒗� is the velocity of velocity field q to which fuel chunks are assigned. Equation (5-88) is solved in 
the fluid-dynamics Step 4 using the end-of-time-step velocity in the same way as the mass convection. 
Using the updated volume fraction and Eqs. (5-84) and (5-85), the fuel porosity is updated as 

𝑑𝑑� = 1 − �̅�𝜌�𝜐𝜐�,���
𝜕𝜕�

 . (5-89)

The convection of volume fraction in Eq. (5-88) is computed in Step 4 in the previous cycle, and the fuel 
swelling in Eq. (5-89) is calculated at the end of Step 1 in subroutine EOST. 

Since Eq. (5-86) implies an exponential increase of fuel porosity, it is possible that the fuel volume 
fraction increases unrealistically. To avoid such an unrealistic situation, an input limiter is provided to 𝑑𝑑� 
with a default value of 0.5. Also controlled by input parameters are: the minimum fuel and cladding 
temperatures for swelling inception. Another important factor that is not modeled is the influence of fuel 
heating rate on solid fuel swelling. The experimental evidence of fuel swelling has been obtained from the 
out-of-pile heating tests of irradiated fuel pellet samples, in which transient fuel behaviors were 
visualized39)40). It was shown that obvious solid fuel swelling was observed in the tests with the heating 
rates of several tens to hundreds K/s. At higher heating rates, rapid grain boundary cracking and pellet 
disruption was observed. Finally, it is noted that this model must be carefully used in order not to predict 
unrealistically large and rapid swelling, because excessive swelling may significantly decrease the mobility 
of disrupted core materials and hence may well underestimate an important reactivity effect of fuel motion 
and fuel compaction. 

5.7.2. Improvement of fission-gas release model  

In the original SIMMER-III/SIMMER-IV, fission gas release from the liquid-field fuel components, 
liquid fuel, fuel particles and fuel chunks, is modeled simply by user-specified time constants (see Section 
5.3.4). The default time constants are 10-3 and 10-1 s for liquid fuel and fuel particles/chunks, respectively. 

 

The total cavity volume is calculated by summing over the axial segments. Then the cavity pressure 
is calculated based on the released fission gas pressure using an ideal gas law and the fuel saturation vapor 
pressure corresponding to the cavity fuel temperature. Many of the cavity related models are too 
preliminary to describe in detail at this stage of model development.  

5.6.7. Options for input specifications 

A standard input specification of the DPIN model is to input: the radii for radial node boundaries, 
fuel temperature and porosities in individual radial nodes. When a SAS4A calculation is connected to 
SIMMER-III, the detailed distributions can be directly transferred. Since this input specification is 
complicated, a new option has been developed in which an input file prepared for the SPIN model is 
converted to the input for the DPIN model. The number of radial nodes and the volume fraction of the 
central hole are specified by user input. Then the uniform distributions of fuel temperature and porosity are 
internally calculated.  

5.7. Other Model Development 

5.7.1. Fuel swelling model 

In the original version of SIMMER-III/SIMMER-IV, the porosities of solid oxide fuel are specified 
by user input variables for pin fuel, crust fuel, fuel particles and fuel chunks and they are kept constant 
during transient calculations. It is known, however, from the available knowledge on in- and out-of-pile 
transient heating experiments, that the irradiated oxide fuel containing an amount of fission gas exhibits 
non-negligible solid-state swelling at high temperature and the rate of swelling increases with fuel 
temperature38). That is, the swelling initiates at fuel temperature around 2300 K and becomes prominent at 
higher temperature above 2700 K. A major mechanism of swelling is inter-granular gas bubble expansion 
and grain boundary separation, accompanied by transient fission gas release. The fuel swelling results in an 
increased fuel volume fraction and a reduced vapor volume fraction, and thereby it can influence the 
transient behavior of a disrupted core involving a large amount of solid fuel. From the above background, a 
simple fuel swelling model has been developed as an option. The model is applied only to pin fuel and fuel 
chunks that are larger in size and hence retain an amount of fission gas. The swelling of crust fuel and fuel 
particles are neglected because of their negligibly small effect. It is assumed, for pin fuel, that the swelling 
occurs only when the cladding is missing or its mechanical constraint is lost at high temperature. 

Fuel swelling is modeled as an increase in the fuel porosity 𝜀𝜀� and the resultant specific volume of 
fuel 𝜐𝜐� is calculated by 

𝜐𝜐� = 𝜐𝜐�,���
1 − 𝜀𝜀�

 , (5-84)

where 𝜐𝜐�,��� is the specific volume of fuel coming from EOS defined as a polynomial of fuel internal 
energy. From the effective specific volume, the fuel volume fraction is calculated as 

𝛼𝛼� = �̅�𝜌�𝜐𝜐� , (5-85)

JAEA-Research 2024-008

- 147 -



 

No fission gas component is modeled in crust fuel, because the refrozen fuel crust is formed from once 
molten fuel and only a negligible amount of fission gas has been left in liquid fuel. The mass transfers 
involving fuel components, such as melting and freezing of fuel and pin fuel breakup, are accompanied by 
fission gas transfer at the same time, and no direct release to the vapor field is treated. These default time 
constants have not been calibrated through experimental analyses and might be too short, allowing rapid 
gas release especially from liquid fuel. The temperature dependence on fission gas release rate is not treated, 
either.  

The above model is too simplistic, in the light of the available knowledge on in- and out-of-pile 
transient heating experiments investigating transient fission gas release from the irradiated oxide fuel38). It 
is known that the rate of fission-gas release depends on fuel temperature and closely related to solid-state 
fuel swelling, as discussed in the previous section. First, the fission gas release, in a lower fuel temperature 
range, is activated by an onset of significant grain boundary separation and a fraction of inter-granular 
fission gas is released rapidly. Second, fission gas release is further enhanced, in a higher fuel temperature 
range, beyond the onset of significant grain boundary separation, possibly involving intra-granular fission 
gas. These two mechanisms of fission gas release have been incorporated in an improved fission gas release 
model, which is applied to fuel chunks in the liquid field and pin fuel with no cladding constraint. The 
fission gas releases from liquid fuel and fuel particles are treated by the original temperature-independent 
release time constants. 

In the improved temperature-dependent model, the rate of fission gas release is modeled by a time 
constant 𝜏𝜏�� , as well. For a fuel temperature range below a certain threshold value, 𝑇𝑇�,�� , the time 
constant is determined, similarly to fuel swelling, by a function of fuel temperature, based on the 
condition of significant grain boundary separation, as 

log��𝜏𝜏�� = −10.02 + 23773
𝑇𝑇�

 ,  for  𝑇𝑇� ≤ 𝑇𝑇�,�� . (5-90)

The threshold temperature 𝑇𝑇�,��  corresponds to the temperature above which fuel swelling becomes 
significant, with its default value of 2175.6 K. Above this temperature, the release time constant is modeled 
based on the experimental data of FGR-15, in which a pre-irradiated fuel pellet sample was placed in a 
tungsten capsule and was heated at the rate of 200 K/s and the fission gas release behavior was evaluated41), 

42). From the data on relationship between a released fraction of retained fission gas and fuel temperature, 
the fission gas release time constant has been derived as 

log��𝜏𝜏�� = 0.86654 − (3.0967 × 10���)�𝑇𝑇� − 𝑇𝑇�,���� ,  for  𝑇𝑇� > 𝑇𝑇�,�� . (5-91)

The model is implemented in Step 1 (MASSPN) of the fluid dynamics. With the improved model, 
direct fission gas release from unclad pin fuel to the vapor field can be treated. Fast fission gas release to 
the vapor field upon fuel failure is also modeled. For the fuel pin breakup (Section 5.3.5), the fission gas 
from pin fuel is transferred, based on a threshold melt fraction, to liquid fuel and fuel particles (or fuel 
chunks). For the collapse of unsupported pin fuel (Section 5.3.6), the fission gas from pin fuel is transferred 
to fuel chunks. A fraction of direct release is specified by user input and the small release time constant, 
from liquid fuel, is applied in this case. All these model options are controlled by input parameters. Since 
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the pressure rise due to fission gas release has a large effect on disrupted core material motion and the 
resultant reactivity change, the model parameters may have to be adjusted in order not to calculate 
unrealistically rapid gas release. 
  

 

No fission gas component is modeled in crust fuel, because the refrozen fuel crust is formed from once 
molten fuel and only a negligible amount of fission gas has been left in liquid fuel. The mass transfers 
involving fuel components, such as melting and freezing of fuel and pin fuel breakup, are accompanied by 
fission gas transfer at the same time, and no direct release to the vapor field is treated. These default time 
constants have not been calibrated through experimental analyses and might be too short, allowing rapid 
gas release especially from liquid fuel. The temperature dependence on fission gas release rate is not treated, 
either.  

The above model is too simplistic, in the light of the available knowledge on in- and out-of-pile 
transient heating experiments investigating transient fission gas release from the irradiated oxide fuel38). It 
is known that the rate of fission-gas release depends on fuel temperature and closely related to solid-state 
fuel swelling, as discussed in the previous section. First, the fission gas release, in a lower fuel temperature 
range, is activated by an onset of significant grain boundary separation and a fraction of inter-granular 
fission gas is released rapidly. Second, fission gas release is further enhanced, in a higher fuel temperature 
range, beyond the onset of significant grain boundary separation, possibly involving intra-granular fission 
gas. These two mechanisms of fission gas release have been incorporated in an improved fission gas release 
model, which is applied to fuel chunks in the liquid field and pin fuel with no cladding constraint. The 
fission gas releases from liquid fuel and fuel particles are treated by the original temperature-independent 
release time constants. 

In the improved temperature-dependent model, the rate of fission gas release is modeled by a time 
constant 𝜏𝜏�� , as well. For a fuel temperature range below a certain threshold value, 𝑇𝑇�,�� , the time 
constant is determined, similarly to fuel swelling, by a function of fuel temperature, based on the 
condition of significant grain boundary separation, as 

log��𝜏𝜏�� = −10.02 + 23773
𝑇𝑇�

 ,  for  𝑇𝑇� ≤ 𝑇𝑇�,�� . (5-90)

The threshold temperature 𝑇𝑇�,��  corresponds to the temperature above which fuel swelling becomes 
significant, with its default value of 2175.6 K. Above this temperature, the release time constant is modeled 
based on the experimental data of FGR-15, in which a pre-irradiated fuel pellet sample was placed in a 
tungsten capsule and was heated at the rate of 200 K/s and the fission gas release behavior was evaluated41), 

42). From the data on relationship between a released fraction of retained fission gas and fuel temperature, 
the fission gas release time constant has been derived as 

log��𝜏𝜏�� = 0.86654 − (3.0967 × 10���)�𝑇𝑇� − 𝑇𝑇�,���� ,  for  𝑇𝑇� > 𝑇𝑇�,�� . (5-91)

The model is implemented in Step 1 (MASSPN) of the fluid dynamics. With the improved model, 
direct fission gas release from unclad pin fuel to the vapor field can be treated. Fast fission gas release to 
the vapor field upon fuel failure is also modeled. For the fuel pin breakup (Section 5.3.5), the fission gas 
from pin fuel is transferred, based on a threshold melt fraction, to liquid fuel and fuel particles (or fuel 
chunks). For the collapse of unsupported pin fuel (Section 5.3.6), the fission gas from pin fuel is transferred 
to fuel chunks. A fraction of direct release is specified by user input and the small release time constant, 
from liquid fuel, is applied in this case. All these model options are controlled by input parameters. Since 
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Table 5-2. Input option flags for can wall breakup models 

 

Case ID Breakup mode Option flag Active Remark 

NC1/NC2 Thin can wall breakup HTMOPT(63) 0 Thin can wall in adjacent 
cell 

NC3 Cladding breakup 
standard -- Melt fraction 

HTMOPT(68) 1 Threshold temperature 

NC4/NC5 Can wall breakup standard -- Melt fraction 

NC6/NC7 Mechanical failure HTMOPT(64) 1 Threshold thickness or 
temperature 

NC8/NC9 Mechanical breakup HTMOPT(61) 1 Threshold temperature 

NC8B/NC9B Suspended can wall 
breakup HTMOPT(62) 1 Suspended (floating) can 

wall range 

--- Crust fuel breakup HTMOPT(65) 1 Threshold temperature and 
thickness  
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Fig. 5-1. Axial fuel pin representation (simplified pin model)  

 

Fig. 5-2. Radial fuel pin representation (simplified pin model) 
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Fig. 5-3. Fuel pin and can wall structure configuration 
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Fig. 5-1. Axial fuel pin representation (simplified pin model)  

 

Fig. 5-2. Radial fuel pin representation (simplified pin model) 
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Fig. 5-4. Concept of multi-node can wall model (for left can wall). 
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Fig. 5-5. Radii of can wall nodes and temperature points in cylindrical geometry. 

 
  

 

 

Fig. 5-4. Concept of multi-node can wall model (for left can wall). 
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Fig. 5-6. Fuel pin radial heat-transfer nodes (DPIN). 
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6. Equations of State and Thermophysical Properties Models 

6.0. Overview 

6.0.1. Background of models and methods 

The equations of state (EOS) and thermophysical properties (TPP) models for SIMMER-III and 
SIMMER-IV have been developed based on the experiences in the previous codes. In SIMMER–II1), 
inconsistencies in the simple analytic EOS introduced difficulty in determining vapor temperature at high 
pressure, resulting in many numerical problems. A use of a tabular EOS model was tried in AFDM43), but 
this was not successful due to the time-consuming table search and interpolation and the iteration to obtain 
mechanical equilibrium between the cell pressure and liquid compression. 

Based on these past experiences, therefore, an improved analytic EOS model using flexible 
thermodynamic functions is newly developed to treat the basic reactor-core materials including mixed-
oxide (MOX) fuel, steel, sodium, control (B4C) and fission gas for the SIMMER-III/SIMMER-IV codes. 
This model assumes the immiscibility of the reactor-core materials, such that a unique EOS can be defined 
for each material. Proposed functions are formulated to have adequate accuracy in thermodynamic 
properties of the reactor materials at high temperature and high pressure, and to consistently satisfy basic 
thermodynamic relationships over the wide temperature range from a solid to supercritical state. The 
function forms use polynomial equations for the liquid and solid phases and a modified Redlich-Kwong 
(MRK) equation for the vapor phase. The MRK equation is almost as simple as the well-known van der 
Waals equation, but it is much more accurate at least for vapors44). Moreover, the original MRK equation is 
further extended to include the dimerization process of sodium vapor to better describe the properties of 
sodium vapor at high temperature. The heat and mas transfer model requires additional thermodynamic 
properties and their derivatives to evaluate heat- and mass-transfer rates at each pair of binary contact 
interfaces between different energy components. The present analytic EOS model also defines the 
saturation temperature, specific volumes, internal energies, and the heats of vaporization, based on the 
vapor partial pressure. 

In the former SIMMER-II, material TPPs were treated as empirical correlations mostly as a simple 
function of temperature. Sometimes even constant values were used for properties where the temperature 
dependence is weak or for problems without large temperature change. However, for the generalized 
framework of SIMMER-III and SIMMER-IV, it is highly desired that TPPs are made consistent with the 
EOS model and are accurate at high temperature near the critical point. Therefore, a new set of analytic 
TPP functions have been developed, based on existing empirical functions and theoretical consideration, to 
fit better at a high temperature range including the vicinity of the critical point. The parameters in the TPP 
functions are determined using most up-to-date and reliable sources for uranium dioxide, MOX, stainless 
steel and sodium.  
  

 

 

 

Fig. 5-6. Fuel pin radial heat-transfer nodes (DPIN). 
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6.0.2. Interaction with other models 

EOSs are required to close and complete the fluid-dynamic conservation equations. Moreover it is 
crucial from the viewpoints of numerical accuracy and stability, and computing efficiency. The EOS 
functions are called very frequently from various parts of fluid dynamics models. The derivatives of EOS 
variables are also used in the fluid convection algorithm and heat and mass transfer model. These 
derivatives are also modeled as EOS functions. The TPP functions are called from wherever the properties 
are used. 

6.1. Analytic Equation-of-State Model 

6.1.1. Outline of the EOS model 

A complete model description of the EOS is available in a separate report12) and the modeling 
framework stays unchanged since then. Only the outline of the model is therefore given below. 

The functions use polynomial equations for the liquid and solid phases. Structure-field components, 
such as can wall, cladding, pin fuel and crust fuel, are assumed to be incompressible, and the 
compressibility is modeled for real liquid components. For solid particles and fuel chunks, however, 
compression resulting from higher cell pressure is assumed such that they can be treated similarly to liquid 
materials. As examples, solid temperature and specific volume as functions of specific internal energy 
below the solidus energy are expressed as: 

𝑇𝑇�� = 𝑇𝑇���,��1 − 𝑎𝑎��,�(1 − 𝑢𝑢��) − 𝑎𝑎��,�(1 − 𝑢𝑢��)� − 𝑎𝑎��,�(1 − 𝑢𝑢��)�� , and (6-1)

𝜐𝜐�� = 𝜐𝜐���,��1 − 𝑏𝑏��,�(1 − 𝑢𝑢��) − 𝑏𝑏��,�(1 − 𝑢𝑢��)� − 𝑏𝑏��,�(1 − 𝑢𝑢��)�� . (6-2)

where 𝑢𝑢�� = e�� e���,�⁄  and a’s and b’s are the fitting parameters. 

For a vapor phase, a modified Redlich-Kwong (MRK) equation is used44). The MRK EOS, similar 
to the van der Waals equation, but it can be made reasonably accurate especially at high temperatures, has 
the form: 

𝑝𝑝�� = 𝑅𝑅�𝑇𝑇�
𝜐𝜐�� − 𝑎𝑎��,�

− 𝑎𝑎(𝑇𝑇�)
𝜐𝜐���𝜐𝜐�� + 𝑎𝑎��,�� , (6-3)

where 

𝑎𝑎(𝑇𝑇�) = 𝑎𝑎��,� � 𝑇𝑇�
𝑇𝑇���,�

�
���,�

 , for  𝑇𝑇� < 𝑇𝑇���,� , and 

𝑎𝑎(𝑇𝑇�) = 𝑎𝑎��,� �1 + 𝑎𝑎��,� � 𝑇𝑇�
𝑇𝑇���,�

− 1�� , for 𝑇𝑇� ≥ 𝑇𝑇���,� , 

and 𝑎𝑎��,�, 𝑎𝑎��,�, 𝑎𝑎��,� and 𝑎𝑎��,� are the EOS fitting parameters. 

It was found that this EOS poorly reproduces the evaluated data of the internal energy and the heat 
capacity of sodium vapor. Therefore, the MRK EOS was extended to a reacting system, which describes 
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the dimerization process of sodium vapor molecules at a high temperature range, and thereby satisfactory 
agreement was obtained. 

In AFDM, an inner EOS iteration was implemented to obtain mechanical equilibrium to compress 
each liquid to a state that is consistent with an identical pressure, and thereby to define the vapor volume 
fraction. This treatment turned out to be inefficient and made the pressure iteration, a main element of fluid 
convection algorithm, very slow. In SIMMER–III/SIMMER-IV, an improved method is introduced to 
eliminate the inner EOS iteration by defining the EOS pressure as a function of the cell pressure, and 
thereby the mechanical equilibrium among liquid components with the cell pressure is automatically 
guaranteed when the pressure iteration is converged. 

The EOS functions are fitted using the most up-to-date and reliable data sources available. The 
present SIMMER-III/SIMMER-IV EOS model has adequate accuracy at high temperature and high 
pressure and consistently satisfies basic thermodynamic relationships over the wide temperature range from 
the solid to supercritical state. The main analytic EOS functions currently defined is listed in Table 6-1, in 
which a’s, b’s, etc. are fitting parameters. The recommended EOS parameters, defaulted in the code, are 
presented in the EOS report12) for mixed oxide, UO2, stainless steel and sodium. Historically, the saturated 
vapor pressure curve has played an important role in evaluating the work energy from the energetic 
accident sequences. The saturated liquid vapor pressure is expressed by a functional form of 

𝑝𝑝��� = ��� �𝑏𝑏��,� + 𝑏𝑏��,�𝑇𝑇��� + 𝑏𝑏��,�
𝑇𝑇���

+ 𝑏𝑏��,�ln � 𝑇𝑇���

𝑇𝑇���,�
�� , (6-4)

where 𝑝𝑝���  is the saturated vapor pressure corresponding the saturated liquid temperature 𝑇𝑇��� . Based on the 
recent evaluation of the UO2 vapor pressure measurement, the fuel vapor pressure 𝑝𝑝��� is fitted as45): 

log 𝑝𝑝��� = 39.187 − 34715
𝑇𝑇 + 0.1921 × 10��T − 3.8571ln(𝑇𝑇) , (6-5)

Which is used in SIMMER-III/SIMMER-IV. The critical temperature and pressure of fuel were evaluated 
as 10600 K and 157.873 MPa, respectively. 

In many of the non-reactor applications of SIMMER-III/SIMMER-IV, such as experimental 
analyses, temperature changes are only small and hence the EOS properties valid for a narrow temperature 
range are sufficient. Also, when only limited property data are available for a material, it is difficult to 
prepare a complete set of the EOS parameters for this material. For these reasons, a simplified analytic EOS 
(SAEOS) model was developed, which is similar to that adopted in AFDM43) but is improved on 
thermodynamic consistency. The SAEOS model assumes simple EOS relationships: ideal gas equation, 
temperature-independent particle and liquid compressibilities, temperature-independent solid and liquid 
densities, and constant solid and liquid heat capacities. The SAEOS model is fully documented in 
Appendix B of the EOS report12). 

The model improvements and changes after the issuance of the EOS report is described in the 
following sections. 
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crucial from the viewpoints of numerical accuracy and stability, and computing efficiency. The EOS 
functions are called very frequently from various parts of fluid dynamics models. The derivatives of EOS 
variables are also used in the fluid convection algorithm and heat and mass transfer model. These 
derivatives are also modeled as EOS functions. The TPP functions are called from wherever the properties 
are used. 

6.1. Analytic Equation-of-State Model 

6.1.1. Outline of the EOS model 

A complete model description of the EOS is available in a separate report12) and the modeling 
framework stays unchanged since then. Only the outline of the model is therefore given below. 

The functions use polynomial equations for the liquid and solid phases. Structure-field components, 
such as can wall, cladding, pin fuel and crust fuel, are assumed to be incompressible, and the 
compressibility is modeled for real liquid components. For solid particles and fuel chunks, however, 
compression resulting from higher cell pressure is assumed such that they can be treated similarly to liquid 
materials. As examples, solid temperature and specific volume as functions of specific internal energy 
below the solidus energy are expressed as: 
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where 𝑢𝑢�� = e�� e���,�⁄  and a’s and b’s are the fitting parameters. 

For a vapor phase, a modified Redlich-Kwong (MRK) equation is used44). The MRK EOS, similar 
to the van der Waals equation, but it can be made reasonably accurate especially at high temperatures, has 
the form: 

𝑝𝑝�� = 𝑅𝑅�𝑇𝑇�
𝜐𝜐�� − 𝑎𝑎��,�

− 𝑎𝑎(𝑇𝑇�)
𝜐𝜐���𝜐𝜐�� + 𝑎𝑎��,�� , (6-3)

where 

𝑎𝑎(𝑇𝑇�) = 𝑎𝑎��,� � 𝑇𝑇�
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�
���,�
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and 𝑎𝑎��,�, 𝑎𝑎��,�, 𝑎𝑎��,� and 𝑎𝑎��,� are the EOS fitting parameters. 

It was found that this EOS poorly reproduces the evaluated data of the internal energy and the heat 
capacity of sodium vapor. Therefore, the MRK EOS was extended to a reacting system, which describes 
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6.1.2. Fitting-free EOS model 

In the standard analytic EOS model, there are 12 EOS functions for which as many as 65 EOS 
parameters need to be prepared for liquid and vapor properties. For the LMFR materials this work was 
already done and the recommended parameters are documented in the EOS reports and included in the 
codes as defaulted values. When SIMMER-III/SIMMER-IV is to be applied to reactor or non-reactor 
systems with different materials, the preparation of the fitting parameters in the EOS functions for new 
materials requires a tedious procedure in advance. This procedure may introduce errors in fitting processes 
and more importantly it may cause numerical problems due to thermodynamic inconsistency.  

To simplify this procedure, a fitting-free EOS (FFEOS) model is developed to minimize a tedious 
process of determining the parameters, still using formulation consistent with the standard analytic EOS. In 
the FFEOS model, only 3 EOS functions and 10 fitting parameters are required for liquid and vapor 
propertied. Other EOS properties are evaluated numerically based on thermodynamic relationships. 
Although the use of the FFEOS model deteriorates the numerical efficiency, taking about 30% or more 
CPU time for each material, it would be still useful for new materials where experimental data sources are 
limited.  

Required EOS parameters are: energy, temperature and specific volume at the liquidus point; 
critical temperature and density; and specific heat of dilute vapor at constant volume. The EOS functions 
are: saturation vapor pressure as a function of temperature, liquid density as a function of temperature, and 
adiabatic compressibility of liquid as a function of temperature. The FFEOS model is further enhanced to 
iteratively evaluate saturation properties: saturation temperature, condensate volume and energy, and 
vaporization volume and energy. With these EOS parameters and functions, the EOS calculations are 
performed directly using the thermodynamic relationships, the MRK equations for vapor EOS and the 
Clapeyron equation for liquid EOSs. 

The FFEOS model is available as an input option. The recommended and default FFEOS 
parameters for the reactor materials, MOX, steel and sodium, are included in the codes. 

6.1.3. Treatment of EOS sub-materials and EOS regions 

The EOS model treats five EOS materials, fuel, steel, coolant, control and fission gas. For LMFR 
systems, they correspond respectively to mixed-oxide fuel (MOX), type-316 stainless steel, sodium, B4C 
and xenon (as a representative of fission gas). The SIMMER-III, since its early development, has been 
applied to a number of reactor and non-reactor systems, including coolant types such as water and lead, and 
fuel types such as UO2 and light-water-reactor corium (uranium and zirconium oxide). A concept of  “EOS 
sub-materials” is introduced, to each of which up to five EOS materials are assigned. Currently, seven EOS 
sub-materials are defined as shown in Table 6-2 and the EOS parameters have been prepared and are 
contained in the code.  

Another useful feature of the EOS material specification is EOS regions. An entire computational 
domain can be divided into multiple EOS regions and a different set of EOS materials can be assigned to 
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each region. By combining the EOS regions with EOS sub-materials, the area of SIMMER-III/SIMMER-
IV applications is significantly enhanced with flexible assignment of materials. 

6.2. Analytic Thermophysical Properties Model 

6.2.1. Outline of the TPP model 

A complete description of the TPPs is available in a separate report13) and the modeling framework 
stays unchanged. Therefore, only the outline of the model is therefore given below.  

A set of analytic TPP functions have been developed, based on existing empirical functions and 
theoretical consideration, to fit better at a high temperature range including the vicinity of the critical point. 
The TPPs used in SIMMER-III/SIMMER-IV include: thermal conductivity of solid, liquid and vapor 
materials; viscosity of liquid and vapor materials; surface tension and heat capacity of liquid materials; and 
vapor diffusion coefficient for binary system. The forms of the functions are not only taken from general 
formulae such as empirical equations and theoretical equations, but also newly designed to represent the 
dependency on major physical variables. For the thermal conductivity and viscosity, especially of sodium, 
improved formulation is newly proposed to represent the correct behavior of properties near the critical 
point. For fuel and steel, which have so high critical temperatures, properties in their vicinity should not 
become important in the reactor safety analysis. Therefore, a simple function model using polynomial and 
empirical equations as well as a model based on the kinetic theory of gases is also prepared to calculate the 
thermal conductivity and viscosity. 

The TPP model is also designed to be consistent with a SIMMER-III/SIMMER-IV model on 
thermodynamic properties and the analytic EOS model. The parameters in the TPP functions are 
determined using most up-to-date and reliable sources for uranium dioxide, mixed-oxide fuel, stainless 
steel, and sodium. The recommended EOS parameters, defaulted in the code, are presented in the TPP 
report13). The main analytic TPP functions currently defined is listed in Table 6-3, in which a’s, b’s, etc. 
are fitting parameters. The recommended TPP parameters, defaulted in the code, are presented in the TPP 
report for mixed oxide, UO2, stainless steel and sodium. Only basic functions are listed in Table 6-3. For 
example, the diffusion coefficient for a binary system and the properties of vapor mixture are not shown 
because they cannot be expressed as a simple functional form. The partial derivatives appearing in several 
TPP functions are to be expanded using available EOS functions and thermodynamic relationships. These 
are detailed in the TPP report. 

The liquid heat capacity at constant pressure can be evaluated using EOS functions based on 
thermodynamic relationships. However, this procedure poorly reproduces the sodium heat capacity in the 
lower temperature range where the experimental data are well developed. This is due to the simplification 
made when the MRK equation was extended to a reacting system to better describe thermodynamic states 
of sodium vapor at a high temperature range. The liquid heat capacity at constant pressure is therefore 
defined as a TPP function, because it is used to calculate Prandtl number in Nusselt number correlations 
and hence it is not necessary to consistently satisfy thermodynamic relationships among state variables. 
 

 

6.1.2. Fitting-free EOS model 

In the standard analytic EOS model, there are 12 EOS functions for which as many as 65 EOS 
parameters need to be prepared for liquid and vapor properties. For the LMFR materials this work was 
already done and the recommended parameters are documented in the EOS reports and included in the 
codes as defaulted values. When SIMMER-III/SIMMER-IV is to be applied to reactor or non-reactor 
systems with different materials, the preparation of the fitting parameters in the EOS functions for new 
materials requires a tedious procedure in advance. This procedure may introduce errors in fitting processes 
and more importantly it may cause numerical problems due to thermodynamic inconsistency.  

To simplify this procedure, a fitting-free EOS (FFEOS) model is developed to minimize a tedious 
process of determining the parameters, still using formulation consistent with the standard analytic EOS. In 
the FFEOS model, only 3 EOS functions and 10 fitting parameters are required for liquid and vapor 
propertied. Other EOS properties are evaluated numerically based on thermodynamic relationships. 
Although the use of the FFEOS model deteriorates the numerical efficiency, taking about 30% or more 
CPU time for each material, it would be still useful for new materials where experimental data sources are 
limited.  

Required EOS parameters are: energy, temperature and specific volume at the liquidus point; 
critical temperature and density; and specific heat of dilute vapor at constant volume. The EOS functions 
are: saturation vapor pressure as a function of temperature, liquid density as a function of temperature, and 
adiabatic compressibility of liquid as a function of temperature. The FFEOS model is further enhanced to 
iteratively evaluate saturation properties: saturation temperature, condensate volume and energy, and 
vaporization volume and energy. With these EOS parameters and functions, the EOS calculations are 
performed directly using the thermodynamic relationships, the MRK equations for vapor EOS and the 
Clapeyron equation for liquid EOSs. 

The FFEOS model is available as an input option. The recommended and default FFEOS 
parameters for the reactor materials, MOX, steel and sodium, are included in the codes. 

6.1.3. Treatment of EOS sub-materials and EOS regions 

The EOS model treats five EOS materials, fuel, steel, coolant, control and fission gas. For LMFR 
systems, they correspond respectively to mixed-oxide fuel (MOX), type-316 stainless steel, sodium, B4C 
and xenon (as a representative of fission gas). The SIMMER-III, since its early development, has been 
applied to a number of reactor and non-reactor systems, including coolant types such as water and lead, and 
fuel types such as UO2 and light-water-reactor corium (uranium and zirconium oxide). A concept of  “EOS 
sub-materials” is introduced, to each of which up to five EOS materials are assigned. Currently, seven EOS 
sub-materials are defined as shown in Table 6-2 and the EOS parameters have been prepared and are 
contained in the code.  

Another useful feature of the EOS material specification is EOS regions. An entire computational 
domain can be divided into multiple EOS regions and a different set of EOS materials can be assigned to 
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Table 6-2. EOS sub-materials included in SIMMER-III/SIMMER-IV. 

 EOS sub-materials 

EOS materials 1 2 3 4 5 6 7 8 

1 fuel* MOX UO2 C-100 C-8416 C-50 C-22 MSRE MSBR

2 steel 316SS 316SS       

3 coolant* sodium water lead LBE LBE**    

4 control B4C B4C       

5 fission gas Xe air       

* compositions of fuel and LBE (lead-bismuth eutectic alloy):  
MOX: 80.0 mol% UO2+20.0 mol% PuO2 
C-100: 77.8 wt% UO2+22.2 wt% ZrO2+0.0 wt% Zr 
C-8416: 84.0 wt% UO2+16.0 wt% ZrO2+0.0 wt% Zr 
C-50: 80.0 wt% UO2+11.5 wt% ZrO2+8.5 wt% Zr 
C-22: 81.5 wt% UO2+5.0 wt% ZrO2+13.5 wt% Zr 
MSRE: 65.0 mol% LiF+29.1 mol% BeF2+5.0 mol% ZrF4+0.9 mol% UF4 

(MSRE: Molten Salt Reactor Experiment) 
MSBR: 71.7 mol% LiF+16.0 mol% BeF2+12.0 mol% ThF4+0.3 mol% UF4 

(MSBR: Molten Salt Breeder Reactor) 
LBE: 44.5 wt% Pb+55.5% wt% Bi 

** fitting-free EOS parameters are provided composition of fuel 
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7. Neutronics Model 

7.0. Overview 

7.0.1. Background of models and methods 

The SIMMER-III/SIMMER-IV neutron kinetics is modeled by an improved quasi-static method, in 
which a time-dependent neutron transport equation is factorized into: a shape function that represents the 
neutron flux distribution but changes only slowly with time, and an amplitude function that accounts for 
time evolution of the reactor power. The time-dependent neutron cross sections are updated based on the 
distributions of material densities and energies calculated in the fluid-dynamics and structure modules. A 
basic approach of the neutronics model is the same as the former SIMMER-II code1), except that the 
neutron diffusion and point-kinetics models are not included in SIMMER-III/SIMMER-IV. 

The development of the neutronics model has been performed in the following steps: 

 The fluid-dynamics system of SIMMER-III without neutronics was developed and underwent 
extensive V&V testing in the Phase 1 assessment program.  

 The neutronics model of SIMMER-II was transplanted into SIMMER-III but re-programmed in a 
fashion consistent with other parts of the code. It includes: the cross-section model, the quasi-
static method and the discrete-ordinate Sn neutron transport model based on TWOTRAN-II46). 
This version of SIMMER-III was used in the Phase 2 assessment program. 

 An advanced neutron transport model based on the diffusion-synthesis acceleration method of 
TWODANT47) was coupled with SIMMER-III by G. Buckel et al.48) of the present KIT, and was 
made available as an alternative neutronics option.  

 The three-dimensional fluid-dynamics module then developed for SIMMER-IV was interfaced, at 
first, with the two-dimensional neutronics module, either TWODANT- or TWOTRAN-based.  

 The SIMMER-IV neutronics module was replaced with the THREEDANT9) model in 
collaboration with KIT, again taking advantage of the open-source DANTSYS package49). 

 After successful implementation of DANTSYS coupled with SIMMER-III/SIMMER-IV and 
confirmation of their performance both in accuracy and efficiency, the option of the TWOTRAN-
based neutronics module was removed from the program library.  

 Major improvements from the former SIMMER-II, in addition to the flux shape solution method, 
include: the neutron up-scattering capability for possible application to thermal neutron systems, 
and the treatment of an external neutron source for simulating sub-critical systems. 

 Other neutronics-related models are: a simple decay heat model based on the SAS4A modeling, 
and the specified power history capability without neutronics calculation. 

In this chapter the models and methods of the neutronics module are described for the fundamental 
models, cross-section methods, quasi-static method, amplitude function and shape function solution 
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methods, decay heat model, and so on. The model and method descriptions are rather concise, since many 
of the models have been documented by the original authors. The neutronics model is common to 
SIMMER-III and SIMMER-IV, except for dimensions 2-D and 3-D, respectively. The mesh-cell index “ij” 
is commonly used in this chapter and this denotes (i,j) in SIMMER-III and (i,k,j) in SIMMER-IV.  

7.0.2. Interaction with other models 

Coupling with the fluid-dynamics part is carefully designed, because the neutronic state of an 
LMFR core during a severe accident is determined primarily from time-dependent mass and energy 
distribution of the core materials. It is because of this time dependence that the shielded (effective) 
macroscopic cross sections are calculated within the code. To connect with the initiating phase calculations, 
a capability of transient-state neutronics initialization is available for connecting non-zero reactivity level.  

The neutronics calculation provides: the power distributions (specific internal energy generation 
rates due to nuclear heating) for each of the five heat-source materials (fertile fuel, fissile fuel, steel, 
sodium and control); and the parabolic fitting coefficients to extrapolate the power amplitude to the 
subsequent fluid-dynamics time steps. They are then used in fluid dynamics Step 1 to explicitly update the 
component internal energies due to nuclear heating. 

7.1. Fundamental Models 

7.1.1. Time-dependent neutron transport equation 

In LMFR accident calculations, the time-dependent power and its spatial distribution are the desired 
objective of the neutronics calculation. The neutron flux must first be obtained to determine the power. The 
general, linear Boltzmann transport equation for the time-dependent angular flux is given below. It has 
been assumed that there is no neutron upscattering as is typical for fast neutron reactor calculations, and 
that anisotropic scattering effects can be approximated satisfactorily by modifications to isotropic cross 
sections50). The treatment of neutron upscattering has been added later for potential applications to thermal 
spectrum systems. Also made available is an external neutron source for simulating sub-critical systems. 

With these assumptions with new additions, the multi-group time-dependent neutron transport 
equation is 

1
𝑉𝑉(𝐸𝐸)

𝜕𝜕𝜕
𝜕𝜕t + Ω��⃗ ∙ ∇𝜕 + Σ�𝜕

= 1
4𝜋𝜋 � Σ�(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸� → 𝐸𝐸)Φ𝑑𝑑𝐸𝐸�

�

�
+ 𝜒𝜒�(𝐸𝐸)

4𝜋𝜋𝜋𝜋�
� ��Σ�(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸�)Φ𝑑𝑑𝐸𝐸�

�

�

+ 1
4𝜋𝜋 � 𝜒𝜒�(𝐸𝐸)

���

���
𝜆𝜆�𝐶𝐶� + 𝑆𝑆(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸) 𝑡 

(7-1)

where 

𝜕 = 𝜕�𝑡𝑡𝑡 𝑡𝑡𝑡 Ω��⃗ 𝑡 𝐸𝐸� angular neutron flux per unit volume, per unit solid angle, per unit energy at 
the spatial point r with direction Ω��⃗  and energy E at time t, 

𝑉𝑉(𝐸𝐸) magnitude of the neutron velocity, 
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Σ� = Σ�(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) macroscopic total cross section, 

Σ�(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡� → 𝑡𝑡) macroscopic cross section for isotropic neutron scattering from neutron 
energy E’ to neutron energy E, 

Φ = Φ(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡�) neutron scalar flux, 

𝑆𝑆(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) external neutron source, 

𝑘𝑘� initial stationary k-effective for the reactor system, 

𝜒𝜒�(𝑡𝑡) prompt neutron fission emission spectrum, 

𝜈𝜈� prompt neutron fission yield, 

Σ�(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) macroscopic fission cross section, 

𝐼𝐼𝐼𝐼𝐼𝐼 number of delayed neutron precursor groups, 

𝜒𝜒� delayed neutron emission spectrum from delayed neutron precursor group d,

𝜆𝜆� decay constant for delayed neutron precursor group d, and 

𝐶𝐶� delayed neutron precursor concentration for precursor group d. 

In addition to the neutron transport equation, the equations for the delayed neutron precursor 
concentrations are 

𝜕𝜕𝐶𝐶�
𝜕𝜕t = −𝜆𝜆�𝐶𝐶� +

1
𝑘𝑘� � 𝜈𝜈�Σ�(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡�)Φ(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡�)𝑑𝑑𝑡𝑡�

�

�
𝑡 (7-2)

where 𝜈𝜈�  is the delayed neutron yield for precursor group d. As in the neutron transport equation, the 
delayed neutron precursor equations are converted into difference equations. The time, space, and energy 
dependencies are treated consistently with those in the transport equations. However, a complete treatment 
of the delayed neutron precursor dynamics, such as their fluid-dynamic transport independent of other 
fluid-dynamics components, was considered beyond the scope of the code and hence was neglected. 

In these equations, the neutron scalar flux Φ, instead of the angular flux Ψ, is used on the right-hand 
sides since no anisotropic scattering is explicitly modeled. The scalar flux, found as the solution in Eq. (7-
1), is used to determine the power distribution in the materials in the reactor. The specific power in each 
material is determined from 

𝑄𝑄�� = � �α��Σ��(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡�) + α��Σ��(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡�)�Φ(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡�)𝑑𝑑𝑡𝑡� 𝑡
�

�
 (7-3)

where 

𝑄𝑄�� = 𝑄𝑄��(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) specific power (W/kg) in material m, 

α�� energy conversion factor per neutron captured in material m, 

Σ��(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡�) macroscopic capture cross section per unit density of material m, 

α�� energy conversion factor per fission in material m, 

Σ��(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡�) macroscopic fission cross section per unit density of material m, and 

 

methods, decay heat model, and so on. The model and method descriptions are rather concise, since many 
of the models have been documented by the original authors. The neutronics model is common to 
SIMMER-III and SIMMER-IV, except for dimensions 2-D and 3-D, respectively. The mesh-cell index “ij” 
is commonly used in this chapter and this denotes (i,j) in SIMMER-III and (i,k,j) in SIMMER-IV.  

7.0.2. Interaction with other models 

Coupling with the fluid-dynamics part is carefully designed, because the neutronic state of an 
LMFR core during a severe accident is determined primarily from time-dependent mass and energy 
distribution of the core materials. It is because of this time dependence that the shielded (effective) 
macroscopic cross sections are calculated within the code. To connect with the initiating phase calculations, 
a capability of transient-state neutronics initialization is available for connecting non-zero reactivity level.  

The neutronics calculation provides: the power distributions (specific internal energy generation 
rates due to nuclear heating) for each of the five heat-source materials (fertile fuel, fissile fuel, steel, 
sodium and control); and the parabolic fitting coefficients to extrapolate the power amplitude to the 
subsequent fluid-dynamics time steps. They are then used in fluid dynamics Step 1 to explicitly update the 
component internal energies due to nuclear heating. 

7.1. Fundamental Models 

7.1.1. Time-dependent neutron transport equation 

In LMFR accident calculations, the time-dependent power and its spatial distribution are the desired 
objective of the neutronics calculation. The neutron flux must first be obtained to determine the power. The 
general, linear Boltzmann transport equation for the time-dependent angular flux is given below. It has 
been assumed that there is no neutron upscattering as is typical for fast neutron reactor calculations, and 
that anisotropic scattering effects can be approximated satisfactorily by modifications to isotropic cross 
sections50). The treatment of neutron upscattering has been added later for potential applications to thermal 
spectrum systems. Also made available is an external neutron source for simulating sub-critical systems. 

With these assumptions with new additions, the multi-group time-dependent neutron transport 
equation is 
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(7-1)

where 

𝜕 = 𝜕�𝑡𝑡𝑡 𝑡𝑡𝑡 Ω��⃗ 𝑡 𝐸𝐸� angular neutron flux per unit volume, per unit solid angle, per unit energy at 
the spatial point r with direction Ω��⃗  and energy E at time t, 

𝑉𝑉(𝐸𝐸) magnitude of the neutron velocity, 
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NNMAT=5 number of material mixtures used to compute the neutron flux: fertile fuel, 
fissile fuel, steel, sodium, and control. 

Equation (7-3) considers only the energy production resulting from neutron capture and fission. Therefore, 
the energy deposition as a result of absorption of gamma photons must be included in the neutron capture 
term, which then leads to an error in the location of the energy deposition. The power represented in Eq. (7-
3) only accounts for the recoverable energy from fission; the decay heat generated in fission and neutron 
capture products is not explicitly included. A simple decay heat model is later made available and added as 
an input option. 

7.1.2. Cross-section model 

In SIMMER-III/SIMMER-IV, the same cross-section model and method as SIMMER-II are used. 
Anisotropic scattering is treated in an approximated way50) similarly to SIMMER-II as well. Treatment of 
neutron up-scattering, not included in SIMMER-II, has been made available in the cross-section model as 
an input option, although this is unimportant in fast-spectrum reactor applications. 

Several steps are involved in the cross-section calculations. Because the compositions and 
temperatures of individual cells change with time, microscopic cross sections are input as infinitely dilute 
(or unshielded) quantities. Cell-wise effective (shielded) microscopic cross sections are calculated 
according to the Bondarenko formalism after cell compositions and temperatures are known. The effective 
cross sections then are multiplied by the isotopic atom densities and summed to obtain the macroscopic 
cross sections to be used in the neutron transport equation. 

In the Bondarenko formalism, the capture, fission, elastic scattering, inelastic scattering and 
transport cross sections for each isotope are calculated for selected temperatures by multiplying input 
microscopic cross sections by self-shielding factors, f, interpolated from input tables. Thus,  

�̄�𝜎 = 𝑓𝑓𝜎𝜎𝜎𝜎 (7-4)

where 

�̄�𝜎 effective𝜎self-shielded𝜎cross𝜎section𝜎𝜎and 

𝜎𝜎 infinitely𝜎dilute𝜎cross𝜎section. 
The shielding factor depends on temperature and a background cross section (an effective shielded 
microscopic cross section for all isotopes in a mixture other than the isotope being considered). Because the 
background cross section depends on f, the iterative process is required for determining cross sections. 

During the time-dependent calculations, the background cross section, 𝜎𝜎�𝜎�, is determined for each 
isotope i at each mesh cell as 

𝜎𝜎�𝜎� =
1
𝑁𝑁��𝑁𝑁��̄�𝜎�𝜎�

���
𝜎𝜎 (7-5)

where 

𝑁𝑁� atom number density for the isotope i, and 
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𝑁𝑁� atom number density for the isotope j . 

From the isotope temperature and background cross sections, the values of the shielding factors are 
interpolated from tables and the effective cross section is calculated from Eq. (7-4). 

As an option, also taken from SIMMER-II, the codes may use a neutronics preprocessor, MXS51), to 
improve both the physics treatment (interpolation methods) and the efficiency of the cross-section shielding 
calculation. One of the techniques used to improve the efficiency is the combination of isotopes into 
materials. Some error may be introduced if, during a calculation, the composition of some cell includes 
materials with a common isotope. The assessment of such errors is covered in Appendix R of the 
SIMMER-II Manual. 

7.2. Cross-Section Methods 

7.2.1. Introduction to the cross-section model 

The cross sections represent the coupling from the fluid dynamics solution and they vary as the cell-
wise isotopic densities and temperatures vary. In SIMMER-III/SIMMER-IV, several steps are involved in 
the cross-section calculations. Because of the time dependence of individual cell compositions and 
temperatures, microscopic cross sections are input as infinitely dilute, or unshielded, quantities. Cell-wise 
shielding factors are calculated according to the Bondarenko formalism after cell compositions and 
temperatures are known. Macroscopic cross sections for each mesh cell then are calculated by summing the 
various isotopic cross sections weighted by the appropriate isotopic concentrations and the previously 
determined shielding factors. 

7.2.2 Neutronics mesh structure and coupling with fluid dynamics 

The spatial mesh structure used for the neutronics calculations is based on the fluid-dynamics mesh, 
but the entire domain of the fluid-dynamics mesh need not be used. For the neutronics methods, each mesh 
cell is considered to be homogeneous; that is, only averaged quantities are described. For some problems, 
the size of the neutronics cells must be limited to obtain realistic flux shapes or to enhance iteration 
convergence. Thus, an option is provided to subdivide specified rows or columns of fluid-dynamics cells to 
reduce computing cost in cross-section calculations. The number of subdivisions desired is user-specified, 
and a fluid-dynamics cell is subdivided into equal-volume neutronics cells. When a fluid-dynamics mesh 
cell is subdivided into neutronics mesh cells, it is not necessary to calculate the atom number densities, 
average temperatures and the macroscopic cross sections for each neutronics mesh cell since the neutronics 
mesh cells belonging to the relevant fluid-dynamics mesh cell are uniform. An input option is available to 
calculate cross sections for each fluid-dynamics mesh cell and thereby to save computing cost. 

An entire neutronics computational domain can be divided into several cross-section regions, for 
each of which the isotopic compositions of each material component are fixed. The method is sufficiently 
general to allow the same isotope to exist in more than one material components.  

The neutronics and fluid-dynamics equations are partially decoupled; that is, the equations are not 
solved simultaneously at each time step. The neutronics state is updated at intervals determined by the 
fluid-dynamics solution for densities and temperatures at that time. Information transferred from the 

 

NNMAT=5 number of material mixtures used to compute the neutron flux: fertile fuel, 
fissile fuel, steel, sodium, and control. 
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3) only accounts for the recoverable energy from fission; the decay heat generated in fission and neutron 
capture products is not explicitly included. A simple decay heat model is later made available and added as 
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Anisotropic scattering is treated in an approximated way50) similarly to SIMMER-II as well. Treatment of 
neutron up-scattering, not included in SIMMER-II, has been made available in the cross-section model as 
an input option, although this is unimportant in fast-spectrum reactor applications. 

Several steps are involved in the cross-section calculations. Because the compositions and 
temperatures of individual cells change with time, microscopic cross sections are input as infinitely dilute 
(or unshielded) quantities. Cell-wise effective (shielded) microscopic cross sections are calculated 
according to the Bondarenko formalism after cell compositions and temperatures are known. The effective 
cross sections then are multiplied by the isotopic atom densities and summed to obtain the macroscopic 
cross sections to be used in the neutron transport equation. 

In the Bondarenko formalism, the capture, fission, elastic scattering, inelastic scattering and 
transport cross sections for each isotope are calculated for selected temperatures by multiplying input 
microscopic cross sections by self-shielding factors, f, interpolated from input tables. Thus,  

�̄�𝜎 = 𝑓𝑓𝜎𝜎𝜎𝜎 (7-4)

where 

�̄�𝜎 effective𝜎self-shielded𝜎cross𝜎section𝜎𝜎and 

𝜎𝜎 infinitely𝜎dilute𝜎cross𝜎section. 
The shielding factor depends on temperature and a background cross section (an effective shielded 
microscopic cross section for all isotopes in a mixture other than the isotope being considered). Because the 
background cross section depends on f, the iterative process is required for determining cross sections. 

During the time-dependent calculations, the background cross section, 𝜎𝜎�𝜎�, is determined for each 
isotope i at each mesh cell as 

𝜎𝜎�𝜎� =
1
𝑁𝑁��𝑁𝑁��̄�𝜎�𝜎�

���
𝜎𝜎 (7-5)

where 

𝑁𝑁� atom number density for the isotope i, and 
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neutronics module to the fluid-dynamics module includes the cell-wise specific powers and the time 
dependence of the integral power. The time-dependent behavior of the reactor power is extrapolated from 
current and previous neutronics solutions, modified to enforce energy conservation between the neutronics 
and fluid-dynamics solutions, and used for a series of fluid-dynamics steps. This approach permits the 
separation of the neutronics and fluid-dynamics methods and requires only the communication of such key 
quantities as component temperatures, densities, and powers. 

The interactions between the fluid-dynamics and neutronics calculations occur in both directions. 
Changes in material densities and temperatures affect the reactor criticality by changing the neutron cross 
sections, and the neutron flux affects material motion by time- and space-dependent energy deposition 
caused by neutron capture and fission processed.  

The total atom number density and average temperature for each isotope in a cell are determined by 

𝑁𝑁���
� � � 𝑁𝑁��

���̅�𝜌��
�

��

���
 , and (7-6)

𝑇𝑇���
� � � 𝑁𝑁��

���̅�𝜌��
�𝑇𝑇���

�
��

���
𝑁𝑁���

��  , (7-7)

where 

𝑁𝑁���
�  total atom number density of isotope i for mesh cell ij, 

𝑁𝑁��
�� atom number density of isotope i in component m for mesh cell ij, 

�̅�𝜌��
� average density of component m for mesh cell ij, 

𝑇𝑇���
�  average temperature of isotope i in each mesh cell ij, and 

𝑇𝑇���
� average temperature of component m in each mesh cell ij. 

7.2.3. Calculation of macroscopic cross sections 

Changes in the resonance self-shielding of the cross sections are caused by changes in the 
temperature and/or the background from other isotopes. This is modeled by self-shielding factors that 
multiply the infinitely dilute cross sections to give the effective (self-shielded) microscopic cross sections. 
To determine the macroscopic cross section for a particular reaction in a mesh cell, the isotopic number 
densities and appropriate shielding factors multiply the infinitely dilute (unshielded) cross sections. 

Σ�,��� � � 𝑁𝑁���
� 𝜎𝜎�,��

������

���
𝑓𝑓�,���

�  , (7-8)

where 

𝑥𝑥 particular reaction type, 

𝜎𝜎�,��  infinitely-dilute cross section of reaction type x for isotope i (input), 
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𝑓𝑓�,���
�  shielding factor for isotope i for reaction type x evaluated for the 

background cross section and temperature of mesh cell ij, and 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 total number of isotopes. 

The former SIMMER-II could treat only 5 types of self-shielding factors: total, fission, capture, 
transport, and elastic down-scatter, since this was judged sufficient for simulating fast neutron systems. For 
potential application to thermal neutron systems, however, the SIMMER-III/SIMMER-IV codes have been 
improved to model neutron upscattering. As a result, a total of nine types of self-shielding factors are 
treated: total, fission, capture, transport, elastic upscatter, elastic in-group scatter, elastic downscatter, 
inelastic in-group scatter, and inelastic downscatter. 

The microscopic cross sections used in SIMMER-III/SIMMER-IV are listed in Table 7-1, and the 
shielding factors required for the cross sections are listed in Table 7-2. The formulae required for the 
different macroscopic cross sections are given in Table 7-3, for the standard code option with “ISOTOPE 
on” and the approximate treatment of P1 anisotropic scattering. It is noted that the fission cross section is 
always accompanied by the neutron yield per fission as: 

�𝜈𝜈�Σ����� � � 𝐿𝐿���
� �𝜈𝜈�� 𝜎𝜎����

������

���
𝑓𝑓�,���

�  , (7-9)

where 

𝜈𝜈��  total neutron yield per fission. 

Equation (7-8) is not used in calculating the energy deposition cross sections. For nuclear heating, 
the energy deposition is proportional to the mass of the component. During the fluid-dynamics calculation, 
the mass of each component in a cell may be changing continuously; hence, it is appropriate to calculate the 
energy source for each component as the energy per unit mass and then multiply this result by the 
component density during the fluid-dynamics calculation. The cross sections for determining energy 
deposition are calculated as 

Σ�,���
� � � 𝐿𝐿��

��
������

���
�𝛼𝛼�� 𝜎𝜎�,���

� + 𝛼𝛼�� 𝜎𝜎�,���
� � , (7-10)

where 

Σ�,���
�  energy deposition macroscopic cross section per unit density of component 

m for neutron energy group g in mesh cell ij,

𝛼𝛼��  energy conversion factor per fission in isotope I, and 

𝛼𝛼��  energy conversion factor per neutron capture in isotope i. 
After the neutron flux is calculated, the power per unit mass (W/kg), or the specific internal energy 
generation rate, of component m in each cell is calculated as 

𝑄𝑄��,�� � � Σ�,���
� 𝜙𝜙���

���

���
 , (7-11)

 

neutronics module to the fluid-dynamics module includes the cell-wise specific powers and the time 
dependence of the integral power. The time-dependent behavior of the reactor power is extrapolated from 
current and previous neutronics solutions, modified to enforce energy conservation between the neutronics 
and fluid-dynamics solutions, and used for a series of fluid-dynamics steps. This approach permits the 
separation of the neutronics and fluid-dynamics methods and requires only the communication of such key 
quantities as component temperatures, densities, and powers. 

The interactions between the fluid-dynamics and neutronics calculations occur in both directions. 
Changes in material densities and temperatures affect the reactor criticality by changing the neutron cross 
sections, and the neutron flux affects material motion by time- and space-dependent energy deposition 
caused by neutron capture and fission processed.  

The total atom number density and average temperature for each isotope in a cell are determined by 
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where 

𝑁𝑁���
�  total atom number density of isotope i for mesh cell ij, 

𝑁𝑁��
�� atom number density of isotope i in component m for mesh cell ij, 

�̅�𝜌��
� average density of component m for mesh cell ij, 

𝑇𝑇���
�  average temperature of isotope i in each mesh cell ij, and 

𝑇𝑇���
� average temperature of component m in each mesh cell ij. 

7.2.3. Calculation of macroscopic cross sections 

Changes in the resonance self-shielding of the cross sections are caused by changes in the 
temperature and/or the background from other isotopes. This is modeled by self-shielding factors that 
multiply the infinitely dilute cross sections to give the effective (self-shielded) microscopic cross sections. 
To determine the macroscopic cross section for a particular reaction in a mesh cell, the isotopic number 
densities and appropriate shielding factors multiply the infinitely dilute (unshielded) cross sections. 
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where 

𝑥𝑥 particular reaction type, 

𝜎𝜎�,��  infinitely-dilute cross section of reaction type x for isotope i (input), 
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where 𝜙𝜙���is the spatial flux shape (The product of the flux shape and the flux amplitude equals the flux). 
The power densities are passed to the fluid-dynamics calculation and are multiplied by the flux amplitude, 
and by the component densities in the structure-, liquid-, and vapor-field energy equations. 

7.2.4. Determination of shielding factors 

The resonance self-shielding of the cross sections due to the temperature changes and the presence 
of other isotopes is modeled by self-shielding factors that multiply the infinitely dilute cross sections to 
give the effective (self-shielded) microscopic cross sections. At each reactivity time step, these effective 
microscopic cross sections are computed to form the various macroscopic cross sections required for each 
mesh cell. 

The Bondarcnko method uses a background cross section to represent the total macroscopic cross 
section caused by all isotopes except for isotope j in mesh cell ij. Since the background cross section cannot 
be determined until the total shielded cross sections of all isotopes are known, an iteration must be used to 
obtain both the shielding factors and the shielded total cross section. The total macroscopic cross section 
for a group is: 

Σ�,��� = 𝑁𝑁���
� 𝜎𝜎�,���

� + � 𝑁𝑁���
�𝜎𝜎�,���

�

���
 , (7-12)

where 

𝜎𝜎�,���
� = 𝑓𝑓�,���

� 𝜎𝜎�,�
�  total microscopic cross section for isotope j, and 

𝑓𝑓�,���
� = 𝑓𝑓(𝜎𝜎�, 𝑇𝑇) resonance self-shielding factor defined as a function (input table) of 

background cross section and temperature.

Dividing Eq. (7-10) by 𝑁𝑁���
� , 
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The second term on the right side of Eq. (7-13) is defined as the background cross section: 

𝜎𝜎�,���
� = 1

𝑁𝑁���
� � 𝑁𝑁���

�𝜎𝜎�,���
�

���
 . (7-14)

The background cross section describes the effect of other isotopes in a mixture. The effect is especially 
significant in the vicinity of a large cross-section resonance. The background cross section cannot be 
determined until the total shielded cross sections of all isotopes are known. Because 𝜎𝜎�,���

�  is a function of 
the shielding factor 𝑓𝑓�,���

�  for isotope k and reaction type x and hence it depends on its background cross 
section, an iterative procedure is used to obtain both the shielding factors and the shielded total cross 
section, as described in the SIMMER-II Manual.  

Shielding factors are interpolated first over background and then over temperature. The 
interpolation is logarithmic for background and linear for temperature. First, the range of tabular values is 
searched to determine the tabulation points closest to the isotopic temperature and background values 
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desired. Next, the background interpolated values are obtained for each tabular temperature point. Finally, a 
second interpolation over temperature is performed. 

7.2.5. Use of neutronics preprocessor 

In the standard cross-section method described in the previous sections, the operations are 
performed with individual isotopes as the basic quantity. This method therefore is called the code option 
“ISOTOPE on”. Alternative approach is implemented to reduce the computing cost of isotope-wise cross-
section data handling. In this option, invoked with ISOTOPE off, the MXS51) neutronics preprocessor is 
used to create material cross sections prior to transient calculations.  

Since the method developed for SIMMER-II are described elsewhere in detail1), only the summary 
of this approach is given below: 

 The isotopic cross sections are premixed by the MXS preprocessor to create material cross 
sections. This permits the number of different cross sections to be reduced. 

 Interpolation of the background dependence of shielding factors has been replaced by the 
evaluation of interpolation formulas. This significantly reduces computational effort of table 
search and interpolation. 

 Quantities that need to be calculated only once for a transient calculation have been placed in the 
MXS preprocessor.  

7.3. Quasistatic Method Equations 

The improved quasistatic method52) is used in SIMMER-III/SIMMER-IV, which is essentially the 
same as SIMMER-II, to treat the time dependence of the discrete-ordinate transport equation. The approach 
is based on the fact that the power level, or flux amplitude, changes much more rapidly than the power 
distribution, or the spatial flux shape. Thus, the amplitude equation contains most of time dependence, 
where it can be treated easily because it is described as an ordinary differential equation. The flux-shape 
equation requires most of the computational effort; however, it is solved only as needed, that is, when 
transient flux shape change becomes significant. 

Because changes in flux-shape and flux amplitude occur with different characteristic time scales, 
the quasistatic algorithm is well suited to respond to varying degree of fluid dynamic-neutronic coupling. 
The algorithm is based on a three-tiered time-step structure: the smallest time steps apply only to the 
amplitude-equation solution, the intermediate steps (reactivity steps) are associated with evaluating the 
shape equation and amplitude equation coupling terms, and the largest steps (shape steps) are associated 
with the flux-shape solution interval. 

7.3.1. Flux factorization 

The approach used in the quasistatic method is based on factoring the time-dependent spatial flux 
into a scalar amplitude function that contains the major time dependence and a spatial flux shape function 
that contains all the space dependence of the flux but is slowly varying with time. The time dependent flux 

 

where 𝜙𝜙���is the spatial flux shape (The product of the flux shape and the flux amplitude equals the flux). 
The power densities are passed to the fluid-dynamics calculation and are multiplied by the flux amplitude, 
and by the component densities in the structure-, liquid-, and vapor-field energy equations. 

7.2.4. Determination of shielding factors 

The resonance self-shielding of the cross sections due to the temperature changes and the presence 
of other isotopes is modeled by self-shielding factors that multiply the infinitely dilute cross sections to 
give the effective (self-shielded) microscopic cross sections. At each reactivity time step, these effective 
microscopic cross sections are computed to form the various macroscopic cross sections required for each 
mesh cell. 

The Bondarcnko method uses a background cross section to represent the total macroscopic cross 
section caused by all isotopes except for isotope j in mesh cell ij. Since the background cross section cannot 
be determined until the total shielded cross sections of all isotopes are known, an iteration must be used to 
obtain both the shielding factors and the shielded total cross section. The total macroscopic cross section 
for a group is: 
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The second term on the right side of Eq. (7-13) is defined as the background cross section: 

𝜎𝜎�,���
� = 1

𝑁𝑁���
� � 𝑁𝑁���

�𝜎𝜎�,���
�

���
 . (7-14)

The background cross section describes the effect of other isotopes in a mixture. The effect is especially 
significant in the vicinity of a large cross-section resonance. The background cross section cannot be 
determined until the total shielded cross sections of all isotopes are known. Because 𝜎𝜎�,���

�  is a function of 
the shielding factor 𝑓𝑓�,���

�  for isotope k and reaction type x and hence it depends on its background cross 
section, an iterative procedure is used to obtain both the shielding factors and the shielded total cross 
section, as described in the SIMMER-II Manual.  

Shielding factors are interpolated first over background and then over temperature. The 
interpolation is logarithmic for background and linear for temperature. First, the range of tabular values is 
searched to determine the tabulation points closest to the isotopic temperature and background values 
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shape may be either the angular flux, Ψ, or the total (scalar) flux, Φ; the factorization approach is the same 
in both cases. Thus, the flux is 

Ψ�𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� = 𝑁𝑁(𝑡𝑡)𝜓𝜓�𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� 𝑡 or (7-15a)

Φ(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸) = 𝑁𝑁(𝑡𝑡)𝑁𝑁(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸) 𝑡 (7-15b)

where 𝑁𝑁(𝑡𝑡) is the amplitude function and 𝑁𝑁(0) = 1. The use of the flux-shape constraint condition makes 
the factorization unique. 

� 𝑉𝑉��
�𝑡�

� Φ���∗ 𝑁𝑁���
𝑉𝑉�

���

���
= 1 𝑡 (7-16)

where 

𝑉𝑉� average neutron velocity in energy group g, 

𝑉𝑉�� volume of mesh cell ij, and 

Φ���∗  integrated adjoint neutron flux-shape function for mesh cell ij and energy 
group g. 

7.3.2. Procedure for fluid-dynamics/neutronics. coupling 

The neutronics and fluid dynamics solutions are coupled by a tine-dependent amplitude function 
and spatial distribution of specific material powers for use during a series of fluid-dynamics steps; in turn, 
these neutronics parameters depend on the current fluid-dynamic configuration. Prediction of the 
amplitude-function time dependence is based on an extrapolation of the previous neutronics history. The 
validity of this approach requires that changes in the power level result from phenomena that do not change 
in character instantaneously. The spatial distribution of specific material powers is assumed to change 
slowly because it depends on the flux shape. Thus, although its magnitude changes, this distribution 
remains unchanged during a series of fluid-dynamic steps. 

After a series of fluid-dynamic steps, the reactivity is recalculated based on the new material 
densities and temperatures predicted by the fluid-dynamic calculation. The amplitude function is 
recalculated and compared with the previously predicted function actually used in the fluid-dynamics 
calculations. If the difference between the predicted and updated amplitude function is not great, only a 
small error correction is made by adjusting the amplitude-function projection for the next series of fluid-
dynamic steps to account for the energy mismatch. This approach limits the number of fluid-dynamic steps 
that can be used with a single amplitude function projection. 

After a series of reactivity steps, the quasistatic constraint integral may begin to deviate 
significantly from unity. This is a result of the flux shape changing in response to the material motion and 
temperature changes; the neutron sources and sinks in the amplitude equation become out of balance with 
the sources and sinks in the shape equation. Therefore, the flux should be refactored. This is accomplished 
by performing a γ-iteration at the end of a shape step, where the amplitude function used over the shape 
step is modified by a series of flux-shape recalculations until the quasistatic constraint integral is satisfied. 
The modification of the amplitude function again introduces a discrepancy between the energy integrated in 
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the fluid-dynamics calculation and that predicted in the neutronics calculation because the fluid-dynamics 
calculation is not included in the iteration. This discrepancy is treated by adjusting the amplitude function 
used in the next series of fluid-dynamic steps rather than performing an iteration between the fluid 
dynamics and neutronics. The amplitude function is projected for a series of fluid-dynamic steps by first 
extrapolating the reactivity state and then solving the amplitude equations. The reactivity state time 
dependence is modeled by a parabola with coefficients determined by the reactivities at two previous 
reactivity steps. After the amplitude equation is solved, a parabola in the logarithm of the amplitude is fitted 
to the extrapolated point and two previous ones. This function then is evaluated in the fluid-dynamics 
calculation. 

The spatial distribution of material specific powers is based on the flux shape and cell cross sections 
at the most recent reactivity step. Cell power shape is calculated in the fluid-dynamics module by 
multiplying the material specific powers by their respective masses and summing over materials. The actual 
power then is obtained by multiplication with the amplitude function. This results in a first-order-accurate 
prediction of the effects of fluid motion and temperature change, with only the corresponding flux-shape 
changes and cross-section shielding changes neglected during the fluid-dynamics calculation.  

7.3.3. Flux-shape equations 

The procedure to calculate the flux shape function 𝜓𝜓�𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� is briefly described below. For 
convenience, the equations of the time-dependent neutron transport and flux factorization are repeated 
below. 

1
𝑉𝑉(𝐸𝐸)

𝜕𝜕𝜕
𝜕𝜕t + 𝑡��⃗ ∙ ∇𝜕 + Σ�𝜕

= 1
4𝜋𝜋 � Σ�(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸� → 𝐸𝐸)Φ(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�

�

�

+ 𝜒𝜒�(𝐸𝐸)
4𝜋𝜋𝜋𝜋�

� ��Σ�(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸�)Φ(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�
�

�
+ 1

4𝜋𝜋 � 𝜒𝜒�(𝐸𝐸)
���

���
𝜆𝜆�𝐶𝐶�

+ 𝑆𝑆�𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� 𝑡 

(7-1)

𝜕�𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� = 𝑁𝑁(𝑡𝑡)𝜓𝜓�𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� 𝑡 and (7-15a)

Φ(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸) = 𝑁𝑁(𝑡𝑡)𝜙𝜙(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸). (7-15b)

By substituting Eq. (7-15) to Eq. (7-1) and dividing by 𝑁𝑁(𝑡𝑡), we obtain: 

 

shape may be either the angular flux, Ψ, or the total (scalar) flux, Φ; the factorization approach is the same 
in both cases. Thus, the flux is 

Ψ�𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� = 𝑁𝑁(𝑡𝑡)𝜓𝜓�𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� 𝑡 or (7-15a)

Φ(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸) = 𝑁𝑁(𝑡𝑡)𝑁𝑁(𝑡𝑡𝑡 𝑡𝑡𝑡 𝐸𝐸) 𝑡 (7-15b)

where 𝑁𝑁(𝑡𝑡) is the amplitude function and 𝑁𝑁(0) = 1. The use of the flux-shape constraint condition makes 
the factorization unique. 

� 𝑉𝑉��
�𝑡�

� Φ���∗ 𝑁𝑁���
𝑉𝑉�

���

���
= 1 𝑡 (7-16)

where 

𝑉𝑉� average neutron velocity in energy group g, 

𝑉𝑉�� volume of mesh cell ij, and 

Φ���∗  integrated adjoint neutron flux-shape function for mesh cell ij and energy 
group g. 

7.3.2. Procedure for fluid-dynamics/neutronics. coupling 

The neutronics and fluid dynamics solutions are coupled by a tine-dependent amplitude function 
and spatial distribution of specific material powers for use during a series of fluid-dynamics steps; in turn, 
these neutronics parameters depend on the current fluid-dynamic configuration. Prediction of the 
amplitude-function time dependence is based on an extrapolation of the previous neutronics history. The 
validity of this approach requires that changes in the power level result from phenomena that do not change 
in character instantaneously. The spatial distribution of specific material powers is assumed to change 
slowly because it depends on the flux shape. Thus, although its magnitude changes, this distribution 
remains unchanged during a series of fluid-dynamic steps. 

After a series of fluid-dynamic steps, the reactivity is recalculated based on the new material 
densities and temperatures predicted by the fluid-dynamic calculation. The amplitude function is 
recalculated and compared with the previously predicted function actually used in the fluid-dynamics 
calculations. If the difference between the predicted and updated amplitude function is not great, only a 
small error correction is made by adjusting the amplitude-function projection for the next series of fluid-
dynamic steps to account for the energy mismatch. This approach limits the number of fluid-dynamic steps 
that can be used with a single amplitude function projection. 

After a series of reactivity steps, the quasistatic constraint integral may begin to deviate 
significantly from unity. This is a result of the flux shape changing in response to the material motion and 
temperature changes; the neutron sources and sinks in the amplitude equation become out of balance with 
the sources and sinks in the shape equation. Therefore, the flux should be refactored. This is accomplished 
by performing a γ-iteration at the end of a shape step, where the amplitude function used over the shape 
step is modified by a series of flux-shape recalculations until the quasistatic constraint integral is satisfied. 
The modification of the amplitude function again introduces a discrepancy between the energy integrated in 
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1
𝑉𝑉(𝐸𝐸) �𝜕𝜕𝜕𝜕

𝜕𝜕t + 1
𝑁𝑁(𝑁𝑁)

𝑑𝑑𝑁𝑁(𝑁𝑁)
𝑑𝑑𝑁𝑁 𝜕𝜕� + 𝑡��⃗ ∙ ∇𝜕𝜕 + 𝜓�𝜕𝜕

= 1
4𝜋𝜋 � 𝜓�(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸� → 𝐸𝐸)𝜙𝜙(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�

�

�

+ 𝜒𝜒�(𝐸𝐸)
4𝜋𝜋𝜋𝜋�

� 𝜈𝜈�𝜓�(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝜙𝜙(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�
�

�
+ 1

4𝜋𝜋𝑁𝑁(𝑁𝑁) � 𝜒𝜒�(𝐸𝐸)
���

���
𝜆𝜆�𝐶𝐶�

+ 𝑆𝑆�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� . 

(7-17)

In the improved quasistatic approach, the partial derivative of angular flux, 𝜕𝜕𝜕𝜕𝜕𝜕𝜕t, is replaced by a linear 
backward-difference relation as 

𝜕𝜕𝜕𝜕�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸�
𝜕𝜕t � 𝜕𝜕�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� − 𝜕𝜕�𝑁𝑁 − 𝑡𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸�

𝑡𝑁𝑁 𝑡 (7-18)

where 𝑁𝑁 − 𝑡𝑁𝑁 is the previous time step of the flux-shape calculation. This means the explicit temporal 
dependence of 𝜕𝜕  is no longer needed. This approximation is justified because the neutron flux shape 
changes only slowly with time and the time step sizes are appropriately controlled to take any larger 
changes in flux shape into account. The time derivative on the amplitude, 𝑑𝑑𝑁𝑁(𝑁𝑁)𝜕𝑑𝑑𝑁𝑁, is calculated outside 
the flux shape calculation and is replaced simply by the numerical value. The resultant shape equation 
becomes: 

𝑡��⃗ ∙ ∇𝜕𝜕�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� + � 1
𝑉𝑉(𝐸𝐸)𝑡𝑁𝑁 + 1

𝑉𝑉(𝐸𝐸)𝑁𝑁(𝑁𝑁)
𝑑𝑑𝑁𝑁(𝑁𝑁)

𝑑𝑑𝑁𝑁 + 𝜓�� 𝜕𝜕�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸�

= 1
4𝜋𝜋 � 𝜓�(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸� → 𝐸𝐸)𝜙𝜙(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�

�

�

+ 𝜒𝜒�(𝐸𝐸)
4𝜋𝜋𝜋𝜋�

� 𝜈𝜈�𝜓�(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝜙𝜙(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�
�

�
+ 1

4𝜋𝜋𝑁𝑁(𝑁𝑁) � 𝜒𝜒�(𝐸𝐸)
���

���
𝜆𝜆�𝐶𝐶�

+ 1
𝑉𝑉(𝐸𝐸)𝑡𝑁𝑁 𝜕𝜕�𝑁𝑁 − 𝑡𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� + 1

𝑁𝑁(𝑁𝑁) 𝑆𝑆(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸) . 

(7-19)

The form of Eq. (7-19) is essentially the same as the equation of the time-independent (stationary) neutron 
transport theory with an external neutron source. The Solver module from the DANTSYS system is applied 
as a solution method for the flux-shape equation as described later. 

7.3.4. Delayed-neutron precursor equations 

The delayed-neutron precursor equation, Eq. (7-2), is rewritten in a multigroup form 

𝜕𝜕𝐶𝐶���
𝜕𝜕t = −𝜆𝜆�𝐶𝐶��� + 𝑁𝑁(𝑁𝑁)𝐹𝐹���

�  ,  d=1, ⋯, IGD 𝑡 (7-20)

where 𝐹𝐹���
�  is the delayed-neutron precursor shape term: 

𝐹𝐹���
� = 1

𝜋𝜋�
��𝜈𝜈�𝜓�����

���

���
𝜙𝜙��� 𝑡 (7-21)
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where �𝜈𝜈�Σ����� denotes the product of the delayed-neutron yield 𝜈𝜈� and the fission cross section Σ� for 

neutron energy group g.  

7.3.5. Amplitude equation 

The equation for the amplitude function, 𝑁𝑁, is obtained by summing flux-shape equation over m, 
multiplying by the initial stationary adjoint flux, Φ���∗ , and summing over all energy groups and all mesh 
cells. The resulting equation is 

𝑑𝑑𝑁𝑁
𝑑𝑑𝑑𝑑 = 𝜌𝜌 𝜌 𝜌𝜌

Λ 𝑁𝑁 + � 𝜆𝜆�𝑐𝑐�

���

���
+ 𝑠𝑠 𝑠 (7-22)

In this derivation, the reactivity, 𝜌𝜌, the effective delayed-neutron fraction, 𝜌𝜌, the neutron generation time, Λ, 
the effective delayed-neutron precursor concentrations, 𝑐𝑐�, and the effective external neutron source, 𝑠𝑠, are 
defined. These terms couple the amplitude equation to the flux-shape equation. Solution of the amplitude 
equation also involves the simultaneous solution of the delayed-neutron source equations. This set of 
equations is obtained by multiplying Eq. (7-20) by Φ���∗ 𝜒𝜒��𝑉𝑉�� (where Φ���∗  is the initial stationary adjoint 
flux) and summing over all energy groups and mesh cells: 

𝑑𝑑𝑐𝑐�
𝑑𝑑𝑑𝑑 = 𝜌𝜆𝜆�𝑐𝑐� + 𝜌𝜌�

Λ 𝑁𝑁 ,  d=1, ⋯, IGD 𝑠 (7-23)

7.3.6. Flux-shape/amplitude coupling terms 

The amplitude equation parameters that couple the flux-shape and amplitude equations are defined 
as follows: 

Effective delayed-neutron fraction: 

𝜌𝜌� = 1
𝐹𝐹 � 𝑉𝑉�� � Φ���∗ 𝜒𝜒��

𝑘𝑘�

���

�����
� �𝜈𝜈�Σ������

���

����
𝜙𝜙���� (7-24)

Total effective delayed-neutron fraction: 

𝜌𝜌 = � 𝜌𝜌�

���

���
 (7-25)

Effective neutron generation time: 

Λ = 1
𝐹𝐹 � 𝑉𝑉�� � Φ���∗ 𝜙𝜙���

𝑉𝑉�

���

�����
= 1

𝐹𝐹 (7-26)

Effective delayed-neutron precursor concentrations: 

 

1
𝑉𝑉(𝐸𝐸) �𝜕𝜕𝜕𝜕

𝜕𝜕t + 1
𝑁𝑁(𝑁𝑁)

𝑑𝑑𝑁𝑁(𝑁𝑁)
𝑑𝑑𝑁𝑁 𝜕𝜕� + 𝑡��⃗ ∙ ∇𝜕𝜕 + 𝜓�𝜕𝜕

= 1
4𝜋𝜋 � 𝜓�(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸� → 𝐸𝐸)𝜙𝜙(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�

�

�

+ 𝜒𝜒�(𝐸𝐸)
4𝜋𝜋𝜋𝜋�

� 𝜈𝜈�𝜓�(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝜙𝜙(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�
�

�
+ 1

4𝜋𝜋𝑁𝑁(𝑁𝑁) � 𝜒𝜒�(𝐸𝐸)
���

���
𝜆𝜆�𝐶𝐶�

+ 𝑆𝑆�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� . 

(7-17)

In the improved quasistatic approach, the partial derivative of angular flux, 𝜕𝜕𝜕𝜕𝜕𝜕𝜕t, is replaced by a linear 
backward-difference relation as 

𝜕𝜕𝜕𝜕�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸�
𝜕𝜕t � 𝜕𝜕�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� − 𝜕𝜕�𝑁𝑁 − 𝑡𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸�

𝑡𝑁𝑁 𝑡 (7-18)

where 𝑁𝑁 − 𝑡𝑁𝑁 is the previous time step of the flux-shape calculation. This means the explicit temporal 
dependence of 𝜕𝜕  is no longer needed. This approximation is justified because the neutron flux shape 
changes only slowly with time and the time step sizes are appropriately controlled to take any larger 
changes in flux shape into account. The time derivative on the amplitude, 𝑑𝑑𝑁𝑁(𝑁𝑁)𝜕𝑑𝑑𝑁𝑁, is calculated outside 
the flux shape calculation and is replaced simply by the numerical value. The resultant shape equation 
becomes: 

𝑡��⃗ ∙ ∇𝜕𝜕�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� + � 1
𝑉𝑉(𝐸𝐸)𝑡𝑁𝑁 + 1

𝑉𝑉(𝐸𝐸)𝑁𝑁(𝑁𝑁)
𝑑𝑑𝑁𝑁(𝑁𝑁)

𝑑𝑑𝑁𝑁 + 𝜓�� 𝜕𝜕�𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸�

= 1
4𝜋𝜋 � 𝜓�(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸� → 𝐸𝐸)𝜙𝜙(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�

�

�

+ 𝜒𝜒�(𝐸𝐸)
4𝜋𝜋𝜋𝜋�

� 𝜈𝜈�𝜓�(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝜙𝜙(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸�)𝑑𝑑𝐸𝐸�
�

�
+ 1

4𝜋𝜋𝑁𝑁(𝑁𝑁) � 𝜒𝜒�(𝐸𝐸)
���

���
𝜆𝜆�𝐶𝐶�

+ 1
𝑉𝑉(𝐸𝐸)𝑡𝑁𝑁 𝜕𝜕�𝑁𝑁 − 𝑡𝑁𝑁𝑡 𝑡𝑡𝑡 𝑡��⃗ 𝑡 𝐸𝐸� + 1

𝑁𝑁(𝑁𝑁) 𝑆𝑆(𝑁𝑁𝑡 𝑡𝑡𝑡 𝐸𝐸) . 

(7-19)

The form of Eq. (7-19) is essentially the same as the equation of the time-independent (stationary) neutron 
transport theory with an external neutron source. The Solver module from the DANTSYS system is applied 
as a solution method for the flux-shape equation as described later. 

7.3.4. Delayed-neutron precursor equations 

The delayed-neutron precursor equation, Eq. (7-2), is rewritten in a multigroup form 

𝜕𝜕𝐶𝐶���
𝜕𝜕t = −𝜆𝜆�𝐶𝐶��� + 𝑁𝑁(𝑁𝑁)𝐹𝐹���

�  ,  d=1, ⋯, IGD 𝑡 (7-20)

where 𝐹𝐹���
�  is the delayed-neutron precursor shape term: 

𝐹𝐹���
� = 1

𝜋𝜋�
��𝜈𝜈�𝜓�����

���

���
𝜙𝜙��� 𝑡 (7-21)
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𝑐𝑐� 𝐹 � ��� � ����∗ 𝜒𝜒��𝐶𝐶���

���

�����
 (7-27)

Effective external neutron source: 

� 𝐹 � ��� � ����∗ 𝑆𝑆
���

�����
 (7-28)

The effective neutron source, F, is given by, 

𝐹𝐹 𝐹 1
𝑘𝑘�

� ��� � ����∗ �𝜒𝜒�� � �𝜈𝜈�Σ������

���

����
𝜙𝜙���� + � 𝜒𝜒��

���

���
� �𝜈𝜈�Σ������

���

����
𝜙𝜙����� �

���

�����
 (7-29)

Equation (7-27) is not needed formally because both the effective delayed-neutron concentration, 𝑐𝑐�, 
and the spatial delayed-neutron precursor concentration, 𝐶𝐶���, are defined by initial conditions. These two 
concentrations are calculated by numerical methods with quite different error characteristics, and hence 
they may become out of balance during a long calculation, and as a result, the quasistatic constraint integral 
will not converge to unity during the γ-iteration at shape recalculation steps. Equation (7-27) is used to 
rebalance the delayed neutron sources in the amplitude and shape equations periodically. 

The products of the prompt and delayed neutron yields per fission and the fission cross section, 
appearing in the above equations, are currently evaluated using the total neutron yield per fission obtained 
from input cross-section file and the effective delayed-neutron fraction as: 

�𝜈𝜈�Σ����� 𝐹 (1 − 𝛽𝛽)�𝜈𝜈�Σ����� , and (7-30a)

�𝜈𝜈�Σ����� 𝐹 𝛽𝛽��𝜈𝜈�Σ����� , (7-30b)

where 𝜈𝜈� is the neutron yield per fission that is divided into prompt and delayed neutron contributions and 
the values of 𝛽𝛽 and 𝛽𝛽� used in these equations are taken from the user input, not using Eqs. (7-24) and (7-
25), in the present coding. 

Because the amplitude equation was derived by integrating the time-dependent transport equation, 
the terms in the reactivity equation can be associated with terms in the transport equation. Thus, the total 
reactivity is expressed by the sum of the contributions: 

𝜌𝜌 𝐹 𝜌𝜌�� + 𝜌𝜌�� + 𝜌𝜌� − 𝜌𝜌� − 𝜌𝜌� , (7-31)

where 𝜌𝜌�� is the prompt fission, 𝜌𝜌�� is the delayed fission, 𝜌𝜌� is the scatter, 𝜌𝜌� is the leakage, and 𝜌𝜌� is the 
total (associated with total cross section) contribution to the reactivity. The two fission contributions are: 

𝜌𝜌�� 𝐹 1
𝐹𝐹 �� ��� � ����∗ 𝜒𝜒��

𝑘𝑘�

���

�����
� �𝜈𝜈�Σ������

���

����
𝜙𝜙����� , and (7-32)
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𝜌𝜌�� = 1
𝐹𝐹 �� ��� � ����∗ � 𝜒𝜒��

𝑘𝑘�
� �𝜈𝜈�Σ������

���

����
𝜙𝜙����

���

���

���

�����
� . (7-33)

The other contributions are: 

𝜌𝜌� = 1
𝐹𝐹 � ��� � ����∗

���

�����
� Σ�,������

���

����
𝜙𝜙���� , and (7-34)

𝜌𝜌� = 1
𝐹𝐹 � ��� � ����∗

���

�����
Σ�,���𝜙𝜙��� . (7-35)

The leakage component of reactivity, 𝜌𝜌�, cannot be defined by cell-wise scalar fluxes, like used in other 
reactivity components. The angular fluxes are used as 

𝜌𝜌� = 1
𝐹𝐹 � ��� � � ����∗

���

���
𝜔𝜔�∇𝜓𝜓��,�,�

���
, (7-36)

where 𝜔𝜔� is the solid angle for the direction with angular discrete-ordinate index m. 

The calculative approach to solving the amplitude equation is based on the standard method, as 
detailed in Appendix M of the SIMMER-II Manual. 

7.3.7. Fluid-dynamics/neutronics coupling terms 

After the fluid-dynamics calculation is interrupted for a neutronics reactivity step, the total 
macroscopic densities and mass-averaged temperatures needed for the cross-section calculation are 
determined from the appropriate fluid-dynamics quantities for each of the five components (fertile fuel, 
fissile fuel, steel, sodium, and control). The following equations are used for the density calculations for 
SIMMER-III: 

�̅�𝜌���� = �̅�𝜌���� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� , (7-37a)

�̅�𝜌���� = �̅�𝜌���� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌��� + �̅�𝜌�� , (7-37b)

�̅�𝜌�� = �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌��� + �̅�𝜌��� + �̅�𝜌�� + �̅�𝜌�� + �̅�𝜌�� , (7-37c)

�̅�𝜌�� = �̅�𝜌�� + �̅�𝜌�� , and (7-37d)

�̅�𝜌���� = �̅�𝜌��� + �̅�𝜌�� . (7-37e)

The fission gas component is not considered in the neutronics calculations because the effect of fission gas 
is negligible. The following set of equations is used for the component temperature calculations in 
SIMMER-III: 

𝑇𝑇���� = �̅�𝜌����𝑇𝑇��� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�
�̅�𝜌����

 , (7-38a)

 

𝑐𝑐� 𝐹 � ��� � ����∗ 𝜒𝜒��𝐶𝐶���

���

�����
 (7-27)

Effective external neutron source: 

� 𝐹 � ��� � ����∗ 𝑆𝑆
���

�����
 (7-28)

The effective neutron source, F, is given by, 

𝐹𝐹 𝐹 1
𝑘𝑘�

� ��� � ����∗ �𝜒𝜒�� � �𝜈𝜈�Σ������

���

����
𝜙𝜙���� + � 𝜒𝜒��

���

���
� �𝜈𝜈�Σ������

���

����
𝜙𝜙����� �

���

�����
 (7-29)

Equation (7-27) is not needed formally because both the effective delayed-neutron concentration, 𝑐𝑐�, 
and the spatial delayed-neutron precursor concentration, 𝐶𝐶���, are defined by initial conditions. These two 
concentrations are calculated by numerical methods with quite different error characteristics, and hence 
they may become out of balance during a long calculation, and as a result, the quasistatic constraint integral 
will not converge to unity during the γ-iteration at shape recalculation steps. Equation (7-27) is used to 
rebalance the delayed neutron sources in the amplitude and shape equations periodically. 

The products of the prompt and delayed neutron yields per fission and the fission cross section, 
appearing in the above equations, are currently evaluated using the total neutron yield per fission obtained 
from input cross-section file and the effective delayed-neutron fraction as: 

�𝜈𝜈�Σ����� 𝐹 (1 − 𝛽𝛽)�𝜈𝜈�Σ����� , and (7-30a)

�𝜈𝜈�Σ����� 𝐹 𝛽𝛽��𝜈𝜈�Σ����� , (7-30b)

where 𝜈𝜈� is the neutron yield per fission that is divided into prompt and delayed neutron contributions and 
the values of 𝛽𝛽 and 𝛽𝛽� used in these equations are taken from the user input, not using Eqs. (7-24) and (7-
25), in the present coding. 

Because the amplitude equation was derived by integrating the time-dependent transport equation, 
the terms in the reactivity equation can be associated with terms in the transport equation. Thus, the total 
reactivity is expressed by the sum of the contributions: 

𝜌𝜌 𝐹 𝜌𝜌�� + 𝜌𝜌�� + 𝜌𝜌� − 𝜌𝜌� − 𝜌𝜌� , (7-31)

where 𝜌𝜌�� is the prompt fission, 𝜌𝜌�� is the delayed fission, 𝜌𝜌� is the scatter, 𝜌𝜌� is the leakage, and 𝜌𝜌� is the 
total (associated with total cross section) contribution to the reactivity. The two fission contributions are: 

𝜌𝜌�� 𝐹 1
𝐹𝐹 �� ��� � ����∗ 𝜒𝜒��

𝑘𝑘�

���

�����
� �𝜈𝜈�Σ������

���

����
𝜙𝜙����� , and (7-32)
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𝑇𝑇���� = �̅�𝜌����𝑇𝑇��� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌���𝑇𝑇�� + �̅�𝜌��𝑇𝑇�
�̅�𝜌����

 , (7-38b)

𝑇𝑇�� = �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌���𝑇𝑇�� + �̅�𝜌���𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�
�̅�𝜌��

 , (7-38c)

𝑇𝑇�� = �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�
�̅�𝜌��

, and (7-38d)

𝑇𝑇���� = �̅�𝜌���𝑇𝑇��� + �̅�𝜌��𝑇𝑇��
�̅�𝜌����

 . (7-38e)

Here the macroscopic densities and temperature of the pin-fuel interior node, �̅�𝜌���� , �̅�𝜌����  and 𝑇𝑇��� , 
calculated in the fuel-pin model outside the fluid-dynamics model, are added. The above is for the standard 
SPIN option (and the pin fuel radial temperature distribution is considered in the DPIN option). For 
SIMMER-IV, the additional structure-field steel components, which represent the front and back can walls, 
must be added to Eqs. (7-37c) and (7-38c). 

7.4. Flux Shape Solution Method 

The discrete-ordinates flux shape equation presented in Eq. (7-19) is solved numerically using an 
iterative procedure. This procedure involves two levels of iteration referred to as inner (within-group) and 
outer (energy-group-dependent source) iterations. The acceleration of these iterations is of crucial 
importance to transport codes in order to reduce the computation time involved. The iterative procedure 
employs the diffusion synthetic acceleration (DSA) method developed by Alcouffe53), an extremely 
effective method for accelerating the convergence of the iterations.  

7.4.1. Iterative solution procedure for flux shape 

The Solver Modules of the open-source DANTSYS system package49) have been transplanted to 
SIMMER-III and SIMMER-IV from TWODANT and THREEDANT Solvers, respectively. Since the 
solution method and procedure of DANTSYS are documented in detail elsewhere in the original Los 
Alamos report9), they are not reproduced in the present report. Only the summary of the iterative procedure 
is described in the following. 

In the Solver Modules, a standard inner (within-group) iteration, outer (energy-group-dependent 
source) iteration technique is used. The inner iterations are concerned with the convergence of the 
pointwise scalar fluxes in each group for a given source distribution. The outer iterations are concerned 
with: the convergence of the eigenvalue, the fission-source distribution and the energy-group upscatter 
source if any or all are present. Both the inner and outer iterations are accelerated using the DSA method. 
The diffusion solver uses the standard multigrid method and Chebychev acceleration of the fission source. 

For problems containing fissionable material the iterative procedure begins with the calculation of a 
diffusion coefficient for each space-energy point. Using the diffusion coefficients, a standard diffusion 
calculation is performed for each energy group. With the fluxes for all groups, a new fission source rate 
distribution is calculated and this is then used to generate new diffusion fluxes. The process is repeated 
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until both the fission source rate and the pointwise fluxes are converged. Each such recalculation is called a 
“diffusion sub-outer iteration.” 

Next, using the diffusion-converged fission source rate and using the first energy-group diffusion 
scalar fluxes to fix the within-group scattering sources, a single discrete-ordinates transport sweep through 
the spatial mesh is made for the first energy group. In this sweep angular fluxes are generated and they are 
used to calculate an effective diffusion coefficient at each mesh cell. With these effective diffusion 
coefficients, a diffusion sweep for the group is performed to determine the group scalar flux at each point. 
This transport sweep, followed by a calculation of the diffusion coefficients, followed by a diffusion sweep 
is called an “inner iteration”. Since the new diffusion calculated group scalar flux changes the within-group 
scattering source term, the inner iterations may be repeated before proceeding to the next energy group. 

When the inner iterations for the first energy group are completed, the group scalar fluxes and flux 
moments are used to calculate the scattering source for the next group. One or more inner iterations are 
performed for the next group and the process is repeated until all energy groups have been completed. 

When all energy groups have been calculated via inner iterations, the group fluxes are used to 
calculate a new fission source rate distribution. Following this a series of diffusion sub-outer iterations is 
performed. In these diffusion sub-outer iterations, however, the effective diffusion coefficients from the 
last-completed inner iteration for each group are used, thus making the sub-outer iteration calculation a 
synthetic diffusion calculation. 

Each completion of the diffusion sub-outer iteration process based on the current set of diffusion 
coefficients defines the completion of an outer iteration. The first outer iteration is seen to be a pure 
diffusion calculation, while all subsequent outer iterations are synthetic diffusion in nature. Outer iterations 
continue until convergence is achieved.  

One improvement for SIMMER-III/SIMMER-IV made to the original DANTSYS iterative procedure is 
an additional remedy to cope with convergence failure in outer iterations. A diffusion sub-outer iteration is 
turned off when the maximum change of fission source does not decrease due to mismatch of diffusion and 
transport fission sources.  

7.4.2. Negative flux treatment 

The discrete-ordinates form of approximation is used for treating the angular variation of the 
neutron flux and the diamond-difference scheme is used for space-angle discretization. It is well known 
negative fluxes can be calculated when implementing this diamond-difference scheme. Negative fluxes are 
eliminated by a local “set-to-zero-and-correct” algorithm, or so-called “flux fixup” remedy. The logic of 
this algorithm is that if any one flux is negative at a cell edge, it is set to zero and the cell-centered flux is 
recomputed assuming that particular flux is zero. Lathrop54) observed that “in many cases the negative 
fluxes can be tolerated because they occur in regions in which fluxes are small and unimportant”. The 
experience with SIMMER-II using different schemes suggested1) that the flux fixup scheme should be 
accurate because it is the minimum deviation from the second-order accuracy of the diamond-difference 
equations.  

 

𝑇𝑇���� = �̅�𝜌����𝑇𝑇��� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌���𝑇𝑇�� + �̅�𝜌��𝑇𝑇�
�̅�𝜌����

 , (7-38b)

𝑇𝑇�� = �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌���𝑇𝑇�� + �̅�𝜌���𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�
�̅�𝜌��

 , (7-38c)

𝑇𝑇�� = �̅�𝜌��𝑇𝑇�� + �̅�𝜌��𝑇𝑇�
�̅�𝜌��

, and (7-38d)

𝑇𝑇���� = �̅�𝜌���𝑇𝑇��� + �̅�𝜌��𝑇𝑇��
�̅�𝜌����

 . (7-38e)

Here the macroscopic densities and temperature of the pin-fuel interior node, �̅�𝜌���� , �̅�𝜌����  and 𝑇𝑇��� , 
calculated in the fuel-pin model outside the fluid-dynamics model, are added. The above is for the standard 
SPIN option (and the pin fuel radial temperature distribution is considered in the DPIN option). For 
SIMMER-IV, the additional structure-field steel components, which represent the front and back can walls, 
must be added to Eqs. (7-37c) and (7-38c). 

7.4. Flux Shape Solution Method 

The discrete-ordinates flux shape equation presented in Eq. (7-19) is solved numerically using an 
iterative procedure. This procedure involves two levels of iteration referred to as inner (within-group) and 
outer (energy-group-dependent source) iterations. The acceleration of these iterations is of crucial 
importance to transport codes in order to reduce the computation time involved. The iterative procedure 
employs the diffusion synthetic acceleration (DSA) method developed by Alcouffe53), an extremely 
effective method for accelerating the convergence of the iterations.  

7.4.1. Iterative solution procedure for flux shape 

The Solver Modules of the open-source DANTSYS system package49) have been transplanted to 
SIMMER-III and SIMMER-IV from TWODANT and THREEDANT Solvers, respectively. Since the 
solution method and procedure of DANTSYS are documented in detail elsewhere in the original Los 
Alamos report9), they are not reproduced in the present report. Only the summary of the iterative procedure 
is described in the following. 

In the Solver Modules, a standard inner (within-group) iteration, outer (energy-group-dependent 
source) iteration technique is used. The inner iterations are concerned with the convergence of the 
pointwise scalar fluxes in each group for a given source distribution. The outer iterations are concerned 
with: the convergence of the eigenvalue, the fission-source distribution and the energy-group upscatter 
source if any or all are present. Both the inner and outer iterations are accelerated using the DSA method. 
The diffusion solver uses the standard multigrid method and Chebychev acceleration of the fission source. 

For problems containing fissionable material the iterative procedure begins with the calculation of a 
diffusion coefficient for each space-energy point. Using the diffusion coefficients, a standard diffusion 
calculation is performed for each energy group. With the fluxes for all groups, a new fission source rate 
distribution is calculated and this is then used to generate new diffusion fluxes. The process is repeated 

JAEA-Research 2024-008

- 185 -



 

In the DANTSYS system, an adaptive weight diamond-difference (AWDD) scheme is available as 
an alternative option as a remedy to the negative flux problem. It was argued that there remains some 
difficulty in determining input weighting parameters used in the AWDD option. It was therefore decided 
that this option is not implemented in SIMMER-III/SIMMER-IV until future applications necessitate such 
a remedy be taken into consideration. 

7.4.3. Adjoint equation solution method 

The quasistatic method requires a weighting function to calculate the amplitude-equation 
parameters. Normally, this weighting function is taken as the adjoint flux for the stationary reactor state 
before initiating the transient. However, for SIMMER transient calculations that begin from transient 
reactor states predicted by other computer codes, the stationary reactor state is not available. The stationary 
adjoint flux for the transient reactor state at the beginning of the SIMMER calculation is considered to be a 
reasonably good weighting function that does not differ significantly from the normal adjoint-flux 
weighting function. The adjoint flux is evaluated only once at the beginning of the transient. 

The adjoint transport equation is solved by transposing the scattering and fission source matrices 
and inverting the group order of the problem. Transposition of the scattering matrix converts the normal 
downscattering problem to an upscattering problem. The downscattering dominance is restored by inverting 
the group order. The adjoint equation is solved before the real flux equation because the adjoint fluxes are 
required for the transient-state initialization. The capability of adjoint flux calculations is available in the 
DANTSYS system9), and the same solution method implemented in SIMMER-III/SIMMER-IV. 

Although the initial adjoint flux is normally used as a weighting function in the quasistatic method, 
use of an alternative functions is possible. There is an input option to specify “unity” (uniform distribution 
over the entire neutronics computational domain). This option may be used in such an extreme case such as 
a major portion of the core fuel has relocated in large scale. 

7.5. Quasistatic Calculative Procedure 

The quasistatic algorithm requires three different calculations characterized by different time scales 
in the order from the largest:  

 determination of the flux shape,  

 determination of reactivity and other amplitude equation parameters, and  

 solution of the amplitude equations.  

7.5.1. Overall calculative flow 

First, new cross sections are calculated from the material densities and temperatures predicted by 
the fluid-dynamics calculation for the end of the previous reactivity step. These cross sections and updated 
fluxes are used to calculate new amplitude-equation parameters. The spatial distribution of specific material 
powers is updated in preparation for the next series of fluid-dynamics steps. The amplitude equation then is 
solved again for the current reactivity step. Next, the amplitude equation parameters are extrapolated 
quadratically to the end of the next reactivity step, and the amplitude equation is solved for the amplitude. 
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The logarithm of this amplitude and the amplitude for the two previous reactivity steps is fitted to a 
parabola and used to calculate the power level for the subsequent fluid-dynamics calculation. This 
description summarizes the neutronics calculations that occur at the end of a reactivity step and prepare for 
the initiation of the next reactivity step. After the fluid-dynamics calculation for the next reactivity step is 
completed, the cycle continues until the end of the current flux-shape step is reached. 

If the end of a shape step is reached, the cycle is interrupted after the calculation of the reactivity 
state resulting from the previous series of fluid-dynamic steps. Thus, a new flux shape is calculated after 
the new cross sections are determined. Amplitude-equation parameters resulting from the new flux shape 
are compared with the parameters from the extrapolated flux shape. Any change in the parameters is 
assumed to have accumulated linearly during the shape step. The amplitude-equation parameters are 
corrected for each reactivity step within the shape step, and the corresponding amplitude-equation solutions 
are recalculated. If the constraint condition is satisfied to within a given tolerance, the amplitude-equation 
parameters are extrapolated into the next reactivity step, and the calculation proceeds as from the beginning. 
Otherwise, the calculation proceeds as from the end of the shape step with the recalculation of the flux 
shape. 

The correction of the amplitude-equation parameters for the difference between the initial 
quadratically extrapolated values and the final shape-step values results in a power discrepancy between the 
fluid-dynamics and neutronics calculations. To maintain a consistent total energy between the two 
calculations, the amplitude function is adjusted after its calculation from the amplitude equation to include 
the discrepancy in energy from the previous shape step. This discrepancy is generally a small fraction of 
the total energy calculated for the shape step. 

The quasistatic calculative algorithm and procedure briefly described above were transplanted from 
SIMMER-II and re-programmed. The detailed description is found in the original SIMMER-II Manual1), 
and only a short summary is provided in the rest of this section. 

7.5.2. Time-step controls 

The time-step controls for the quasistatic method regulate the length of both the reactivity step and 
the shape step. The controls become very tight for a reactivity near prompt critical, but they are relaxed for 
a reactivity not near prompt critical.  

The shape time step is predicted or limited by the following seven separate controls, and determined 
as the minimum of them. 

(1) Previous step size 

(2) Change in leakage 

(3) Number of reactivity steps 

(4) Problem time 

(5) Maximum shape step 

 

In the DANTSYS system, an adaptive weight diamond-difference (AWDD) scheme is available as 
an alternative option as a remedy to the negative flux problem. It was argued that there remains some 
difficulty in determining input weighting parameters used in the AWDD option. It was therefore decided 
that this option is not implemented in SIMMER-III/SIMMER-IV until future applications necessitate such 
a remedy be taken into consideration. 

7.4.3. Adjoint equation solution method 

The quasistatic method requires a weighting function to calculate the amplitude-equation 
parameters. Normally, this weighting function is taken as the adjoint flux for the stationary reactor state 
before initiating the transient. However, for SIMMER transient calculations that begin from transient 
reactor states predicted by other computer codes, the stationary reactor state is not available. The stationary 
adjoint flux for the transient reactor state at the beginning of the SIMMER calculation is considered to be a 
reasonably good weighting function that does not differ significantly from the normal adjoint-flux 
weighting function. The adjoint flux is evaluated only once at the beginning of the transient. 

The adjoint transport equation is solved by transposing the scattering and fission source matrices 
and inverting the group order of the problem. Transposition of the scattering matrix converts the normal 
downscattering problem to an upscattering problem. The downscattering dominance is restored by inverting 
the group order. The adjoint equation is solved before the real flux equation because the adjoint fluxes are 
required for the transient-state initialization. The capability of adjoint flux calculations is available in the 
DANTSYS system9), and the same solution method implemented in SIMMER-III/SIMMER-IV. 

Although the initial adjoint flux is normally used as a weighting function in the quasistatic method, 
use of an alternative functions is possible. There is an input option to specify “unity” (uniform distribution 
over the entire neutronics computational domain). This option may be used in such an extreme case such as 
a major portion of the core fuel has relocated in large scale. 

7.5. Quasistatic Calculative Procedure 

The quasistatic algorithm requires three different calculations characterized by different time scales 
in the order from the largest:  

 determination of the flux shape,  

 determination of reactivity and other amplitude equation parameters, and  

 solution of the amplitude equations.  

7.5.1. Overall calculative flow 

First, new cross sections are calculated from the material densities and temperatures predicted by 
the fluid-dynamics calculation for the end of the previous reactivity step. These cross sections and updated 
fluxes are used to calculate new amplitude-equation parameters. The spatial distribution of specific material 
powers is updated in preparation for the next series of fluid-dynamics steps. The amplitude equation then is 
solved again for the current reactivity step. Next, the amplitude equation parameters are extrapolated 
quadratically to the end of the next reactivity step, and the amplitude equation is solved for the amplitude. 
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(6) Change in shape 

(7) Maximum change in reactivity 

The reactivity time step is predicted or limited by the following six separate controls, and 
determined as the minimum of them.  

(1) Previous reactivity step 

(2) Change in reactivity 

(3) Shape-step size 

(4) Maximum reactivity step size 

(5) Change in amplitude 

(6) Maximum inverse period 

In addition, a reactivity step also may be forced by changes that occur during the fluid-dynamics 
calculation. The limits are applied to changes in amplitude, material component masses, and component 
energies.  

The further details of the neutronics time step control are presented in Section 8.3. 

7.5.3. Initialization 

The specific power shape for each material m in each mesh cell ij is calculated as 

𝑄𝑄��,�� = 1
𝜌𝜌��

� ��𝛼𝛼��Σ�,���
� + 𝛼𝛼��Σ�,���

� �𝜙𝜙���

���

���
, (7-39)

where 

𝑄𝑄��,�� specific energy generation rate for nuclear heating of material m, 

𝜌𝜌��
� microscopic density of material m, 

𝛼𝛼�� energy conversion factor per fission, 

Σ�,���
�  macroscopic fission cross section, 

𝛼𝛼�� energy conversion factor per neutron captured, and 

Σ�,���
�  macroscopic capture cross section. 

The fission power in the reactor system is calculated as 

𝑃𝑃� = 𝑁𝑁(0) � ���
��

� 𝑄𝑄��,���̅�𝜌��
�

��

���
 , (7-40)

where 

𝑁𝑁(0) initial value of the amplitude function (=1.0), 
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𝑉𝑉�� volume of mesh cell ij, 

�̅�𝜌��� macroscopic density of material m, and 

𝑁𝑁𝑁𝑁 number of neutronics materials (fertile fuel, fissile fuel, steel, sodium and 
control). 

The initial flux solution is unnormalized. To obtain the desired initial power, the fluxes are 
multiplied by the ratio of the desired power to the calculated power. The initial precursor concentrations 
and the material-specific power also are normalized by this factor. The quasistatic constraint constant 
normalizes the adjoint flux. 

Equation (7-40) only accounts for fission and capture contributions to the reactor power. When the 
decay heat model (see Section 7.6) is used, the contribution of decay heat power is considered as well. 

7.5.4. Transient-state initialization 

An initial neutronics state may not be the pre-transient stationary state. For example, if a SIMMER-
III/SIMMER-IV calculation is connected and continued from an initiating-phase calculation using such as 
SAS4A, the neutronics calculations must be initialized for a nonstationary reactor state with a non-zero 
reactivity level. The method developed for the transient initialization uses quasistatic methodology to give 
consistency between the constant point-kinetics parameters used for the initiating-phase calculation and the 
time-dependent amplitude-equation parameters. As a result, reactivity, power, and other integral kinetics 
parameters remain continuous at the connection between the two codes. This is done by computing the 
factors, using the quasistatic approach, that adjust the basic physical neutronics data to permit continuity of 
two consecutive calculations. 

Details of the transient initialization are provided in Appendix H of the SIMMER-II Manual.1) The 
initial flux shape, stationary-state eigenvalue, data adjustment factors, and the delayed-neutron source 
normalization factor are calculated iteratively. The usual normalization procedure is followed. First, the 
real flux shape is normalized to yield the desired initial (transient state) reactor power. Then the adjoint flux 
is normalized to satisfy the quasistatic constraint condition. 

7.5.5. Reactivity evaluation steps 

There are two approaches concerning how the flux shape is treated in a reactivity step, as a user 
input option. The first and standard approach is “flux-shape extrapolation”, in which the flux shape used to 
recalculate the reactivity after a series of fluid-dynamic steps is extrapolated from the two previous flux-
shape solutions at shape steps. This approach requires less computational effort; however, it simply 
assumes linear changes in flux shape. The effect of threshold or nonlinear changes in fluid-dynamic 
behavior will not be recognized until the end of the shape step when the flux shape is recalculated. If 
significant changes in reactivity result from the flux-shape change, the iteration that occurs over the series 
of reactivity steps and at the end of shape steps will not produce accurate results. The second approach is 
called “flux-shape update”, in which the flux shape updated at each reactivity step. An abbreviated series of 
outer iterations is performed to improve the flux shape but not to provide a fully converged solution55). 

 

(6) Change in shape 

(7) Maximum change in reactivity 

The reactivity time step is predicted or limited by the following six separate controls, and 
determined as the minimum of them.  

(1) Previous reactivity step 

(2) Change in reactivity 

(3) Shape-step size 

(4) Maximum reactivity step size 

(5) Change in amplitude 

(6) Maximum inverse period 

In addition, a reactivity step also may be forced by changes that occur during the fluid-dynamics 
calculation. The limits are applied to changes in amplitude, material component masses, and component 
energies.  

The further details of the neutronics time step control are presented in Section 8.3. 

7.5.3. Initialization 

The specific power shape for each material m in each mesh cell ij is calculated as 

𝑄𝑄��,�� = 1
𝜌𝜌��

� ��𝛼𝛼��Σ�,���
� + 𝛼𝛼��Σ�,���

� �𝜙𝜙���

���

���
, (7-39)

where 

𝑄𝑄��,�� specific energy generation rate for nuclear heating of material m, 

𝜌𝜌��
� microscopic density of material m, 

𝛼𝛼�� energy conversion factor per fission, 

Σ�,���
�  macroscopic fission cross section, 

𝛼𝛼�� energy conversion factor per neutron captured, and 

Σ�,���
�  macroscopic capture cross section. 

The fission power in the reactor system is calculated as 

𝑃𝑃� = 𝑁𝑁(0) � ���
��

� 𝑄𝑄��,���̅�𝜌��
�

��

���
 , (7-40)

where 

𝑁𝑁(0) initial value of the amplitude function (=1.0), 
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Thus, the effect of changes resulting from fluid-dynamic effects appears in the flux shape at each reactivity 
step, although much computational effort is required.  

In both approaches, the first step is to calculate new cell-dependent cross sections corresponding to 
the new configuration with new cell material densities and temperatures. If the flux-shape extrapolation 
option is used, the flux shape is extrapolated to the end of the current reactivity step based on flux shapes 
calculated at the two previous shape steps. Next, the amplitude equation coefficients are calculated from the 
current cross sections and the extrapolated flux shapes or, if the flux-shape update option is used, the flux 
shape from the previous reactivity step. In both methods, the amplitude equation then is solved for the 
current reactivity step based on the updated coefficients. The spatial delayed-neutron source is updated 
based on the current and previous reactivity-step fission sources and the integrating factors determined in 
the amplitude-equation solution. 

In the flux-shape update option, the calculation is continued by the flux shape calculation module, 
with the flux shape from the previous reactivity step provided as an initial guess. Convergence criteria are 
provided that are less restrictive than the criteria used at shape steps. For small changes in the reactor 
configuration, usually one outer iteration will meet the convergence criteria. More unusually, significant 
changes may require three or four outer iterations. After the flux shape is converged, the amplitude-
equation coefficients are recalculated based on the new flux shape. The spatial material power distribution 
also is recalculated. The amplitude equation again is solved for the current reactivity step. 

If the current shape step has not been completed, the amplitude equation parameters are projected in 
both the extrapolation and the update method. The projection is parabolic and based on the current and two 
previous reactivity step values. The amplitude equation then is solved for the next reactivity step. The 
amplitude variation over the next reactivity step is characterized by fitting a parabola in log amplitude to 
the amplitude at the end of the next reactivity step, the current amplitude, and the amplitude at the previous 
reactivity step. 

The calculation then is transferred to the fluid-dynamics modules. A series of fluid-dynamics steps 
is completed, and the reactivity-step cycle begins again. 

7.5.6. Flux-shape evaluation steps 

A fully converged flux shape is calculated. The amplitude-equation coefficients then are calculated 
based on the new flux shape. The spatial material power distribution is calculated for the next reactivity 
step. Next, the changes in the amplitude-equation coefficients, from the previous iteration or the first iterate 
values at the end of the current shape step, are distributed linearly over all the reactivity steps composing 
the current shape step. The series of amplitude-equation solutions for each reactivity step then is repeated. 
The current value of the amplitude function is available for the next iterative solution of the flux-shape 
equation or extrapolation of the power for the next series of fluid-dynamics steps. During this procedure, 
the spatial delayed neutron-precursor concentrations are integrated, and the value is compared with the 
effective precursor concentrations used in the amplitude equations. If a significant difference is detected, 
the spatial concentrations are modified so as to agree with the amplitude-equation value. 
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This iterative process is completed when the quasistatic constraint condition is satisfied to within a 
user-specified tolerance, until the change in between two consecutive iterations is less than a tenth of the 
tolerance, or until the number of iterations exceeds a user-specified maximum.  

7.6. Decay Heat Model  

7.6.1. Model and method 

The simple decay heat model for SIMMER-III/SIMMER-IV is based on SAS4A56); thus, decay 
heating is treated consistently in the two codes. The decay heat precursors, such as fission products and 
neutron capture products, are grouped into several decay heat groups depending on the rates and 
characteristics of their decay. The original SAS4A model has been simplified on the two points. First, the 
region-dependent decay characteristics (curves) modeled in SAS4A is not treated. Second, the treatment of 
irradiation history to determine the initial decay heat energy is not modeled. In the present SIMMER decay 
heat model, the time variation of decay heat power is determined by a point reactor model similarly to the 
fission power amplitude, and its spatial distribution is assumed to be the same as the fission power 
distribution. The decay heat power is added only to the fuel components since it is reasonable to assume the 
decay heat precursors always stay with fuel materials. 

The normalized total power 𝑇𝑇� is defined by the sum of fission power and decay heat power as 

𝑇𝑇�(𝑡𝑡) = 𝑇𝑇�(𝑡𝑡) + 𝑇𝑇�(𝑡𝑡) , (7-41)

and 𝑇𝑇�(0) = 1, where the fission power 𝑇𝑇� represents all the recoverable energy generation resulted from 
fission reaction, including both the direct fission and neutron capture contributions as shown in Eq. (7-39).  

Let ℎ� be the normalized decay heat energy, defined as the precursor concentration times energy 
release for decay heat, for decay heat group n. Then it is assumed that the change of decay heat energy is 
determined from the generation of the precursors due to fission and their decay characterized by time 
constants. 

𝑑𝑑ℎ�(𝑡𝑡)
𝑑𝑑𝑡𝑡 = 𝛽𝛽��𝑇𝑇�(𝑡𝑡) − λ��ℎ�(𝑡𝑡)  , (7-42)

where  

𝛽𝛽�� effective decay heat power fraction in decay heat group n, 

λ�� effective decay constant for decay heat group n, and 

𝑇𝑇�(𝑡𝑡) normalized fission power. 

The decay heat fractions 𝛽𝛽�� and the decay constants λ�� are specified by user input variables. It is noted 
that 𝛽𝛽�� is defined as the ratio of decay heat power to fission power (not total power), in the same way as 
SAS4A. The normalized fission power 𝑇𝑇� is replaced by the fission amplitude as 

𝑇𝑇�(𝑡𝑡) = 𝑇𝑇�(0)𝑁𝑁(𝑡𝑡) , (7-43)

 

Thus, the effect of changes resulting from fluid-dynamic effects appears in the flux shape at each reactivity 
step, although much computational effort is required.  

In both approaches, the first step is to calculate new cell-dependent cross sections corresponding to 
the new configuration with new cell material densities and temperatures. If the flux-shape extrapolation 
option is used, the flux shape is extrapolated to the end of the current reactivity step based on flux shapes 
calculated at the two previous shape steps. Next, the amplitude equation coefficients are calculated from the 
current cross sections and the extrapolated flux shapes or, if the flux-shape update option is used, the flux 
shape from the previous reactivity step. In both methods, the amplitude equation then is solved for the 
current reactivity step based on the updated coefficients. The spatial delayed-neutron source is updated 
based on the current and previous reactivity-step fission sources and the integrating factors determined in 
the amplitude-equation solution. 

In the flux-shape update option, the calculation is continued by the flux shape calculation module, 
with the flux shape from the previous reactivity step provided as an initial guess. Convergence criteria are 
provided that are less restrictive than the criteria used at shape steps. For small changes in the reactor 
configuration, usually one outer iteration will meet the convergence criteria. More unusually, significant 
changes may require three or four outer iterations. After the flux shape is converged, the amplitude-
equation coefficients are recalculated based on the new flux shape. The spatial material power distribution 
also is recalculated. The amplitude equation again is solved for the current reactivity step. 

If the current shape step has not been completed, the amplitude equation parameters are projected in 
both the extrapolation and the update method. The projection is parabolic and based on the current and two 
previous reactivity step values. The amplitude equation then is solved for the next reactivity step. The 
amplitude variation over the next reactivity step is characterized by fitting a parabola in log amplitude to 
the amplitude at the end of the next reactivity step, the current amplitude, and the amplitude at the previous 
reactivity step. 

The calculation then is transferred to the fluid-dynamics modules. A series of fluid-dynamics steps 
is completed, and the reactivity-step cycle begins again. 

7.5.6. Flux-shape evaluation steps 

A fully converged flux shape is calculated. The amplitude-equation coefficients then are calculated 
based on the new flux shape. The spatial material power distribution is calculated for the next reactivity 
step. Next, the changes in the amplitude-equation coefficients, from the previous iteration or the first iterate 
values at the end of the current shape step, are distributed linearly over all the reactivity steps composing 
the current shape step. The series of amplitude-equation solutions for each reactivity step then is repeated. 
The current value of the amplitude function is available for the next iterative solution of the flux-shape 
equation or extrapolation of the power for the next series of fluid-dynamics steps. During this procedure, 
the spatial delayed neutron-precursor concentrations are integrated, and the value is compared with the 
effective precursor concentrations used in the amplitude equations. If a significant difference is detected, 
the spatial concentrations are modified so as to agree with the amplitude-equation value. 
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where 𝑇𝑇��0� is the initial normalized fission power and 𝑁𝑁�𝑡𝑡� is the fission power amplitude obtained by 

solving the amplitude function equation. Equation (7-42) is re-written with the amplitude as 

𝑑𝑑𝑑��𝑡𝑡�
𝑑𝑑𝑡𝑡 = 𝛽𝛽��𝑇𝑇��0�𝑁𝑁�𝑡𝑡� − λ��𝑑��𝑡𝑡� . (7-44)

Given the time dependence of the fission-power amplitude by solving the amplitude function 

equation, the equation for the normalized decay heat energy production, Eq. (7-44), is integrated directly to 

obtain the advanced time step value. The integration yields: 

𝑑��𝑡𝑡 𝑡 𝑡𝑡𝑡� = 𝑑��𝑡𝑡�𝑒𝑒����𝑡� 𝑡 𝛽𝛽��𝑇𝑇��0�𝑒𝑒�������𝑡�� � 𝑁𝑁�𝑡𝑡𝑡�𝑒𝑒�����𝑑𝑑𝑡𝑡𝑡
��𝑡�

�
, (7-45)

where the initial values of 𝑇𝑇��0� and 𝑑��0� must be determined during the initialization, as described later. 

In the solution procedure of the amplitude equation, the fission power amplitude is represented by a second 

order polynomial for time variation as 

𝑁𝑁�𝑡𝑡 𝑡 𝑡𝑡𝑡� = 𝑁𝑁��𝑡𝑡� 𝑡 𝑁𝑁�𝑡𝑡𝑡 𝑡 𝑁𝑁��𝑡𝑡𝑡�� , (7-46)

and the fitting coefficients 𝑁𝑁� and 𝑁𝑁� have been determined.  

The integral in Eq. (7-44) is evaluated as: 

𝑒𝑒−𝜆𝜆𝑑𝑛𝑛�𝑡𝑡𝑡𝑡𝑡𝑡� � 𝑁𝑁�𝑡𝑡𝑡�𝑒𝑒𝜆𝜆𝑑𝑛𝑛𝑡𝑡𝑡𝑑𝑑𝑡𝑡𝑡
𝑡𝑡𝑡𝑡𝑡𝑡

𝑡𝑡
= � 1

𝜆𝜆𝑑𝑛𝑛
� �𝐼𝐼1𝑛𝑛𝑁𝑁��𝑡𝑡� 𝑡 𝐼𝐼2𝑛𝑛

𝑁𝑁�
𝜆𝜆𝑑𝑛𝑛

𝑡 𝐼𝐼3𝑛𝑛
𝑁𝑁�
𝜆𝜆𝑑𝑛𝑛

2 � , (7-47)

where 

𝐼𝐼�� = 1 − 𝑒𝑒���𝑡� , (7-48a)

𝐼𝐼�� = λ��𝑡𝑡𝑡 − 𝐼𝐼�� , and (7-48b)

𝐼𝐼�� = �λ��𝑡𝑡𝑡�� − 2𝐼𝐼�� . (7-48c)

Evaluating Eqs. (7-48) in the above order for small time steps (λ��𝑡𝑡𝑡 𝑡 0.01) may result in unacceptable 

propagation of small numerical round-off errors in the calculations of the exponential in 𝐼𝐼��. Therefore, for 

small time steps, a series expansion of the exponential term is used along with an inverted recursion order 

as: 

𝐼𝐼�� = 2 ��λ��𝑡𝑡𝑡��

3! − �λ��𝑡𝑡𝑡��

4! 𝑡 �λ��𝑡𝑡𝑡��

5! − � � , (7-49a)

𝐼𝐼�� = 1
2 ��λ��𝑡𝑡𝑡�� − 𝐼𝐼��� , and (7-49b)

𝐼𝐼�� = λ��𝑡𝑡𝑡 − 𝐼𝐼�� , (7-49c)

where the first two terms of the right side of Eq. (7-49a) are actually included in the code. 
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7.6.2. Input and initialization of decay heat model 

For decay heat parameters, 𝛽𝛽��  and λ�� , the same input variables can be used as SAS4A if a 

SIMMER calculation is initiated by connecting from SAS4A. When only the data for decay heat power 

fractions of total power �̅�𝛽�� are available, the input 𝛽𝛽�� are internally calculated as  

𝛽𝛽�� = �̅�𝛽�� �1 − � �̅�𝛽��

������

���
��  . (7-50)

The initial decay heat energy ℎ��0� must be also supplied by user input. The solution of Eq. (7-44) at 𝑡𝑡 = 0 

is: 

ℎ��0� = 𝛽𝛽��𝑇𝑇��0� � 𝑁𝑁�𝑡𝑡𝑡�𝑒𝑒�����𝑑𝑑𝑡𝑡𝑡
�

��
 . (7-51)

If the values of 𝑁𝑁�𝑡𝑡𝑡� for the reactor power history (𝑡𝑡𝑡 𝑡 0) are known, the initial decay heat energies are 

calculated by Eq. (7-51). When a SIMMER calculation is initiated by connecting from a SAS4A 

calculation, the values of ℎ��𝑡𝑡� from the SAS4A calculation must be adjusted in SIMMER input because 

the amplitude is re-normalized in SIMMER initialization while maintaining the decay heat power fractions. 

The decay heat energy ℎ�  and normalized total power 𝑇𝑇�  in the SAS4A calculation at the time of 

connection 𝑡𝑡� are used to initialize the initial decay heat energy ℎ��0� in the SIMMER calculation as: 

ℎ��0� = ℎ�������𝑡𝑡�� 𝑇𝑇�������𝑡𝑡��⁄  . (7-52)

When a SIMMER calculation is initiated after a long-term steady-state reactor operation, the initial 

decay heat energy is simply evaluated, by ignoring the time dependence in Eq. (7-44),  

ℎ��0� = 𝛽𝛽��
λ��

𝑇𝑇��0� , (7-53)

where the initial normalized fission power 𝑇𝑇��0� is determined from 

𝑇𝑇��0� = 𝑇𝑇��0� − 𝑇𝑇��0� = 1 − 𝑇𝑇��0� , (7-54)

and the initial normalized decay heat power is simply calculated by 

𝑇𝑇��0� = � λ��ℎ��0�
������

���
 . (7-55)

The initial decay heat power 𝑇𝑇��0� is normalized to the initial total power, which is specified by the 

input variable 𝑃𝑃��0�.  

7.6.3. Update of power shape with decay heat power 

From the updated decay heat energy in Eq. (7-44), the normalized decay heat power is calculated by 

𝑇𝑇��𝑡𝑡� = � λ��ℎ��𝑡𝑡�
������

���
 , (7-56)

and the normalized fission power is given by Eq. (7-43), or  

 

where 𝑇𝑇��0� is the initial normalized fission power and 𝑁𝑁�𝑡𝑡� is the fission power amplitude obtained by 

solving the amplitude function equation. Equation (7-42) is re-written with the amplitude as 

𝑑𝑑𝑑��𝑡𝑡�
𝑑𝑑𝑡𝑡 = 𝛽𝛽��𝑇𝑇��0�𝑁𝑁�𝑡𝑡� − λ��𝑑��𝑡𝑡� . (7-44)

Given the time dependence of the fission-power amplitude by solving the amplitude function 

equation, the equation for the normalized decay heat energy production, Eq. (7-44), is integrated directly to 

obtain the advanced time step value. The integration yields: 

𝑑��𝑡𝑡 𝑡 𝑡𝑡𝑡� = 𝑑��𝑡𝑡�𝑒𝑒����𝑡� 𝑡 𝛽𝛽��𝑇𝑇��0�𝑒𝑒�������𝑡�� � 𝑁𝑁�𝑡𝑡𝑡�𝑒𝑒�����𝑑𝑑𝑡𝑡𝑡
��𝑡�

�
, (7-45)

where the initial values of 𝑇𝑇��0� and 𝑑��0� must be determined during the initialization, as described later. 

In the solution procedure of the amplitude equation, the fission power amplitude is represented by a second 

order polynomial for time variation as 

𝑁𝑁�𝑡𝑡 𝑡 𝑡𝑡𝑡� = 𝑁𝑁��𝑡𝑡� 𝑡 𝑁𝑁�𝑡𝑡𝑡 𝑡 𝑁𝑁��𝑡𝑡𝑡�� , (7-46)

and the fitting coefficients 𝑁𝑁� and 𝑁𝑁� have been determined.  

The integral in Eq. (7-44) is evaluated as: 

𝑒𝑒−𝜆𝜆𝑑𝑛𝑛�𝑡𝑡𝑡𝑡𝑡𝑡� � 𝑁𝑁�𝑡𝑡𝑡�𝑒𝑒𝜆𝜆𝑑𝑛𝑛𝑡𝑡𝑡𝑑𝑑𝑡𝑡𝑡
𝑡𝑡𝑡𝑡𝑡𝑡

𝑡𝑡
= � 1

𝜆𝜆𝑑𝑛𝑛
� �𝐼𝐼1𝑛𝑛𝑁𝑁��𝑡𝑡� 𝑡 𝐼𝐼2𝑛𝑛

𝑁𝑁�
𝜆𝜆𝑑𝑛𝑛

𝑡 𝐼𝐼3𝑛𝑛
𝑁𝑁�
𝜆𝜆𝑑𝑛𝑛

2 � , (7-47)

where 

𝐼𝐼�� = 1 − 𝑒𝑒���𝑡� , (7-48a)

𝐼𝐼�� = λ��𝑡𝑡𝑡 − 𝐼𝐼�� , and (7-48b)

𝐼𝐼�� = �λ��𝑡𝑡𝑡�� − 2𝐼𝐼�� . (7-48c)

Evaluating Eqs. (7-48) in the above order for small time steps (λ��𝑡𝑡𝑡 𝑡 0.01) may result in unacceptable 

propagation of small numerical round-off errors in the calculations of the exponential in 𝐼𝐼��. Therefore, for 

small time steps, a series expansion of the exponential term is used along with an inverted recursion order 

as: 

𝐼𝐼�� = 2 ��λ��𝑡𝑡𝑡��

3! − �λ��𝑡𝑡𝑡��

4! 𝑡 �λ��𝑡𝑡𝑡��

5! − � � , (7-49a)

𝐼𝐼�� = 1
2 ��λ��𝑡𝑡𝑡�� − 𝐼𝐼��� , and (7-49b)

𝐼𝐼�� = λ��𝑡𝑡𝑡 − 𝐼𝐼�� , (7-49c)

where the first two terms of the right side of Eq. (7-49a) are actually included in the code. 
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𝑇𝑇�(𝑡𝑡) = 𝑇𝑇�(0)𝑁𝑁(𝑡𝑡) = 𝑁𝑁(𝑡𝑡) �1 � � λ��ℎ�(0)
������

���
� . (7-57)

To determine the specific power distribution with decay heat contribution, the fission power (W) of 
the system for each material is first shown below, as defined in the cross-section model in Eq. (7-10). 

𝑃𝑃�,� = � 𝑉𝑉���̅�𝜌�,��𝑄𝑄��,��
��

 , (7-58)

where 𝑄𝑄��,�� is the specific power per unit mass (W/kg) for material m in mesh cell i, 𝑉𝑉�� is the mesh cell 
volume and �̅�𝜌�,�� is the macroscopic density of material m. Then the total decay heat power in the system 
(W) is: 

𝑃𝑃� = 𝑇𝑇�(𝑡𝑡)𝑃𝑃�(0) . (7-59)

Since the specific power shape 𝑄𝑄��,�� accounts only for fission power generation, the contribution of decay 
heat power generation must be added. This is done by adjusting the power shape using the ratio of the total 
decay heat power to the total fission power of fuel materials. Since the decay heat is only generated by the 
fuel materials, the power shape of only the fuel materials (m = 1 and 2) is adjusted. The power shapes of 
other materials are unadjusted. 

𝑄𝑄���,�� = 𝑄𝑄��,�� �1 + 𝑃𝑃�
𝑃𝑃�,� + 𝑃𝑃�,�

�   ,  ��� � = 1 ��� � . (7-60)

7.7. Recent Model Addition 

7.7.1. Isotope-wise delayed neutron yields 

In the standard treatment in the quasi-static neutron kinetics, the delayed-neutron fractions 𝛽𝛽� are 
calculated using Eqs. (7-24) and (7-29), which are repeated below. 

𝛽𝛽� = 1
𝐹𝐹 � 𝑉𝑉�� � ����∗ 𝜒𝜒��

𝑘𝑘�

���

�����
� �𝜈𝜈�Σ������

���

����
𝜙𝜙���� , (7-24)

where the total neutron source is given by 

𝐹𝐹 = 1
𝑘𝑘�

� 𝑉𝑉�� � ����∗ �𝜒𝜒�� � �𝜈𝜈�Σ������

���

����
𝜙𝜙���� + � 𝜒𝜒��

���

���
� �𝜈𝜈�Σ������

���

����
𝜙𝜙�����

���

�����
 . (7-29)

The delayed neutron spectra 𝜒𝜒�� are specified by user input variable (Prompt fission neutron spectrum 𝜒𝜒�� 
is taken from the cross-section file (ISOTXS) by specifying a representative fissile isotope, typically Pu239). 

The �𝜈𝜈�Σ������ and �𝜈𝜈�Σ������ terms are evaluated by Eq. (7-30) using 𝛽𝛽�, in which the total neutron yield 

per fission times fission cross section �𝜈𝜈�Σ�����  is calculated from the cross-section file. Isotope 
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dependence of neutron yield is taken into account only for the total neutron yield, but the isotope 
dependence of delayed neutron yield is not treated.  

A new option, proposed by the French partner, is available in which the isotope-wise delayed 
neutron yields 𝜈𝜈��  are specified directly by an input variable. The delayed-neutron fractions in this option 
are calculated by,  

𝛽𝛽� = 1
𝐹𝐹𝐹 � ��� � ����∗ 𝜒𝜒��

𝑘𝑘�

���

�����
� � 𝑁𝑁���

� �𝜈𝜈�� 𝜎𝜎�,���
�,��������𝜙𝜙����

������

���

���

����
, (7-61)

where 𝜈𝜈��  is the input delayed neutron yield for isotope i,  

𝜎𝜎�,���
�,��� = 𝜎𝜎�,���

� 𝑓𝑓�,���
�   (7-62)

is self-shielded effective microscopic fission cross section, and 

𝐹𝐹𝐹 = 1
𝑘𝑘�

� ��� � ����∗ �𝜒𝜒�� � �𝜈𝜈�Σ������

���

����
𝜙𝜙���� � � 𝜒𝜒��

���

���
� � 𝑁𝑁� 𝑖𝑖𝑖𝑖

𝑖𝑖 �𝜈𝜈𝑑𝑑𝑖𝑖 𝜎𝜎𝑓𝑓,𝑖𝑖𝑖𝑖𝑓𝑓
𝑖𝑖,𝑖𝑖𝑓𝑓𝑓𝑓�

𝑖𝑖𝑖𝑖𝑓𝑓𝐹
𝜙𝜙𝑖𝑖𝑖𝑖𝑓𝑓𝐹

𝐿𝐿𝑁𝑁𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿

𝑖𝑖=1

𝐿𝐿𝐼𝐼𝐼𝐼

𝑓𝑓𝐹=1
�

���

�����
 , (7-63)

where �𝜈𝜈�Σ����� is evaluated as, 

�𝜈𝜈�Σ����� = (1 − 𝛽𝛽) � 𝑁𝑁���
� �𝜈𝜈�� 𝜎𝜎�,���

�,�������

������

���
. (7-64)

Note that application of the option has not been fully tested in the code, including transient-state 
initialization (ITR=1).  

7.7.2. Flexible fuel isotope composition (Pu vector) 

In the standard SIMMER-III neutronics model, two fuel materials, fertile and fissile fuel, are 
modeled to represent a variation of fissile enrichment in different regions, like in a two-zoned LMFR core 
design. Our common practice is to assign uranium isotopes to fertile fuel and plutonium isotopes and minor 
actinides to fissile fuel, both including oxygen. This simple assignment is justified in the homogeneous core 
design because the isotopic composition of plutonium is reasonably assumed to be uniform even in 
different enrichment zones. Although multiple cross-section regions can be defined in SIMMER-III, 
allowing to use different materials and isotope composition in different regions, a single region is usually 
preferred especially for cases with possible fuel movement across the cross-section region boundary. 

For simulation of a large heterogeneous core, in which the isotope composition of plutonium 
produced in the internal blanket region may significantly differ from the composition of the initially loaded 
plutonium in the active core, a current simplistic assignment of uniform plutonium composition over the 
entire core is inappropriate. For this reason, a new model, called as “Pu vector”, has been developed to 
flexibly model the spatial and temporal variation of isotopic composition of the fuel components and 
thereby to accurately calculate reactivity changes due to fuel motion57). 

 

𝑇𝑇�(𝑡𝑡) = 𝑇𝑇�(0)𝑁𝑁(𝑡𝑡) = 𝑁𝑁(𝑡𝑡) �1 � � λ��ℎ�(0)
������

���
� . (7-57)

To determine the specific power distribution with decay heat contribution, the fission power (W) of 
the system for each material is first shown below, as defined in the cross-section model in Eq. (7-10). 

𝑃𝑃�,� = � 𝑉𝑉���̅�𝜌�,��𝑄𝑄��,��
��

 , (7-58)

where 𝑄𝑄��,�� is the specific power per unit mass (W/kg) for material m in mesh cell i, 𝑉𝑉�� is the mesh cell 
volume and �̅�𝜌�,�� is the macroscopic density of material m. Then the total decay heat power in the system 
(W) is: 

𝑃𝑃� = 𝑇𝑇�(𝑡𝑡)𝑃𝑃�(0) . (7-59)

Since the specific power shape 𝑄𝑄��,�� accounts only for fission power generation, the contribution of decay 
heat power generation must be added. This is done by adjusting the power shape using the ratio of the total 
decay heat power to the total fission power of fuel materials. Since the decay heat is only generated by the 
fuel materials, the power shape of only the fuel materials (m = 1 and 2) is adjusted. The power shapes of 
other materials are unadjusted. 

𝑄𝑄���,�� = 𝑄𝑄��,�� �1 + 𝑃𝑃�
𝑃𝑃�,� + 𝑃𝑃�,�

�   ,  ��� � = 1 ��� � . (7-60)

7.7. Recent Model Addition 

7.7.1. Isotope-wise delayed neutron yields 

In the standard treatment in the quasi-static neutron kinetics, the delayed-neutron fractions 𝛽𝛽� are 
calculated using Eqs. (7-24) and (7-29), which are repeated below. 

𝛽𝛽� = 1
𝐹𝐹 � 𝑉𝑉�� � ����∗ 𝜒𝜒��

𝑘𝑘�

���

�����
� �𝜈𝜈�Σ������

���

����
𝜙𝜙���� , (7-24)

where the total neutron source is given by 

𝐹𝐹 = 1
𝑘𝑘�

� 𝑉𝑉�� � ����∗ �𝜒𝜒�� � �𝜈𝜈�Σ������

���

����
𝜙𝜙���� + � 𝜒𝜒��

���

���
� �𝜈𝜈�Σ������

���

����
𝜙𝜙�����

���

�����
 . (7-29)

The delayed neutron spectra 𝜒𝜒�� are specified by user input variable (Prompt fission neutron spectrum 𝜒𝜒�� 
is taken from the cross-section file (ISOTXS) by specifying a representative fissile isotope, typically Pu239). 

The �𝜈𝜈�Σ������ and �𝜈𝜈�Σ������ terms are evaluated by Eq. (7-30) using 𝛽𝛽�, in which the total neutron yield 

per fission times fission cross section �𝜈𝜈�Σ�����  is calculated from the cross-section file. Isotope 
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In the Pu vector model, the fertile fuel and fissile fuel density components are no longer 
distinguished. To represent the variations in fuel isotopic composition, a new input variable 𝑓𝑓�,�,��  is 
introduced to denote the mass fraction of isotope n included in fuel component M,  

𝑓𝑓�,�,�� = �̅�𝜌�,�,�� � �̅�𝜌�,�,��
���

�  , (7-65)

where  

�̅�𝜌�,�,�� macroscopic density of n-th isotope in fuel component M in mesh cell ij, 

𝑀𝑀 fuel components (pin fuel interior and surface, crust fuel on each can wall, liquid 
fuel, fuel particles, fuel chunks and fuel vapor), and 

𝑛𝑛 isotope ID numbers of each fuel component. 

The fuel components are the same as the fluid-dynamics energy components, except that pin fuel involves 
pin fuel interior node treated in the structure model. The macroscopic density of each isotope is generally 
not known, but they can be calculated from the neutronics input variables of the theoretical density and 
atom number density of each fuel component. 

To generalize the Pu vector model, it is assumed that 7 fuel energy components in SIMMER-III (9 
components in SIMMER-IV) in cell ij may have different isotope compositions. The fuel isotope mass 
fractions 𝑓𝑓�,�,�� are specified in the fluid-dynamics mesh cell input, either region-wise or cell-wise. The 
number of isotopes for each fuel component is also specified by user input. Note that the same isotope 
fraction is used for both the pin-fuel interior node and the surface node (fluid-dynamics energy component 
S1). 

The local intra-cell mass transfers and convection of fuel components result in changes in isotope 
composition. An example of intra-cell mass transfer from fuel component 𝑀𝑀�  to 𝑀𝑀�� , the isotope mass 
fractions are updated using the mass transfer rate Γ��,��� as: 

𝑓𝑓���,�,��
��� =

�̅�𝜌���,�,��
� 𝑓𝑓���,�,��

� + ∆𝑡𝑡Γ��,���𝑓𝑓��,�,��
�

�̅�𝜌���,�,��
��� , and (7-66a)

𝑓𝑓��,�,��
��� = 𝑓𝑓��,�,��

�  . (7-66b)

This operation is performed for all the fuel mass transfer paths at the end of fluid-dynamics Step 1. 

The update of the isotope mass fractions due to fluid convection is performed in fluid-dynamics 
Step 4 using the end-of-time-step velocity. The 4 fuel components, liquid fuel, fuel particles, fuel chunks 
and fuel vapor, are treated separately. For three-dimensional SIMMER-IV, the fuel isotope mass fractions 
are updated, similarly to the convection of internal energy, as: 
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𝑓𝑓�,�,���
��� = 1
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�
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+
Δ���̄�𝜌�� 𝑓𝑓�,�� 𝑣𝑣������,�

Δ𝑧𝑧�
�� , 

(7-67)

where the notation of the equation is the same as those used in Chapter 3. Subscript q denotes the velocity 
field to which fuel component M is assigned. 

After the fluid-dynamics calculation is interrupted for a neutronics reactivity step, the total 
macroscopic densities and mass-averaged temperatures needed for the cross-section calculation are 
determined from the appropriate fluid-dynamics quantities for each of the heat-source components. In the 
Pu-vector model, fuel component densities are calculated for individual isotopes which are used in the 
neutronics. The following equations are used for the fuel density calculations for fuel isotope n in 
SIMMER-III: 

�̅�𝜌����,� = (�̅�𝜌��� + �̅�𝜌��)𝑓𝑓��,� + �̅�𝜌��𝑓𝑓��,� + �̅�𝜌��𝑓𝑓��,� + �̅�𝜌��𝑓𝑓��,� + �̅�𝜌��𝑓𝑓��,� + �̅�𝜌��𝑓𝑓��,�
+ �̅�𝜌��𝑓𝑓��,� , (7-68)

where the cell index ij is omitted. The following equation is used for the component temperature 
calculations: 

𝑇𝑇����,� = 1
�̅�𝜌����,�

�(�̅�𝜌���𝑇𝑇��� + �̅�𝜌��𝑇𝑇��)𝑓𝑓��,� + �̅�𝜌��𝑇𝑇��𝑓𝑓��,� + �̅�𝜌��𝑇𝑇��𝑓𝑓��,� + �̅�𝜌��𝑇𝑇��𝑓𝑓��,�

+ �̅�𝜌��𝑇𝑇��𝑓𝑓��,� + �̅�𝜌��𝑇𝑇��𝑓𝑓��,� + �̅�𝜌��𝑇𝑇�𝑓𝑓��,�� . 
(7-69)

The refinement and validation of the Pu-vector model is to be continued in collaboration with CEA, 
France. 

7.8. Special Models for External Control 

7.8.1. External neutron source 

An external neutron source can be provided by user input specifications for possible applications to 
neutron-source-driven reactors or sub-critical systems. The neutron source is used in both the flux shape 
and power amplitude calculations. The source is specified by a neutron-source amplitude-versus-time table, 
a spatial distribution and an energy spectrum of the neutron source.  

7.8.2. Specified external reactivity 

In the quasistatic method, the reactivity is evaluated from the neutron flux shape reflecting material 
motion and energy change. The reactivity effects of those phenomena which are not modeled in the codes, 
such as control-rod movement, can be simulated by specifying a reactivity history externally via user input. 
The external reactivity history is specified either by an input reactivity-versus-time table or a reactivity 
ramp rate. In the reactivity calculation, the fission source terms are adjusted to take external reactivity into 
account. 

 

In the Pu vector model, the fertile fuel and fissile fuel density components are no longer 
distinguished. To represent the variations in fuel isotopic composition, a new input variable 𝑓𝑓�,�,��  is 
introduced to denote the mass fraction of isotope n included in fuel component M,  

𝑓𝑓�,�,�� = �̅�𝜌�,�,�� � �̅�𝜌�,�,��
���

�  , (7-65)

where  

�̅�𝜌�,�,�� macroscopic density of n-th isotope in fuel component M in mesh cell ij, 

𝑀𝑀 fuel components (pin fuel interior and surface, crust fuel on each can wall, liquid 
fuel, fuel particles, fuel chunks and fuel vapor), and 

𝑛𝑛 isotope ID numbers of each fuel component. 

The fuel components are the same as the fluid-dynamics energy components, except that pin fuel involves 
pin fuel interior node treated in the structure model. The macroscopic density of each isotope is generally 
not known, but they can be calculated from the neutronics input variables of the theoretical density and 
atom number density of each fuel component. 

To generalize the Pu vector model, it is assumed that 7 fuel energy components in SIMMER-III (9 
components in SIMMER-IV) in cell ij may have different isotope compositions. The fuel isotope mass 
fractions 𝑓𝑓�,�,�� are specified in the fluid-dynamics mesh cell input, either region-wise or cell-wise. The 
number of isotopes for each fuel component is also specified by user input. Note that the same isotope 
fraction is used for both the pin-fuel interior node and the surface node (fluid-dynamics energy component 
S1). 

The local intra-cell mass transfers and convection of fuel components result in changes in isotope 
composition. An example of intra-cell mass transfer from fuel component 𝑀𝑀�  to 𝑀𝑀�� , the isotope mass 
fractions are updated using the mass transfer rate Γ��,��� as: 

𝑓𝑓���,�,��
��� =

�̅�𝜌���,�,��
� 𝑓𝑓���,�,��

� + ∆𝑡𝑡Γ��,���𝑓𝑓��,�,��
�

�̅�𝜌���,�,��
��� , and (7-66a)

𝑓𝑓��,�,��
��� = 𝑓𝑓��,�,��

�  . (7-66b)

This operation is performed for all the fuel mass transfer paths at the end of fluid-dynamics Step 1. 

The update of the isotope mass fractions due to fluid convection is performed in fluid-dynamics 
Step 4 using the end-of-time-step velocity. The 4 fuel components, liquid fuel, fuel particles, fuel chunks 
and fuel vapor, are treated separately. For three-dimensional SIMMER-IV, the fuel isotope mass fractions 
are updated, similarly to the convection of internal energy, as: 
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7.8.3. Specified power history 

The SIMMER-III and SIMMER-IV codes can be applied to a variety of multi-field, multi-
component thermo-fluid-dynamics problems with or without neutronics. The historic code option 
“URANUS” is available for creating a code version with no neutronics capability. Even without the 
neutronics, internal heat sources can be specified by means of a power-versus-time table and specific power 
density distribution, based on user input variables.  

7.8.4. Restart and neutronics re-initialization 

The restart capability of SIMMER-III and SIMMER-IV is used to interrupt a computation and 
resume the same run continuously. The computer memory containing all the common block variables is 
dumped to restart dump files according to user input instruction. A new capability has been developed to 
re-initialize the neutronics calculation, using a fluid-dynamics restart dump file. The adjoint flux required 
for the quasistatic method is newly calculated at the restart point based on the mass and temperature 
distributions from the fluid dynamics. The initial conditions and parameters of the neutronics are supplied 
by user input, similarly to the initial run. This feature is useful when the re-initialization of the neutronics is 
desired with re-calculated adjoint flux. 

In addition, a fluid-dynamics calculation without neutronics (URANUS) can be restarted with the 
neutronics using the restart dump file. This feature is useful when a simulation of a long-lasting accident 
sequence is switched from a neutronically inactive core state to an active state. 
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Table 7-1. Microscopic cross sections 

 

Symbol Variable Definition

𝜎𝜎� LISCAP Capture (n,γ)

𝜎𝜎�� LISTRN Transport 

𝜎𝜎� LISTOT Total 

𝜎𝜎� LISFIS Fission (n,f) 

𝜎𝜎��,�� LISELO Elastic downscatter  

𝜎𝜎��,�→� LISELI Elastic in-group scatter 

𝜎𝜎����,�� LISINO Inelastic downscatter 

𝜎𝜎����,�→� LISINI Inelastic in-group scatter 

𝜎𝜎(�,��),�� LISN2O (n,2n) downscatter 

𝜎𝜎(�,��),�→� LISN2I (n,2n) in-group scatter 

𝜎𝜎���  LISMSC (n,α) + (n,d) + (n,t) + (n,p), etc. 

𝜈𝜈�𝜎𝜎� LISNSF Neutron yield per fission times fission cross section 

𝜎𝜎��,��,�→� LISEI1 P1 component of elastic in-group scatter 

𝜎𝜎��,��,�� LISEO1 P1 component of elastic downscatter 

𝜎𝜎����,��,�→� LISII1 P1 component of inelastic in-group scatter 

𝜎𝜎����,��,�� LISIO1 P1 component of inelastic downscatter 

𝜎𝜎(�,��),��,�→� LISNI1 P1 component of (n,2n) in-group scatter 

𝜎𝜎(�,��),��,�� LISNO1 P1 component of (n,2n) downscatter 

𝜎𝜎��,�� LISEU0* Elastic upscatter 

𝜎𝜎��,��,�� LISEU1* P1 component of elastic upscatter 

* used when ISOTOPE is on with up-scattering 

   

 

7.8.3. Specified power history 

The SIMMER-III and SIMMER-IV codes can be applied to a variety of multi-field, multi-
component thermo-fluid-dynamics problems with or without neutronics. The historic code option 
“URANUS” is available for creating a code version with no neutronics capability. Even without the 
neutronics, internal heat sources can be specified by means of a power-versus-time table and specific power 
density distribution, based on user input variables.  

7.8.4. Restart and neutronics re-initialization 

The restart capability of SIMMER-III and SIMMER-IV is used to interrupt a computation and 
resume the same run continuously. The computer memory containing all the common block variables is 
dumped to restart dump files according to user input instruction. A new capability has been developed to 
re-initialize the neutronics calculation, using a fluid-dynamics restart dump file. The adjoint flux required 
for the quasistatic method is newly calculated at the restart point based on the mass and temperature 
distributions from the fluid dynamics. The initial conditions and parameters of the neutronics are supplied 
by user input, similarly to the initial run. This feature is useful when the re-initialization of the neutronics is 
desired with re-calculated adjoint flux. 

In addition, a fluid-dynamics calculation without neutronics (URANUS) can be restarted with the 
neutronics using the restart dump file. This feature is useful when a simulation of a long-lasting accident 
sequence is switched from a neutronically inactive core state to an active state. 
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Table 7-2. Isotopic shielding factors 

 

Symbol Variable Definition

𝑓𝑓� LIFTT Total 

𝑓𝑓� LIFFF Fission 

𝑓𝑓� LIFFC Capture 

𝑓𝑓�� LIFTR Transport 

𝑓𝑓����� LIFEU* Elastic upscatter 

𝑓𝑓����→� LIFEI Elastic in-group scatter 

𝑓𝑓����� LIFEO Elastic downscatter 

𝑓𝑓������→� LIFII Inelastic in-group scatter 

𝑓𝑓������� LIFIO Inelastic downscatter 

* used when ISOTOPE is on with up-scattering 
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Table 7-3. Macroscopic cross sections 
(ISOTOPE on, approximate treatment of P1 anisotropic scattering, no up-scattering) 

 
Symbol Definition* 

Σ����� 

� 𝑁𝑁���𝜎𝜎������� 𝑓𝑓������� + 𝜎𝜎��������� 𝑓𝑓��������� + 𝜎𝜎(����)����� �
������

���

� � 𝑁𝑁���𝜎𝜎���������� 𝑓𝑓������� + 𝜎𝜎������������ 𝑓𝑓���������
������

���
+ 𝜎𝜎(����)�������� �

� � 𝑁𝑁���𝜎𝜎��������� 𝑓𝑓������ + 𝜎𝜎����������� 𝑓𝑓�������� + 𝜎𝜎(����)������� �
������

���

Σ������ � 𝑁𝑁��
������

���
�𝜎𝜎������ 𝑓𝑓������ + 𝜎𝜎�������� 𝑓𝑓�������� + 𝜎𝜎(����)���� � 

Σ��� 
� 𝑁𝑁���𝜎𝜎���� 𝑓𝑓���� + 𝜎𝜎���� 𝑓𝑓���� + 𝜎𝜎������� 𝑓𝑓������� + 𝜎𝜎��������� 𝑓𝑓��������� + 𝜎𝜎������ 𝑓𝑓������

������

���
+ 𝜎𝜎�������� 𝑓𝑓�������� + +𝜎𝜎(����)����� + 𝜎𝜎(����)���� +𝜎𝜎���� � 

Σ���� 

Σ��� � � 𝑁𝑁���𝜎𝜎���������� 𝑓𝑓������� + 𝜎𝜎������������ 𝑓𝑓��������� + 𝜎𝜎(����)�������� �
������

���

� � 𝑁𝑁���𝜎𝜎��������� 𝑓𝑓������ + 𝜎𝜎����������� 𝑓𝑓�������� + 𝜎𝜎(����)������� �
������

���

�𝜈𝜈�Σ��� � 𝑁𝑁���𝜈𝜈��𝜎𝜎����
������

���
𝑓𝑓����  

Σ����  � 𝑁𝑁���𝛼𝛼��𝜎𝜎�� + 𝛼𝛼��𝜎𝜎���
������

���
 

 

*The mesh cell index ij has been dropped, and the following apply. 

i Input isotopes

m Components

𝑁𝑁�� Cell-averaged number density for isotope i 

𝑁𝑁�� Number density for isotope i in component m 

𝛼𝛼��  Energy yield for neutron capture for isotope i 

𝛼𝛼��  Energy yield for fission of isotope i 

 

Table 7-2. Isotopic shielding factors 

 

Symbol Variable Definition

𝑓𝑓� LIFTT Total 

𝑓𝑓� LIFFF Fission 

𝑓𝑓� LIFFC Capture 

𝑓𝑓�� LIFTR Transport 

𝑓𝑓����� LIFEU* Elastic upscatter 

𝑓𝑓����→� LIFEI Elastic in-group scatter 

𝑓𝑓����� LIFEO Elastic downscatter 

𝑓𝑓������→� LIFII Inelastic in-group scatter 

𝑓𝑓������� LIFIO Inelastic downscatter 

* used when ISOTOPE is on with up-scattering 
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8. Initial and Boundary Conditions, and Time Step Control 

8.1. Initial Conditions and Initialization 

8.1.1. Fluid-dynamics cell initialization 

Fluid-dynamics mesh-cell variables are specified by cell regions through the input group XRGN. 
The regions are defined by specifying the left, right, bottom, and top boundaries of fluid dynamics mesh 
cells. For SIMMER-IV, the front and back boundaries are specified, in addition. The mesh-cell variables in 
each region are assumed to be uniform. Region boundaries can overlap one another, and in this case later 
input overrides the former specification. In addition, all the cell variables can also be specified mesh-cell-
wise through the input group XCWD. The cell-wise input overrides the region-wise specification. 

For initial conditions of SIMMER-III/SIMMER-IV, volume fractions and temperatures of liquid- 
and structure-field components, vapor temperature, fission gas pressure, and single-phase pressure are 
specified by user-supplied input data. Before starting a calculation, initialization is required to define the 
thermodynamic state of cell components based on these input variables. For liquid and structure 
components, the specific internal energies and the specific volumes are determined from input temperatures 
using the EOS relationships.  

The thermodynamic state of the vapor mixture depends on the vapor temperature and the specific 
volumes of vapor components. The condensable-gas partial pressures are defined to determine the specific 
volumes. Currently the following three options are available: 

 The condensable-gas pressure is defined as the saturation pressure of liquid which exists in a cell. 

 The condensable-gas pressure is defined as the pressure of liquid which exists in a cell, assuming 
that the liquid saturation temperature is the same as the vapor temperature. 

 All the partial pressures are specified by inputs. 

The specific volume of a vapor component is calculated using the relationship. Then the 
macroscopic density is defined by the volume fraction and the specific volume. The following two options 
are available: 

 For liquid- and structure-field components, the macroscopic densities are defined using the 
volume fractions specified by inputs. For a vapor-field component, the effective volume fraction 
is calculated using the specified liquid- and structure-field volume fractions. 

 The macroscopic densities of real liquid and vapor are calculated so as to conserve the mass in a 
cell, which is the real-liquid macroscopic density defined in the same way as described in the first 
option. Thus, the specified volume fraction of real liquid in a two-phase cell is decreased 
depending on the vapor macroscopic density. 

It should be noted that there is no steady-state calculation capability to obtain equilibrated balanced 
mesh cell conditions. For example, when a single pressure is specified for a region-wise input, it normally 
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takes several cycles of transient calculation before the axial pressure distribution is developed due to 
gravity. 

8.1.2. Neutronics initialization 

The spatial mesh structure used for the neutronics calculations is based on the fluid-dynamics mesh 
structure, but the entire domain of the fluid-dynamics mesh need not be used. The regions to be considered 
are defined by specifying the fluid-dynamics cells that arc the left, right, top, and bottom boundaries of the 
neutronics problem (for SIMMER-III). For the neutronics methods, each mesh cell is assumed to be 
homogeneous; that is, only averaged quantities arc described. For some problems, the size of the neutronics 
cells must be limited to obtain realistic flux shapes. Thus, an option to subdivide fluid-dynamics cells is 
provided, in which the number of subdivisions desired is user-specified, and the fluid-dynamics cells arc 
subdivided into equal-volume neutronics cells.  

Isotopic compositions of five nuclear materials (fertile fuel, fissile fuel, steel, sodium, and control) 
are specified by user input instructions. Multiple sets of cross-section data can be specified in different 
regions, which are called “cross-section regions”. This means, for example, the composition of fissile fuel 
isotopes in one region may differ from one in another region. Since the cross-section regions are fixed in 
space, they must be used carefully when material motion across a region boundary is allowed. 

The neutronics and fluid-dynamics equations are partially decoupled; that is, the equations are not 
solved simultaneously at each time step. This approach permits the separation of the neutronics and fluid-
dynamics methods and requires only the communication of such key quantities as component temperatures, 
densities, and powers.  

The neutronics initialization is performed in the following steps:  

 Read input data and check for consistency 

 Read cross-section binary files (ISOTXS and BRKOXS) 

 Set up neutronics mesh geometry and cross-section regions 

 Calculate an initial stationary flux and an initial adjoint flux 

 Perform transient-state initialization if ITR=1 

 Calculate material-wise power (specific internal energy generation rate) distribution to be used in 
the fluid dynamics 

In the multi-group, neutron transport model, the multi-group cross-section data must be prepared by 
collapsing fine nuclear data from the nuclear library and input as standard-format files: ISOTXS for 
infinite-dilute microscopic cross sections and BRKOXS for self-shielding factors (f-table). 
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The specific volume of a vapor component is calculated using the relationship. Then the 
macroscopic density is defined by the volume fraction and the specific volume. The following two options 
are available: 

 For liquid- and structure-field components, the macroscopic densities are defined using the 
volume fractions specified by inputs. For a vapor-field component, the effective volume fraction 
is calculated using the specified liquid- and structure-field volume fractions. 

 The macroscopic densities of real liquid and vapor are calculated so as to conserve the mass in a 
cell, which is the real-liquid macroscopic density defined in the same way as described in the first 
option. Thus, the specified volume fraction of real liquid in a two-phase cell is decreased 
depending on the vapor macroscopic density. 

It should be noted that there is no steady-state calculation capability to obtain equilibrated balanced 
mesh cell conditions. For example, when a single pressure is specified for a region-wise input, it normally 
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8.2. Boundary Conditions 

8.2.1. Fluid-dynamics boundary conditions 

The fluid-dynamics boundary conditions for SIMMER-III/SIMMER-IV have been made much 
more flexible than the previous SIMMER-II and AFDM codes. For implementing the boundary conditions, 
an extra layers of mesh cells are included around the surfaces of the computing mesh. These "fictitious" 
mesh cells, called also as boundary cells, provide exterior locations for the storage of boundary values that 
can be used automatically to evaluate the field equations. 

Boundary conditions can be specified for each of the boundary cells. Currently, the following 
boundary conditions are available 

 A rigid, free-slip boundary condition. 

 A rigid, no-slip boundary condition. 

 A continuous inflow/outflow boundary condition, where the same flow condition as the adjacent 
real cell is used also for inflow. 

 The flow velocities and pressure in boundary cells are kept constant to the initial values. 

 A pressure boundary condition specified by a constant value or a pressure-versus-time table. 

 A velocity boundary condition specified by a constant value or a velocity-versus-time tables (for 
all fluid velocity components). 

 A temperature boundary condition specified by a constant value or a temperature-versus-time 
tables (for all fluid energy components) 

8.2.2. Virtual wall model 

A concept of virtual walls is unique but extremely useful in flexibly restricting a flow direction or 
modeling flow channels within a computational mesh. Virtual walls can be placed at any mesh-cell 
boundaries according to user specifications, with the only purpose of restricting fluid flow across the walls. 
The model has the following features: 

 The wall is bodiless, having no mass, volume nor energy. 

 The velocities of the flow normal to the wall are set to zero.  

 The free-slip condition, with no wall friction, is applied along the wall. 

 Two cells with the wall in between are thermally decoupled. 

 The virtual walls can be specified for each cell at four or six cell boundaries for SIMMER-III or 
SIMMER-IV, respectively. 

 For further flexibility, ON and OFF timings of the walls can be specified by the user for 
individual cells. 
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8.2.3. Internal boundary conditions 

Treatment of internal boundary conditions has been developed to model fluid inflows at certain 
locations within a computational mesh. The model was originally intended to simulate a phenomenon of 
high-pressure steam-water injection during an LMFR steam-generator accident. Even though the study has 
not been conclusive, this unique model is included in SIMMER-III/SIMMER-IV as an input option. 

In the model, the inflow boundary conditions are applied to the mesh cells specified by the user, in 
which the fluid velocities in two or three directions are specified for all the velocity components. The 
velocities are specified as input constant values or time history tables.  

8.2.4. Simple primary loop and pump model 

In many of the former reactor calculations, the pressures at the reactor vessel inlet and outlet are 
specified by pressure boundary conditions with a constant value or a pressure-versus-time table. This 
treatment may become inappropriate when the vessel pressure changes largely, since an inertia of coolant 
in the cooling loop piping is neglected. To improve this situation, a simple primary loop and pump model 
has been developed, taking advantage of the internal boundary condition. The outline of the model is as 
follows: 

A primary loop with a circulation pump is modeled as a one-dimensional axial channel, within a 
computational mesh but outside the reactor vessel internal that is the main region of SIMMER calculations. 
Hence the primary loop channel must be disconnected from the main region by means of “virtual walls”, 
except that the bottom and top of the loop are connected to the reactor lower and upper plena, respectively. 
The location of the pump cell is specified by the user. For the primary loop piping, the inertia of coolant is 
simulated by specifying the lengths above and below the pump cell and the diameter of the pipe. A simple 
momentum equation is used to calculate the dynamic response of the loop. The multipliers can be specified 
by the user to change the effects of inertia and gravity force terms in the momentum equation for the 
primary loop. The calculation is performed independent of the SIMMER fluid-dynamics.  

The pump model is defined at a user-specified cell by giving the rated flow rate, inflowing coolant 
temperature, pressure head, the pump revolution-versus-time table to simulate flow coastdown 
characteristics. A coolant flow from the pump is limited to the downward direction to the cold leg and is 
led to the reactor lower plenum. The coolant circulated through the reactor vessel flows back to the pump 
via the hot leg. Although a heat exchanger is not modeled, the coolant temperature is reset to the constant 
initial value and thereby simulating the heat removal from the reactor vessel. More than one pumps can be 
defined for 2 or 3 loop calculations, especially with SIMMER-IV. 

8.2.5. Neutronics boundary conditions 

In the standard use of SIMMER-III/SIMMER-IV, the neutronics boundary conditions outside the 
neutronics mesh are vacuum, except that at the centerline of a cylindrical geometry a reflective boundary 
condition is employed. In the vacuum boundary condition, the value of the angular flux on the boundary is 
set to zero for all incoming directions. In the reflective boundary condition, the value of the flux on the 
boundary for incoming directions is set equal to the value of the outgoing flux in the direction 
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8.2.1. Fluid-dynamics boundary conditions 

The fluid-dynamics boundary conditions for SIMMER-III/SIMMER-IV have been made much 
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boundary conditions are available 

 A rigid, free-slip boundary condition. 

 A rigid, no-slip boundary condition. 

 A continuous inflow/outflow boundary condition, where the same flow condition as the adjacent 
real cell is used also for inflow. 

 The flow velocities and pressure in boundary cells are kept constant to the initial values. 
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 A temperature boundary condition specified by a constant value or a temperature-versus-time 
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A concept of virtual walls is unique but extremely useful in flexibly restricting a flow direction or 
modeling flow channels within a computational mesh. Virtual walls can be placed at any mesh-cell 
boundaries according to user specifications, with the only purpose of restricting fluid flow across the walls. 
The model has the following features: 

 The wall is bodiless, having no mass, volume nor energy. 

 The velocities of the flow normal to the wall are set to zero.  

 The free-slip condition, with no wall friction, is applied along the wall. 

 Two cells with the wall in between are thermally decoupled. 

 The virtual walls can be specified for each cell at four or six cell boundaries for SIMMER-III or 
SIMMER-IV, respectively. 

 For further flexibility, ON and OFF timings of the walls can be specified by the user for 
individual cells. 
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corresponding to specular reflection. The options for boundary conditions available for the discrete-
ordinate neutron transport solver model of TWODANT/THREEDANT can be used in SIMMER-
III/SIMMER-IV, as well. They include: non-vacuum boundary condition such as reflective, periodic, and 
white boundary conditions. 

8.3. Time Step Control 

8.3.1. Fluid-dynamics time step control 

The fluid-dynamics time step controls play important roles in computational efficiency, accuracy 
and stability. There are 16 controls that influence the fluid-dynamics time step size in SIMMER-
III/SIMMER-IV. Based on the following controls, optimum time step sizes are automatically chosen; many 
of them are physics-based, taking advantage of experience in running SIMMER-III/SIMMER-IV and the 
previous codes.  

(1) Initial time step (DTSTRT) 

Since there is no steady-state initialization capability in SIMMER-III/SIMMER-IV, the fluid-
dynamics calculation performs more smoothly if the first several cycles use a relatively small time step size 
(default: 10-5 s). The initial time step can be kept for an input number of cycles NDT0 unless some other 
time-step control requires a smaller time step. 

(2) Maximum time step (DTMAX) 

The time step is not permitted to exceed a user-specified maximum value DTMAX (default: 10-3 s). 

(3) Twice the previous time step size (2*DTP) 

The time step is limited to twice the previous time step. 

(4) Velocity Courant condition (COURTN) 

The semi-implicit fluid-dynamics algorithm requires a numerical stability criterion based on a 
velocity (not sonic) Courant condition, in which material is restricted to convect one mesh cell in a single 
time step. This leads to time-step size limitation such that 

∆𝑡𝑡��� < 𝐶𝐶�min

⎝
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,  min�Δ𝑧𝑧�,  Δ𝑧𝑧����
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�����⎠
⎟
⎞ ∆𝑡𝑡�, (8-1)

where 𝐶𝐶� is an input Courant number (default: 0.4). 

(5) Optimum number of pressure iterations (OPTPIT) 

The time-step size affects the number of pressure iterations required to converge to the end-of-time-
step fluid state. An increase in the time-step size increases the number of pressure iterations. From four to 
six pressure iterations in each time step minimize the overall computational effort for typical problems. 
This time-step control is used to estimate the time-step size that yields a user-specified optimum number of 
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pressure iterations, OPTPIT (default: 8). If the last time step ∆𝑡𝑡� required ITERA pressure iterations, a next 
time step will be estimated by assuming the time-step size is proportional to the number of pressure 
iterations, 

∆𝑡𝑡��� = 𝑓𝑓��∆𝑡𝑡�, (8-2)

(6) where the factor 𝒇𝒇𝑰𝑰𝑰𝑰 is evaluated as 

𝑓𝑓�� = �
𝑓𝑓��� ∆𝑡𝑡��� if 𝑓𝑓��� ≥ 1

(𝑓𝑓��� )� if 𝑓𝑓��� < 1
, (8-3)

where ∆𝑡𝑡��� is the user-specified maximum fractional change of the time-step size (default: 1.05) and the 
factor 𝑓𝑓���  is evaluated by assuming the time-step size is proportional to the number of pressure iterations, 

𝑓𝑓��� = OPTPIT
ITERA + 1 + 10��� . (8-4)

(7) Source-term decoupling 

The time step can be optionally restricted by monitoring the potential sources of source-term 
decoupling error. This is done by restricting the fractional changes in: the cell pressure between Step 1 and 
Step 2, and Step 2 and Step 4; and the vapor temperature between Step 1 and Step 2, and Step 2 and Step 4. 

(8) Excessive V/C iteration (DTIVC) 

If the number of the vaporization/condensation iterations exceeds a user-specified maximum, the 
next time step size is halved. 

The minimum time step size of the criteria from (2) to (7) is used to calculate the next cycle. The 
predicted time step is compared with the following minimum values. 

(9) Minimum time step (DTMIN) 

The time step is not permitted to be reduced below a user-specified minimum value DTMIN 
(default: 10-6 s). The calculation is intended to terminate when the time step is decreased below DTMIN. 
Currently, however, this abortion is bypassed and the calculation is continued by setting the time step to 
DTMIN with printing an error message. 

(10) Fuel-pin heat-transfer (reactivity) time step (DTHN) 

The time step size cannot exceed the next fuel-pin heat transfer time step or neutronics reactivity 
step. 

Furthermore, a capability of re-calculating the same cycle with a halved time step size is available, 
whenever non-convergence is detected in iterative operations in fluid dynamics. The time step is controlled 
by the following additional conditions. 
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(default: 10-5 s). The initial time step can be kept for an input number of cycles NDT0 unless some other 
time-step control requires a smaller time step. 

(2) Maximum time step (DTMAX) 

The time step is not permitted to exceed a user-specified maximum value DTMAX (default: 10-3 s). 

(3) Twice the previous time step size (2*DTP) 

The time step is limited to twice the previous time step. 

(4) Velocity Courant condition (COURTN) 

The semi-implicit fluid-dynamics algorithm requires a numerical stability criterion based on a 
velocity (not sonic) Courant condition, in which material is restricted to convect one mesh cell in a single 
time step. This leads to time-step size limitation such that 

∆𝑡𝑡��� < 𝐶𝐶�min
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�����⎠
⎟
⎞ ∆𝑡𝑡�, (8-1)

where 𝐶𝐶� is an input Courant number (default: 0.4). 

(5) Optimum number of pressure iterations (OPTPIT) 

The time-step size affects the number of pressure iterations required to converge to the end-of-time-
step fluid state. An increase in the time-step size increases the number of pressure iterations. From four to 
six pressure iterations in each time step minimize the overall computational effort for typical problems. 
This time-step control is used to estimate the time-step size that yields a user-specified optimum number of 
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(11) Non-convergence in V/C 

Non-convergence occurred in the non-equilibrium V/C calculation. 

(12) Excessive change in vapor temperature in V/C 

The excessive change in vapor temperature is detected in the V/C iteration. 

(13) Non-convergence in vapor temperature in EOS 

Nonconvergence occurred in EOST called from either STEP1 or STEP4. 

(14) Extremely low vapor temperature in EOS 

The vapor temperature became lower than the minimum vapor temperature in EOST called either 
from STEP1 or STEP4. 

(15) Non-convergence in velocity iteration in STEP2 or STEP4 

Non-convergence occurred in the velocity iteration either in STEP2 or STEP4. 

(16) Non-convergence in pressure iteration in STEP3 

Non-convergence occurred in the velocity iteration either in STEP2 or STEP4. 

(17) Keeping reduced time step size 

This is a special control to avoid an oscillatory change in time step sizes in successive cycles. The 
time step size, which has been reduced by any of the above controls, is kept for a user-specified number of 
cycles. 

8.3.2. Fuel-pin heat-transfer time step control 

Fuel-pin heat-transfer time steps are controlled based on the changes of specific internal energies of 
pin fuel and cladding, and the change of the total power (or amplitude).  

∆𝑡𝑡���� = 0.9𝑓𝑓�
�̃�𝑒����

|�̃�𝑒���� − 𝑒𝑒�� | ∆𝑡𝑡���, and (8-5a)

∆𝑡𝑡���� = 0.9𝑓𝑓�
𝑃𝑃���

|𝑃𝑃��� − 𝑃𝑃�| ∆𝑡𝑡���, (8-5b)

where 𝑃𝑃� is the power amplitude, and 𝑓𝑓� and 𝑓𝑓� are the input multipliers used when a tighter control is 
desired. The time step control also considers the user-specified minimum and maximum, the previous time 
step, the neutronics reactivity step and the fluid-dynamics time step. Finally the new time step is 
determined by 

∆𝑡𝑡��� = max�∆𝑡𝑡���, min�∆𝑡𝑡���,  ∆𝑡𝑡�, ∆𝑡𝑡�, 4∆𝑡𝑡����� . (8-6)
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When the neutronics calculation is performed, the time step size is set to be the same as the 
reactivity step for a standard use, because the reactivity feedback and fuel heat generation are closely 
related each other. However, the heat transfer time steps can be optionally controlled independently or 
forced to the fluid dynamics steps. 

8.3.3. Neutronics shape time-step control 

Most of the neutronics time-step controls are taken from SIMMER-II and they are briefly described 
in this section. More detailed description is available in the SIMMER-II manual2).  

The neutronics time-step controls are used to anticipate the need to terminate a series of fluid-
dynamic steps to update the amplitude function extrapolation (reactivity step) or to terminate a series of 
reactivity steps to update the flux shape (shape step). Generally, time-step controls monitor quantities that 
may affect the validity of the reactivity projection, such as a high reactivity derivative or a high reactivity 
state (implying a high power level) and significant system changes, such as the maximum change in 
internal energy or density. Time-step controls for shape steps generally monitor quantities that reflect the 
rate of flux-shape changes, such as the rate of flux tilt from previous steps and the deviation of the quasi-
static constraint at reactivity steps.  

The tightness of the control depends on the reactivity of the system. The controls become very tight 
for a reactivity near prompt critical, but they are relaxed for a reactivity not near prompt critical. There are 
two time-step reduction factors that appear in several of the individual time-step controls: 

𝑓𝑓�(𝜌𝜌) = 1 − (1 − 𝜀𝜀�)��� �−𝜀𝜀�� �𝜌𝜌 − 𝜌𝜌
𝜌𝜌 �

�
� , ��� (8-7a)

𝑓𝑓�(𝜌𝜌) = 𝑓𝑓�(𝜌𝜌)��� , (8-7b)

where 𝜀𝜀�  and 𝜀𝜀��  are user-specified parameters (recommended values: 0,02 and 0.08515781). These 
recommended values tighten the time-step control as the system nears criticality and tighten even more as 
the system nears prompt critical. 

During transient calculations, the shape time step is predicted or limited by the following individual 
controls.  

(1) Previous shape step 

The shape step is 1imitcd to 10 times the maximum of the previous two shape time steps. 

(2) Change in leakage 

The shape time step depends on the rate of change in the leakage contribution to the reactivity 
according to 

∆𝑡𝑡�� = 𝑓𝑓�(𝜌𝜌)𝜀𝜀� �∆𝑡𝑡�𝐼𝐼� + (𝑡𝑡� − 𝑡𝑡�)𝐼𝐼���

𝐼𝐼� − 𝐼𝐼��� � , (8-8)

 

(11) Non-convergence in V/C 

Non-convergence occurred in the non-equilibrium V/C calculation. 

(12) Excessive change in vapor temperature in V/C 

The excessive change in vapor temperature is detected in the V/C iteration. 

(13) Non-convergence in vapor temperature in EOS 

Nonconvergence occurred in EOST called from either STEP1 or STEP4. 

(14) Extremely low vapor temperature in EOS 

The vapor temperature became lower than the minimum vapor temperature in EOST called either 
from STEP1 or STEP4. 

(15) Non-convergence in velocity iteration in STEP2 or STEP4 

Non-convergence occurred in the velocity iteration either in STEP2 or STEP4. 

(16) Non-convergence in pressure iteration in STEP3 

Non-convergence occurred in the velocity iteration either in STEP2 or STEP4. 

(17) Keeping reduced time step size 

This is a special control to avoid an oscillatory change in time step sizes in successive cycles. The 
time step size, which has been reduced by any of the above controls, is kept for a user-specified number of 
cycles. 

8.3.2. Fuel-pin heat-transfer time step control 

Fuel-pin heat-transfer time steps are controlled based on the changes of specific internal energies of 
pin fuel and cladding, and the change of the total power (or amplitude).  

∆𝑡𝑡���� = 0.9𝑓𝑓�
�̃�𝑒����

|�̃�𝑒���� − 𝑒𝑒�� | ∆𝑡𝑡���, and (8-5a)

∆𝑡𝑡���� = 0.9𝑓𝑓�
𝑃𝑃���

|𝑃𝑃��� − 𝑃𝑃�| ∆𝑡𝑡���, (8-5b)

where 𝑃𝑃� is the power amplitude, and 𝑓𝑓� and 𝑓𝑓� are the input multipliers used when a tighter control is 
desired. The time step control also considers the user-specified minimum and maximum, the previous time 
step, the neutronics reactivity step and the fluid-dynamics time step. Finally the new time step is 
determined by 

∆𝑡𝑡��� = max�∆𝑡𝑡���, min�∆𝑡𝑡���,  ∆𝑡𝑡�, ∆𝑡𝑡�, 4∆𝑡𝑡����� . (8-6)
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where 

𝜀𝜀� the user-specified time-step control limiting the relative change in the leakage contribution 
to the reactivity, 

𝐼𝐼� the extrapolated leakage contribution to the reactivity for the most recent reactivity step, 

𝐼𝐼� the time for the most recent reactivity step, 

𝑡𝑡� the time for the most recent shape step, and 

𝐼𝐼��� the leakage contribution to the reactivity for the previous shape calculation. 

(3) Number of reactivity step 

The shape time step cannot extend over more than a number of reactivity steps specified by the user. 

(4) Last (largest) real time for the current run 

A shape calculation is taken at the end of the problem time. 

(5) Maximum shape step 

The shape step is limited by a maximum size specified by the user. 

(6) Change in neutron flux shape 

The tilt of the total flux shape is calculated as the relative change in the flux at each mesh point: 

𝑇𝑇�� = �� 𝜙𝜙���
�

���

���
− � 𝜙𝜙���

���
���

���
� � 𝜙𝜙���

�
���

���
� , (8-9)

where 𝜙𝜙���
�  and 𝜙𝜙���

��� are the most recently calculated and the previous flux shapes, respectively. From this 
flus tilt through the mesh, the next time step is estimated as: 

∆𝑡𝑡�� = 𝑓𝑓�(𝜌𝜌)∆𝑡𝑡�𝜀𝜀�
max�� ��𝑇𝑇���� − min�� ��𝑇𝑇���� , (8-10)

where ∆𝑡𝑡� denotes the shape step between 𝑡𝑡� and 𝑡𝑡��� and 𝜀𝜀� is the user-specified parameter for monitoring 
the flux tilt. 

(7) Change in reactivity 

The shape step is predicted by the change in reactivity: 

∆𝑡𝑡�� = (𝑡𝑡� − 𝑡𝑡�) � max ����, 𝑓𝑓�(𝜌𝜌)𝜀𝜀��𝛽𝛽� − |𝜌𝜌� − 𝜌𝜌�|
Λ�|𝑎𝑎� − 𝑎𝑎�∆𝑡𝑡�| � , (8-11)

where 

𝜀𝜀�� the user-specified time-step control for the maximum reactivity change (in dollars) per 
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shape step, 

𝛽𝛽� the effective delayed neutron fraction for the most recent reactivity step, 

𝜌𝜌� the reactivity for the most recent reactivity step, 

𝜌𝜌� the reactivity for the most recent shape calculation, and 

Λ� the neutron generation time for the most recent reactivity step. 

and 𝑎𝑎�  and 𝑎𝑎�  are the first- and second-order coefficients of the parabolic fit 𝜌𝜌 Λ⁄  for the most recent 
reactivity time step. 

(8) Deviation from quasistatic method constraint condition (optional) 

If the option for flux shape update at reactivity steps is used, the shape step is halved to limit the 
deviation from unity of quasistatic constraint. 

∆𝑡𝑡��� = ∆𝑡𝑡�

2  ,   if  (𝛾𝛾 𝛾 𝛾) > 𝜀𝜀�� , (8-12)

where 𝜀𝜀�� is the maximum deviation from unity of quasistatic constraint (𝛾𝛾) specified by the user. 

(9) Request of an external source model (optional) 

If the external neutron source option is used, the shape step is forced to the time requested by user 
input specification. 

(10) User-specified constant shape step (optional) 

The shape time steps can be kept constant by user input specification. 

The minimum of the controls (1) through (9) is taken, depending on the model option, and checked 
for the control (10). In addition, to avoid the situation that the shape step becomes unfavorably small, the 
minimum size is internally set to 10-7 s. 

8.3.4. Neutronics reactivity time-step control 

During the transient neutronics calculations, the reactivity time step is predicted or limited by eight 
individual controls in the neutronics.  

(1) Previous reactivity step 

The reactivity step is limited to twice the maximum of the previous two reactivity steps. 

(2) Change in reactivity 

The reactivity step is limited to twice the maximum of the previous two reactivity steps. 

∆𝑡𝑡�� = 𝑓𝑓�(𝜌𝜌)𝜀𝜀�𝛽𝛽�

Λ�|𝑎𝑎� 𝛾 𝑎𝑎�∆𝑡𝑡�| ,, (8-13)

 

where 

𝜀𝜀� the user-specified time-step control limiting the relative change in the leakage contribution 
to the reactivity, 

𝐼𝐼� the extrapolated leakage contribution to the reactivity for the most recent reactivity step, 

𝐼𝐼� the time for the most recent reactivity step, 

𝑡𝑡� the time for the most recent shape step, and 

𝐼𝐼��� the leakage contribution to the reactivity for the previous shape calculation. 

(3) Number of reactivity step 

The shape time step cannot extend over more than a number of reactivity steps specified by the user. 

(4) Last (largest) real time for the current run 

A shape calculation is taken at the end of the problem time. 

(5) Maximum shape step 

The shape step is limited by a maximum size specified by the user. 

(6) Change in neutron flux shape 

The tilt of the total flux shape is calculated as the relative change in the flux at each mesh point: 

𝑇𝑇�� = �� 𝜙𝜙���
�

���

���
− � 𝜙𝜙���

���
���

���
� � 𝜙𝜙���

�
���

���
� , (8-9)

where 𝜙𝜙���
�  and 𝜙𝜙���

��� are the most recently calculated and the previous flux shapes, respectively. From this 
flus tilt through the mesh, the next time step is estimated as: 

∆𝑡𝑡�� = 𝑓𝑓�(𝜌𝜌)∆𝑡𝑡�𝜀𝜀�
max�� ��𝑇𝑇���� − min�� ��𝑇𝑇���� , (8-10)

where ∆𝑡𝑡� denotes the shape step between 𝑡𝑡� and 𝑡𝑡��� and 𝜀𝜀� is the user-specified parameter for monitoring 
the flux tilt. 

(7) Change in reactivity 

The shape step is predicted by the change in reactivity: 

∆𝑡𝑡�� = (𝑡𝑡� − 𝑡𝑡�) � max ����, 𝑓𝑓�(𝜌𝜌)𝜀𝜀��𝛽𝛽� − |𝜌𝜌� − 𝜌𝜌�|
Λ�|𝑎𝑎� − 𝑎𝑎�∆𝑡𝑡�| � , (8-11)

where 

𝜀𝜀�� the user-specified time-step control for the maximum reactivity change (in dollars) per 
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where 𝜀𝜀� denotes the time-step control specified by the user for limiting the maximum reactivity change per 
reactivity step. 

(3) Next shape time step 

The reactivity step is limited by the shape step. 

(4) Maximum reactivity step 

The reactivity step is limited to a maximum size specified by the user. 

(5) Change in amplitude 

The reactivity time step is limited by the rate of change in the flux amplitude solution by solving 

�� �𝑁𝑁� + 𝑁𝑁�∆𝑡𝑡�� + 𝑁𝑁�(∆𝑡𝑡��)�
𝑁𝑁� � � 2.3𝑓𝑓�(𝜌𝜌)

𝜀𝜀� , (8-14)

for ∆𝑡𝑡�� , where 𝜀𝜀�  denotes the time-step control specified by the user that determines the number of 
reactivity steps per power decade. 

(6) Maximum inverse period 

The reactivity time step is limited by the change in inverse period, 

|ω� − ω�| ≤ 𝜀𝜀�𝑓𝑓�(𝜌𝜌) , (8-15)

where 𝜀𝜀� denotes the time-step control specified by the user for the maximum inverse period change per 
reactivity step. The reactivity time step is given by the minimum of these six time-step controls. 

(7) Current shape step size 

The reactivity time step is limited by the shape time step. 

(8) User-specified constant reactivity step 

The reactivity time steps can be kept constant by user input specification. 

The reactivity time step is given by the minimum of (1) to (7) and then further checked for (8).  

The reactivity steps are also controlled by the fluid dynamics, in order to take into account the 
influence of change, for example, in fuel mass or temperature on reactivity calculations. For this purpose, 
the total masses and internal energies for fuel, steel and sodium are summed up over a series of fluid-
dynamics time steps. The following seven controls are tested against user-specified criteria, and the 
minimum is taken as the next reactivity step. The fluid dynamics control of reactivity steps works 
independently of the neutronics control of time steps described above. 

(9) Fractional change in the total fuel mass 

The change in material density per reactivity step is limited. For the fuel density, this control is 
given by 
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����
< 𝑓𝑓�(𝜌𝜌)𝜀𝜀�� , (8-16)

where 

𝜀𝜀�� the control specified by the user that limits the maximum absolute fuel mass shift in a 
reactivity step, 

𝑛𝑛� the number of the fluid-dynamics time step that began the current reactivity step, and 

𝑛𝑛 the most recent fluid-dynamics time step number. 
The total fuel macroscopic density �̅�𝜌����  is calculated by summing over all fuel components. If the 
inequality is not satisfied after a fluid-dynamics time step, the fluid-dynamics calculation is suspended and 
a reactivity step is taken. 

(10) Fractional change in the total steel mass 

A similar control applies to the steel mass change and is controlled by the user input quantity 𝜀𝜀��. 

(11) Fractional change in the total sodium mass  

A similar control applies to the sodium mass change and is controlled by the user input quantity 𝜀𝜀��. 

(12) Fractional change in the total fuel internal energy  

The change in material energy per reactivity step is limited. For the fuel energy, this control is given 
by 

� ������̅�𝜌����𝑒𝑒�������
��� − ��̅�𝜌����𝑒𝑒�������

� � 𝑉𝑉��
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� ����̅�𝜌����𝑒𝑒�������
���𝑉𝑉��

��
�� �

���

����
< 𝑓𝑓�(𝜌𝜌)𝜀𝜀��, (8-17)

where 𝜀𝜀�� denotes the control specified by the user that limits the maximum absolute fuel mass shift in a 
reactivity step and the total fuel energy ��̅�𝜌����𝑒𝑒����� is obtained by summing over all fuel components. If 
the inequality is not satisfied after a fluid-dynamics time step, the fluid-dynamics calculation is suspended 
and a reactivity step is taken. 

(13) Fractional change in the total steel internal energy  

A similar control applies to the steel energy change and is controlled by the user input quantity 𝜀𝜀��. 

(14) Fractional change in the total sodium internal energy  

A similar control applies to the sodium energy change and is controlled by the user input quantity 
𝜀𝜀��. 

(15) Change in amplitude projected to fluid dynamics 

The number of reactivity steps per power decade is limited according to 

 

where 𝜀𝜀� denotes the time-step control specified by the user for limiting the maximum reactivity change per 
reactivity step. 

(3) Next shape time step 

The reactivity step is limited by the shape step. 

(4) Maximum reactivity step 

The reactivity step is limited to a maximum size specified by the user. 

(5) Change in amplitude 

The reactivity time step is limited by the rate of change in the flux amplitude solution by solving 

�� �𝑁𝑁� + 𝑁𝑁�∆𝑡𝑡�� + 𝑁𝑁�(∆𝑡𝑡��)�
𝑁𝑁� � � 2.3𝑓𝑓�(𝜌𝜌)

𝜀𝜀� , (8-14)

for ∆𝑡𝑡�� , where 𝜀𝜀�  denotes the time-step control specified by the user that determines the number of 
reactivity steps per power decade. 

(6) Maximum inverse period 

The reactivity time step is limited by the change in inverse period, 

|ω� − ω�| ≤ 𝜀𝜀�𝑓𝑓�(𝜌𝜌) , (8-15)

where 𝜀𝜀� denotes the time-step control specified by the user for the maximum inverse period change per 
reactivity step. The reactivity time step is given by the minimum of these six time-step controls. 

(7) Current shape step size 

The reactivity time step is limited by the shape time step. 

(8) User-specified constant reactivity step 

The reactivity time steps can be kept constant by user input specification. 

The reactivity time step is given by the minimum of (1) to (7) and then further checked for (8).  

The reactivity steps are also controlled by the fluid dynamics, in order to take into account the 
influence of change, for example, in fuel mass or temperature on reactivity calculations. For this purpose, 
the total masses and internal energies for fuel, steel and sodium are summed up over a series of fluid-
dynamics time steps. The following seven controls are tested against user-specified criteria, and the 
minimum is taken as the next reactivity step. The fluid dynamics control of reactivity steps works 
independently of the neutronics control of time steps described above. 

(9) Fractional change in the total fuel mass 

The change in material density per reactivity step is limited. For the fuel density, this control is 
given by 
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�𝑏𝑏�∆𝑡𝑡� + 𝑏𝑏�(∆𝑡𝑡�)�� > 𝑓𝑓�(𝜌𝜌)
2.3𝜀𝜀�

 , (8-18)

where 

∆𝑡𝑡� the time interval from the start of the most recent reactivity step to the end of the most 
recent fluid-dynamics step, 

𝑏𝑏�. 𝑏𝑏� the first-and second-order coefficients in the exponential fit to the amplitude function over 
the most recent reactivity step, and

𝜀𝜀� the control specified by the user that determines the number of reactivity steps per 
amplitude decade. 

If this inequality is satisfied, the fluid-dynamics calculation is suspended and control is returned to the 
neutronics calculation to perform the next reactivity step. In that case, the reactivity time-step size is set to 
∆𝑡𝑡�. 
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9. Special Models 

During the long history of the SIMMER code study at JAEA, several special or ad hoc models have 
been developed. Some of them are included in the standard code library at JAEA and were documented in 
the previous chapters. However, not all the models developed thus far have not yet been completed to be 
used as standard models. In this chapter, the following three models are described briefly because of their 
possible use in the future studies with SIMMER-III or SIMMER-IV.  

 Inter-subassembly gap model 

 SIMMER-LT 

 SIMMER-SW 

9.1. Inter-Subassembly Gap Model 

9.1.1. Background 

Inter-subassembly gaps outside the active core region are known to provide an effective path for 
early fuel removal from the core and thereby to significantly reduce a recriticality potential during CDA 
sequences. The separate effect of this was first evaluated as a part of the comprehensive safety assessment 
of CDA energetics in Clinch River Breeder Reactor58). For a whole-core calculation, the gap flow channel, 
which spreads radially and axially, is too complex to be modeled. In the two-dimensional axisymmetric 
geometry of SIMMER-III, the gap cannot be simulated. The gap flow channels can be modeled in the 
SIMMER-IV three-dimensional rectangular geometry; however, they cannot be treated together with the 
intra-subassembly structure and flow at the same time.  

A special model has been developed to simulate a flow of molten core materials into the inter-
subassembly gap channels within the framework of the standard SIMMER fluid-dynamics model. The 
model is available as an input option for SIMMER-IV, but is not available for SIMMER-III because gap 
geometry cannot be modeled. 

9.1.2. Model outline 

The gap flow model simulates the molten core material flow through the inter-subassembly gap 
channels in the region of radial blanket, reflector and shield subassemblies which are located outside the 
active core. The gap channels in the active core (and internal blanket if any) cannot be simulated. The 
internal contents of the subassembly, which must be preserved for maintaining the neutronics state, cannot 
be modeled with a gap flow channel at the same time. Therefore, the present gap flow model requires 
special and rather tricky geometrical treatment as: allowing only a gap flow channel till it wall failure and 
combining.  

The following assumptions are made in the model: 

 The gap channel is initially filled with sodium, and the gap wall is modeled by cladding having 
the same macroscopic density and surface area as the can wall (wrapper tube) of the 

 

�𝑏𝑏�∆𝑡𝑡� + 𝑏𝑏�(∆𝑡𝑡�)�� > 𝑓𝑓�(𝜌𝜌)
2.3𝜀𝜀�

 , (8-18)

where 

∆𝑡𝑡� the time interval from the start of the most recent reactivity step to the end of the most 
recent fluid-dynamics step, 

𝑏𝑏�. 𝑏𝑏� the first-and second-order coefficients in the exponential fit to the amplitude function over 
the most recent reactivity step, and

𝜀𝜀� the control specified by the user that determines the number of reactivity steps per 
amplitude decade. 

If this inequality is satisfied, the fluid-dynamics calculation is suspended and control is returned to the 
neutronics calculation to perform the next reactivity step. In that case, the reactivity time-step size is set to 
∆𝑡𝑡�. 
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subassembly to which the gap channel is assigned. This means the flow area and hydraulic 
diameter of the gap are made consistent with the designed geometry. 

 The gap channel is accessed by molten core material when the outermost can wall of the active 
core subassembly fails. 

 Although the axial boundaries of the gap region can be specified by user input, an entire 
subassembly length is normally specified. The bottom of the gap region is blocked to avoid 
unphysical in-flow of cold sodium from the subassembly inlet region. 

 The interior of a subassembly in the gap flow region is initialized as no-flow volume, which is 
thermally decoupled from the gap sodium and wall. The contents (macroscopic densities and 
internal energies of the components) are stored as they are at the initial state. They are excluded 
from the fluid-dynamics calculations, but are used in the neutronics calculation. 

 When a gap wall, modeled as cladding, breaks up due mainly to melt attack from the molten 
core material, the contents of the subassembly except for sodium are restored in the relevant 
mesh cell and they are mixed with the gap fluids including sodium, core materials and the 
broken-up steel for fluid-dynamics calculations. Intra-subassembly sodium is removed to 
prevent unphysical pressure events caused by numerical mixing such as rapid cooling by cold 
sodium and rapid pressurization due to fuel-coolant interactions. 

 The fluids in the mesh cell of a failed subassembly are connected to the surrounding mesh cells 
only through gap flow channels.  

This model is simple but very useful for simulating fuel removal from the core at an early stage of 
core disruption without forming a bottled-up core pool which has a potential of large-scale fuel motion 
resulting in energetic recriticality events. There are some drawbacks in this model from the neutronics 
aspects. Intra-subassembly contents are kept at the initial state and hence the reactivity feedback effect of 
transient temperature changes is not calculated. Upon failure of the gap wall, intra-subassembly sodium is 
intentionally eliminated. This may increase neutron leakage and thereby have a negative reactivity 
feedback effect. Nevertheless, these neutronics effects are considered relatively small in comparison to a 
large negative reactivity effect of extended fuel motion out of the active core through the gap flow channels. 

This special model is rather tricky and of limited scope. For example, the molten core material 
cannot move axially inside the subassembly from the gap wall failure node. Therefore, the model must be 
used carefully especially for a longer time simulation. 

9.2. SIMMER-LT 

9.2.1. Background 

The SIMMER-III and SIMMER-IV codes provide a feature to comprehensively simulate transient 
multi-phase fluid-dynamics behaviors of core materials that are coupled with neutronic feedback effects. 
The codes have been applied to various analyses of neutronically active LMFR core-disruptive accident 
sequences that typically last for a few to tens of seconds. Because of an enormous computing effort 
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required, the code application is usually limited to simulating transient of a few minutes at most. However, 
even after permanent neutronic shutdown of the accident, movement and interactions of disrupted core 
materials further continue into a long-term post-accident material relocation and heat-removal phase. No 
practically useful computer code has yet been made available for analyzing this phase.  

 From the above background, the development of SIMMER-LT (long term), a fast-running version 
of SIMMER-III, has been attempted in collaboration with Kyushu University5. Since no neutronics 
calculations are necessary for simulating the post-accident phase, the development of SIMMER-LT is 
restricted to the fluid-dynamics module of SIMMER-III only and consists of:  

 Performance measurement of SIMMER-III 

 Parallelization of the fluid-dynamics module 

 Improved time-step control 

 Simplification of the heat- and mass-transfer model 

SIMMER-LT is not an independent code but is included in the standard program library of 
SIMMER-III. The improved time-step control and the simplified V/C models are respectively activated by 
user input specifications.  

9.2.2. Performance measurement of SIMMER-III 

As the first step, a computing cost distribution was measured for a typical reactor problem with 7 
velocity fields and 3096 mesh cells, with no neutronics. The CPU time fractions spent in the fluid-
dynamics modules are: 

 73% in Step 1 (intra-cell transfers) and 26% in Steps 2 to 4 (inter-cell convection) 

 41% of total in heat and mass transfer calculations (56% of Step 1) 

It was shown that about 3/4 of the CPU time is spent in Step 1, which is characterized by complex 
intra-cell (local) heat and mass transfer processes involving multi-phase and multi-component fluids and 
structure. It was also shown that, among the various heat and mass transfer models in Step 1, non-
equilibrium vaporization and condensation (V/C) model is most costly because an iterative procedure with 
frequent EOS function calls is implemented to solve non-linear mass and energy equations cell by cell. 
Thus, the speed-up of the V/C calculation is critical for SIMMER-LT, with consideration that rapid 
transient processes need not be simulated in the post-accident phase. 

 

 

 
5  The development of SIMMER-LT is performed partly under the task "Development of Severe Accident Evaluation 

Technology (Level 2 PSA) for Sodium-Cooled Fast Reactors" entrusted from the Ministry of Education, Culture, Sports, 

Science and Technology of Japan (2010). 
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9.2.3. Parallelization  

Parallelization is one of the most powerful tools in speeding up many of scientific and engineering 
computations taking advantage of recent parallel computing technology. Considering the characteristics of 
SIMMER-III from the point view of parallelization, use of a symmetric multi-processor (SMP) machine is 
more suitable than a distributed-memory parallel (DMP) machine. Although the latter technology has 
become mainstream of today’s supercomputers, the former SMP technology is used in SIMMER-III 
because typical numbers of mesh cells are not huge (ten thousands at most) and excessive data 
communications among processor elements can be avoided. It should be reminded that the computing cost 
of SIMMER-III fluid dynamics is not attributed to the large number of mesh cells to obtain good spatial 
resolution but to the accuracy of complex intra-cell heat and mass transfer operations that cannot be 
parallelized. Therefore, the SMP technology is selected for SIMMER-III and OpenMP (Open Multi-
Processing) is used as a programming interface to process multiple threads in parallel. The previous 
experience gained at JAEA in parallelizing three-dimensional SIMMER-IV has been utilized fully. 

In general, speed-up by parallel computation is attained only in a parallel portion of the program 
and a sequential portion cannot be sped up, even if the number of parallel processors increases. Hence it is 
essential to maximize the parallel portion (fraction) to gain practical speed-up of the entire program. A 
parallel fraction of about 90% has been attained for SIMMER-III and, for a 2870-cell LMFR core 
disruption problem, the speed-up by a factor of 6 was obtained with 16 processor elements. In addition, the 
standard pressure iteration matrix solver was parallelized, but its speed-up effect became significant only 
with large number of mesh cells (104 or more cells). 

9.2.4. Time-step control 

The fluid-dynamics time-step control, as described in Section 8.3.1, is mainly dominated by the 
Courant condition and the optimum number of pressure iterations, both of which are necessary for stable 
and accurate calculation of inter-cell fluid motions computed in Steps 2, 3 and 4. However, these two time-
step controls, related to fluid convection, are not necessary for stable and accurate calculation of intra-cell 
heat and mass transfer operations in Step 1. In slow transient problems, to which SIMMER-LT is to be 
applied, with no rapid V/C occurring, larger time-step sizes can be used for Step 1.  

From the above consideration, a new and independent time-step control for Step 1 has been 
developed as an input option, in which convection-related controls are eliminated. For a typical LMFR core 
disruption test problem without neutronics and with ca. 2000 mesh cells, Step 1 time-step sizes are more 
than an order-of-magnitude larger than the fluid-dynamics time step for fluid convection. With this revised 
two-level time-step control method, a factor of 3 speed-up in the overall fluid-dynamics calculation is 
achieved. 

9.2.5. Simplification of the heat- and mass-transfer model 

In slow transient problems, to which SIMMER-LT is to be applied, with no rapid V/C occurring, 
detailed and accurate treatment of non-equilibrium V/C processes is not always required. To simplify the 
standard V/C model, two approaches have been developed by eliminating the original complex procedure 
to solve non-linear processes. 
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In a simplified equilibrium V/C (SEVC) model, it is assumed that a certain vapor component 
becomes equilibrated with the corresponding liquid component instantaneously within the same time step. 
Since there is no need for iteratively solving matrix equation for individual cells, computing cost can be 
significantly reduced. However, there are some shortcomings that would limit its applicability compared to 
the second approach as described below. Namely, phase transition of different materials cannot be modeled 
simultaneously nor superheated vapor cannot be treated. Currently, the SEVC model is extended to treat 
steel boiling and condensation where liquid sodium is not present. 

The second approach is still simpler than the original non-equilibrium model but is more 
sophisticated than the SEVC model and is called an equilibrium V/C (EVC) model. In the EVC model, a 
liquid-vapor heat transfer rate due to temperature difference is expressed by deviations of vapor and liquid 
enthalpies from the saturation condition. By introducing a relaxation time constant to the model, mass 
transfers associated with energy transfers are modeled as an equilibration process as: 
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With this relaxation time constant, the transient thermodynamic state of vapor can be deviated from 
saturation and thereby non-equilibrium nature of real vapor is modeled to some extent. Potential numerical 
instabilities caused by rapid changes in vapor state can be avoided by this relaxation time constant, as well. 
The EVC model requires an iterative solution procedure, and thus the speed-up effect is less than the SEVC. 
In the EVC model, simultaneous V/C of steel and sodium can be treated, 

The SEVC and EVC models have been validated against selected experiments including non-
energetic phase transition processes, such as a long-lasting transient sodium boiling in a pin bundle.  

9.3. SIMMER-SW 

9.3.1. Background 

Because of the generalized framework of the fluid-dynamics model of SIMMER-III and SIMMER-
IV, broader application and extension of these codes have been proposed in the areas other than LMFR 
core disruptive accident analyses. One of such new areas of application studied in around 2000 is a 
simulation of sodium-water reaction postulated as a design basis accident of the LMFR steam generator 
(SG). In an event of SG tube rupture, a high-pressure water/steam mixture is injected into liquid sodium 
and energetically reacts with sodium. The reaction generates pressure events that may jeopardize the 
integrity of SG and the jet of corrosive reaction products may erode nearby intact tubes (wastage) with 
potential failure propagation. In this study, using the framework of SIMMER-III and SIMMER-IV, the 
model for sodium-water (SW) reaction was developed and was coupled with the original fluid dynamics59). 
Because of fundamental difficulties in simulating an entire sequence of the sodium-water reaction, the 
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development has been suspended. SIMMER-SW is included in the program library at JAEA as a code 
option (active only if SW in on) for future possible continuation of the study.  

9.3.2. Model outline 

The outline of the sodium-water (SW) reaction model is summarized as follows: 

 Sodium and water are simulated by the SIMMER-III materials fuel and sodium, respectively. 
Hydrogen generated by reaction is simulated by fission gas. The EOS and TPP parameters are 
specified by input. 

 Ejection of the water/steam mixture is modeled using the internal boundary condition as 
described in Section 8.2.3. 

 Chemical reactions with hydrogen generation is modeled assuming a limited reaction rate and 
limited reaction area.  

 The pressure events, calculated by the original SIMMER fluid dynamics, include: rapid 
pressure spike upon SG tube rupture and single-phase pressure propagation, and broader 
pressure buildup due to heating by exothermic reaction, water vaporization and hydrogen 
generation. 

The simulation of an early phase of the SW reaction requires a sufficiently fine spatial and temporal 
resolution (extremely small mesh-cell sizes and time-step sizes). Keeping the same order of fine resolution 
in a longer time simulation is judged to be impractical. Also, the experimental knowledge is not sufficient 
for further model refinement and validation.  
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10. Concluding Remarks 

The development of SIMMER-III and SIMMER-IV has been a long-lasting effort starting from at 
around 1990. The initial code versions were made available by the mid-2000s with all the originally 
planned framework and models. A full code documentation was repeatedly proposed but has never been 
completed until the present report is finally issued this time. Although some of the individual models were 
documented as JNC (current JAEA) reports, there have been many model revisions and additions later. 
Thus, the purpose of this reports is to provide a complete documentation of the SIMMER-III/SIMMER-IV 
models and methods including recent model revisions and additions. For those individual models which are 
documented in detail, only the summaries of models and methods are described in this report. The 
verification and validation of the codes, an important element of software development, were already 
documented in detail elsewhere. 

The SIMMER-III and SIMMER-IV codes provides today’s standard and most advanced tool for 
LMFR CDA simulations. Actually, the codes have been already used widely in reactor safety analyses in 
Japan, including the safety assessment in licensing applications. It has been demonstrated that the 
limitations with respect to applicability, accuracy and stability in the former code is largely removed for 
more reliable calculations. With the generalized framework and flexible treatment of material components 
especially in the fluid-dynamics model, the codes can be applicable to non-liquid-metal reactors and non-
reactor transient multi-phase problems.  
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dispersed regions (m-1) 

𝐴𝐴�,�→𝐷𝐷, 𝐴𝐴�,�→B Convectible interfacial area diffusion terms between bubbly and dispersed regions 
(m-1) 

𝐴𝐴��� , 𝐵𝐵��� Laminar and turbulent terms of momentum exchange function between velocity 
fields q and q’ 

𝐴𝐴�� , 𝐵𝐵�� Laminar and turbulent terms of momentum exchange function between velocity 
field q and structure 

𝑎𝑎 Binary contact area per unit volume, structure surface area per unit volume (m-1) 

𝑎𝑎 Radius of discrete contact points between crust and structure (m) 

𝑎𝑎�,� Interfacial area between continuous and discontinuous (dispersed) phases (m-1) 

𝑎𝑎���,   𝑏𝑏���  Parameters of momentum exchange function between velocity fields 𝑞𝑞 and 𝑞𝑞� 

𝑎𝑎��,   𝑏𝑏��  Parameters of momentum exchange function between velocity field q and 
structure 

𝑏𝑏 Separation distance of contact points between crust and structure (m) 

𝐶𝐶��� Orifice pressure drop coefficient for lateral fluid flow 

𝐶𝐶� Drag coefficient based on Ishii's drag similarity hypothesis 

𝐶𝐶�, 𝑐𝑐� Delayed neutron precursor concentration for precursor group d (m-3) 

𝐶𝐶�  Virtual mass coefficient 

CV Convective term 

c Specific heat (J kg-1 K-1) 

𝑐𝑐� Specific heat capacity at constant pressure (J kg-1 K-1) 

𝑐𝑐��� Specific heat capacity along a saturation curve (J kg-1 K-1) 

𝑐𝑐� Specific heat capacity at constant volume (J kg-1 K-1) 

𝐷𝐷��,��� Residual error in vapor internal energy with pressure-volume work term in Step 3 
pressure iteration (J m-3 s-1) 

𝐷𝐷ℎ Hydraulic diameter (m) 

𝐷𝐷�,��� Residual errors in mass conservation in Step 3 pressure iteration (kg m-3 s-1) 

E Neutron energy (J) 

e Specific internal energy (J kg-1) 

𝐹𝐹 Total effective neutron source 

𝐹𝐹���
�  Delayed neutron precursor shape 
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𝑓𝑓 Resonance self-shielding factor 

𝑓𝑓� Melt fraction of cladding 

𝑓𝑓������� Factor to adjust the minimum stable crust thickness depending on the surface 
shape 

𝑓𝑓�� Melt fraction of can wall 

𝑓𝑓� Factor to adjust the heat-transfer area between two cells having different volume 
fractions in the inter-cell heat transfer 

𝑓𝑓��� Mass fraction of isotope n included in fuel component M in the Pu-vector model 

𝑓𝑓������  Shielding factor for isotope i for reaction type x 

Gr Grashof number 

𝒈𝒈 Acceleration by gravity (m s-2) 

𝑔𝑔(𝜉𝜉) Parameter to represent the effect of multiple contact points 

H(𝑥𝑥) Heaviside unit function (=1 if x>0, =1/2 if x=0, =0, if x<0) 

H Heat transfer coefficient (W m-2 K-1) 

𝐻𝐻� Rigid particle internal heat transfer coefficient (W m-2 K-1) 

𝐻𝐻�� Fluid particle (droplet or bubble) internal heat transfer coefficient (W m-2 K-1) 

𝐻𝐻��� Heat transfer coefficient in a continuous phase fluid to a particle (W m-2 K-1) 

𝐻𝐻��� Heat transfer coefficient in a continuous phase fluid to structure (W m-2 K-1) 

𝐻𝐻��� Heat transfer coefficient from a liquid film to structure (W m-2 K-1) 

𝐻𝐻��� Heat transfer coefficient in a droplet or solid particle to structure (W m-2 K-1) 

𝐻𝐻�� Heat transfer coefficient between moving droplets in dispersed flow (W m-2 K-1) 

𝐻𝐻�� Film boiling heat transfer coefficient (W m-2 K-1) 

ℎ Heat transfer coefficient (W m-2 K-1) 

ℎ Specific enthalpy (J kg-1) 

ℎ���/ℎ��� Effective latent heat of condensation/vaporization (J kg-1) 

ℎ� Heat of fusion (J kg-1) 

ℎ�∗  Effective mass-transfer coefficient, in the presence of mass transfer (kg m-3 s-1) 

ℎ�� Heat-transfer coefficient with interface resistance (W m-2 K-1) 

ℎ������ Interface resistance heat-transfer coefficient between crust and structure (W m-2 
K-1) 

ℎ���� Structure-side heat-transfer coefficient with interface resistance (W m-2 K-1) 

ℎ������ Liquid-side heat-transfer coefficient with interface resistance (W m-2 K-1) 

ℎ� Liquid-side heat-transfer coefficient (W m-2 K-1) 

ℎ�� Heat of vaporization (J kg-1) 

ℎ� Normalized decay heat energy fraction, defined as the precursor concentration 
times energy release for decay heat 

ℎ�(0) Initial normalized decay heat energy fraction 
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ℎ� Structure-side heat-transfer coefficient (W m-2 K-1) 

ℎ�����𝑁��� Overall heat-transfer coefficient between liquid and structure (W m-2 K-1) 

𝐼𝐼𝐼𝐼𝐼𝐼 Number of delayed neutron precursor groups 

𝑖𝑖 Specific enthalpy (J kg-1) 

𝑖𝑖�� Latent heat of vaporization (J kg-1) 

K Thermal conductivity (W m-1 K-1) 

𝐾𝐾��� Momentum exchange function between velocity fields q and q’ (kg m-3 s-1) 

𝐾𝐾�� Momentum exchange function between velocity field q and structure (kg m-3 s-1) 

𝑘𝑘� Initial stationary k-effective for the reactor system 

𝑘𝑘� Boltzmann's constant (J K-1) 

𝑘𝑘�∗  Effective heat-transfer coefficient, in the presence of mass transfer (W m-2 K-1) 

𝐿𝐿𝐿𝐿𝐼𝐼𝐿𝐿𝐼𝐼𝐿𝐿 Total number of isotopes 

l Mixing length (m) 

𝐿𝐿𝑁𝑁𝑁 Initial value of the amplitude function (=1.0) 

N Avogadro's number 

𝐿𝐿𝑁 𝐿𝐿�  Normalized fission power amplitude 

𝐿𝐿� Number of discrete contact points per unit surface area (m-2) 

𝐿𝐿�� Steady-state reactor power amplitude before transient (t < 0) 

𝐿𝐿� Normalized fission power amplitude 

𝐿𝐿ℎ Normalized decay heat power amplitude 

𝐿𝐿� Atom number density of isotope i (m-3) 

𝐿𝐿���
�  Total atom number density of isotope i for mesh cell ij (m-3) 

𝐿𝐿��
�� Atom number density of isotope i in component m for mesh cell ij (m-3) 

𝐿𝐿𝑁𝑁 Number of neutronics materials (fertile fuel, fissile fuel, steel, sodium and 
control) 

NNMAT Number of material mixtures used to compute the neutron flux: fertile fuel, fissile 
fuel, steel, sodium, and control 

Nu Nusselt number 

𝐿𝐿 Reactor power (W) 

𝐿𝐿� Total fission power (W) 

𝐿𝐿� Total decay heat power (W) 

𝐿𝐿� Total reactor power (W) 

Pe Peclet number 

Pr Prandtl number 

𝑝𝑝 Pressure (Pa) 

𝑝𝑝���� Cell pressure (Pa) 

 

𝑓𝑓 Resonance self-shielding factor 

𝑓𝑓� Melt fraction of cladding 

𝑓𝑓������� Factor to adjust the minimum stable crust thickness depending on the surface 
shape 

𝑓𝑓�� Melt fraction of can wall 

𝑓𝑓� Factor to adjust the heat-transfer area between two cells having different volume 
fractions in the inter-cell heat transfer 

𝑓𝑓��� Mass fraction of isotope n included in fuel component M in the Pu-vector model 

𝑓𝑓������  Shielding factor for isotope i for reaction type x 

Gr Grashof number 

𝒈𝒈 Acceleration by gravity (m s-2) 

𝑔𝑔(𝜉𝜉) Parameter to represent the effect of multiple contact points 

H(𝑥𝑥) Heaviside unit function (=1 if x>0, =1/2 if x=0, =0, if x<0) 

H Heat transfer coefficient (W m-2 K-1) 

𝐻𝐻� Rigid particle internal heat transfer coefficient (W m-2 K-1) 

𝐻𝐻�� Fluid particle (droplet or bubble) internal heat transfer coefficient (W m-2 K-1) 

𝐻𝐻��� Heat transfer coefficient in a continuous phase fluid to a particle (W m-2 K-1) 

𝐻𝐻��� Heat transfer coefficient in a continuous phase fluid to structure (W m-2 K-1) 

𝐻𝐻��� Heat transfer coefficient from a liquid film to structure (W m-2 K-1) 

𝐻𝐻��� Heat transfer coefficient in a droplet or solid particle to structure (W m-2 K-1) 

𝐻𝐻�� Heat transfer coefficient between moving droplets in dispersed flow (W m-2 K-1) 

𝐻𝐻�� Film boiling heat transfer coefficient (W m-2 K-1) 

ℎ Heat transfer coefficient (W m-2 K-1) 

ℎ Specific enthalpy (J kg-1) 

ℎ���/ℎ��� Effective latent heat of condensation/vaporization (J kg-1) 

ℎ� Heat of fusion (J kg-1) 

ℎ�∗  Effective mass-transfer coefficient, in the presence of mass transfer (kg m-3 s-1) 

ℎ�� Heat-transfer coefficient with interface resistance (W m-2 K-1) 

ℎ������ Interface resistance heat-transfer coefficient between crust and structure (W m-2 
K-1) 

ℎ���� Structure-side heat-transfer coefficient with interface resistance (W m-2 K-1) 

ℎ������ Liquid-side heat-transfer coefficient with interface resistance (W m-2 K-1) 

ℎ� Liquid-side heat-transfer coefficient (W m-2 K-1) 

ℎ�� Heat of vaporization (J kg-1) 

ℎ� Normalized decay heat energy fraction, defined as the precursor concentration 
times energy release for decay heat 

ℎ�(0) Initial normalized decay heat energy fraction 
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𝑝𝑝��� EOS pressure (Pa) 

𝑄𝑄��  Specific internal energy source due to inter-cell heat transfer (W kg-1) 

𝑄𝑄�(ℎ, 𝑎𝑎, 𝑎𝑎𝑎) Specific internal energy source due to heat transfer (h: heat-transfer coefficient, a: 
binary contact area, 𝑎𝑎𝑎: temperature difference) (W kg-1) 

𝑄𝑄�(Γ�) Specific internal energy source due to mass transfer (W kg-1) 

𝑄𝑄� Specific internal energy source due to nuclear heating (W kg-1) 

𝑄𝑄�� Specific power (internal energy generation rate) for material m (W kg-1) 

𝑄𝑄��� Specific power adjusted for decay heat contribution for material m (W kg-1) 

𝑞𝑞 Heat transfer rate, heat flux (W m-2) 

𝒒𝒒�,� Heat fluxes in intra-cell heat transfer (W m-2) 

𝑅𝑅 Radius of fluid particle (solid particle, droplet, bubble) (m) 

𝑅𝑅 Gas constant (J kg-1 K-1) 

𝑅𝑅 Correction factor to take into account the effects of noncondensable gases and 
multicomponent mixture 

𝑅𝑅� Correction factor to account for diffusion-limited mass transfer behavior 

𝑅𝑅�� Thermal resistance of a single contact point (W-1 m2 K) 

Re Reynolds number 

𝑟𝑟 Radius, radial direction (m) 

𝑟𝑟 Spatial coordinates, (r, z) for 2D or (x, y, z) for 3D 

(𝑟𝑟, 𝑟𝑟) Radial and axial coordinates in 2D 

(𝑟𝑟, 𝑟𝑟, 𝑟𝑟) Radial, azimuthal and axial coordinates in 3D 

𝑆𝑆, 𝑆𝑆 External neutron source 

𝑆𝑆� Multiplication factor to determine effective particle viscosity 

𝑆𝑆�,� Interfacial area source term of interface M for mechanism k (m-1 s-1) 

SS Stainless steel 

T Temperature (K) 

𝑎𝑎� Normalized total power 

𝑎𝑎� Normalized fission power 

𝑎𝑎� Normalized decay heat power 

𝑎𝑎�  Vapor temperature (K) 

𝑎𝑎� Instantaneous contact interface temperature without phase transition (K) 

𝑎𝑎����  Instantaneous contact interface temperature between melt and structure (K) 

𝑎𝑎����  Temperature of supercooling layer (K) 

𝑎𝑎���
�  Average temperature of isotope i in each mesh cell ij (K) 

𝑎𝑎���
� Average temperature of component m in each mesh cell ij (K) 

𝑡𝑡 Time (s) 
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𝑥𝑥 Reaction type 

𝑢𝑢𝑢 𝑢𝑢 Radial and axial velocities in 2D (r, z) cylindrical geometry (m s-1) 

𝑢𝑢𝑢 𝑢𝑢𝑢 𝑢𝑢 Velocities in three directions in 3D (x, y, z) rectangular geometry (m s-1) 

𝑉𝑉� Velocity of field q, representing either u, w or v (m s-1) 

𝑉𝑉� Average neutron velocity in energy group g (m s-1) 

𝑉𝑉�� Volume of mesh cell ij (m 3) 

𝒗𝒗� Velocity (vector) of velocity field q (m s-1) 

𝑽𝑽𝑽𝑽� Virtual mass term (vector) for velocity field q 

W Pressure-volume work term (J) 

W Molecular weight (kg mol-1) 

W Thickness of liquid film, crust or can wall (m) 

𝑊𝑊��𝑢��� Minimum stable crust thickness (m) 

𝑊𝑊��𝑢���
��  User-specified minimum stable crust thickness on a flat surface (m) 

𝜔𝜔� Solid angle (area) of angular discrete-ordinate m 

X Addition to the liquid equations when the vapor pressure-volume work term is 
zero 

X Fraction left as solid cladding or can wall after structure breakup 

(𝑥𝑥𝑢 𝑥𝑥𝑥 Cartesian (rectangular) coordinates in 2D geometry 

(𝑥𝑥𝑢 𝑥𝑥𝑢 𝑥𝑥𝑥 Cartesian (rectangular) coordinates in 3D geometry 

𝑥𝑥� Critical compressibility 

Greek symbols 

𝛼𝛼 Volume fraction, void fraction 

𝛼𝛼 Thermal diffusivity (m2 s-1) 

𝛼𝛼� Minimum vapor volume fraction (default: 10-3) 

𝛼𝛼� Vapor volume fraction (= 1 − 𝛼𝛼� − 𝛼𝛼�𝑥 

𝛼𝛼��𝑢 𝛼𝛼�𝑢��� Effective vapor volume fraction (= max[𝛼𝛼�(1 − 𝛼𝛼�𝑥𝑢 1 − 𝛼𝛼� − (1 − 𝛼𝛼�𝑥𝛼𝛼�]𝑥 

𝛼𝛼� Liquid volume fraction 

𝛼𝛼� Volumetric thermal expansion coefficient (K-1) 

𝛼𝛼� Structure volume fraction 

𝛼𝛼�� Energy conversion factor per neutron captured in material m 

𝛼𝛼�� Energy conversion factor per fission in material m 

𝛽𝛽 Thermal expansion coefficient 

𝛽𝛽 Total effective delayed neutron fraction 

𝛽𝛽�� Fraction of can wall area available for lateral fluid flow 

𝛽𝛽� Effective delayed neutron fraction for delayed neutron group d 

 

𝑝𝑝��� EOS pressure (Pa) 

𝑄𝑄��  Specific internal energy source due to inter-cell heat transfer (W kg-1) 

𝑄𝑄�(ℎ, 𝑎𝑎, 𝑎𝑎𝑎) Specific internal energy source due to heat transfer (h: heat-transfer coefficient, a: 
binary contact area, 𝑎𝑎𝑎: temperature difference) (W kg-1) 

𝑄𝑄�(Γ�) Specific internal energy source due to mass transfer (W kg-1) 

𝑄𝑄� Specific internal energy source due to nuclear heating (W kg-1) 

𝑄𝑄�� Specific power (internal energy generation rate) for material m (W kg-1) 

𝑄𝑄��� Specific power adjusted for decay heat contribution for material m (W kg-1) 

𝑞𝑞 Heat transfer rate, heat flux (W m-2) 

𝒒𝒒�,� Heat fluxes in intra-cell heat transfer (W m-2) 

𝑅𝑅 Radius of fluid particle (solid particle, droplet, bubble) (m) 

𝑅𝑅 Gas constant (J kg-1 K-1) 

𝑅𝑅 Correction factor to take into account the effects of noncondensable gases and 
multicomponent mixture 

𝑅𝑅� Correction factor to account for diffusion-limited mass transfer behavior 

𝑅𝑅�� Thermal resistance of a single contact point (W-1 m2 K) 

Re Reynolds number 

𝑟𝑟 Radius, radial direction (m) 

𝑟𝑟 Spatial coordinates, (r, z) for 2D or (x, y, z) for 3D 

(𝑟𝑟, 𝑟𝑟) Radial and axial coordinates in 2D 

(𝑟𝑟, 𝑟𝑟, 𝑟𝑟) Radial, azimuthal and axial coordinates in 3D 

𝑆𝑆, 𝑆𝑆 External neutron source 

𝑆𝑆� Multiplication factor to determine effective particle viscosity 

𝑆𝑆�,� Interfacial area source term of interface M for mechanism k (m-1 s-1) 

SS Stainless steel 

T Temperature (K) 

𝑎𝑎� Normalized total power 

𝑎𝑎� Normalized fission power 

𝑎𝑎� Normalized decay heat power 

𝑎𝑎�  Vapor temperature (K) 

𝑎𝑎� Instantaneous contact interface temperature without phase transition (K) 

𝑎𝑎����  Instantaneous contact interface temperature between melt and structure (K) 

𝑎𝑎����  Temperature of supercooling layer (K) 

𝑎𝑎���
�  Average temperature of isotope i in each mesh cell ij (K) 

𝑎𝑎���
� Average temperature of component m in each mesh cell ij (K) 

𝑡𝑡 Time (s) 
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𝛽𝛽�� Effective decay heat power fraction in decay heat group n 

𝛽𝛽�� Total effective decay heat power fraction in decay heat group n (optional input) 

𝛽𝛽� Adiabatic compressibility (Pa-1) 

𝛽𝛽� Isothermal compressibility (Pa-1) 

Γ� Mass-transfer rate per unit volume from component m (kg m-3 s-1) 

𝛾𝛾 Calculated value of the constant used in the quasistatic method to separate the 
neutron flux into amplitude and shape functions, calculated quasistatic constraint 

Δ𝐸𝐸� Net energy outflow for component r (J) 

Δ𝑀𝑀� Net mass outflow for component m (kg) 

Δ𝑇𝑇��� Supercooling temperature with no phase transition (K) 

Δ𝑇𝑇�� Supercooling temperature (K) 

Δ𝑡𝑡 Time step size (s) 

𝛿𝛿�� Kronecker delta operator 

2𝛿𝛿� Thermal penetration length of structure material M (m) 

𝜀𝜀��� Residual error in pressure in Step 3 pressure iteration (Pa) 

𝜀𝜀� Convergence precision for the velocity iterations in Steps 2 and 4 

𝜖𝜖� Convergence criterion for residual error in pressure in Step 3 pressure iteration 

𝜖𝜖� Convergence criterion for residual error in vapor internal energy in Step 3 pressure 
iteration 

𝜖𝜖� Convergence criterion for residual error in mass conservation in Step 3 pressure 
iteration 

𝜁𝜁 Coordinate indicator (=1 for cylindrical geometry, =0 for rectangular geometry) 

Θ� Interfacial energy production per unit mass for an energy component belonging to 
momentum field q (W kg-1) 

𝜅𝜅 Thermal conductivity (W m-1 K-1) 

𝜅𝜅 Viscosity ratio: 𝜅𝜅 𝜅 𝜅𝜅�� 𝜅𝜅��⁄  

𝜅𝜅�𝜆� Turbulent thermal conductivity evaluated by Prandtl’s mixing length theory (W m-
1 K-1) 

Λ Neutron generation time (s) 

𝜆𝜆𝜆 𝜆𝜆𝜆 𝜆𝜆 Spatial indexes (𝜆𝜆𝜆𝜅 (𝑖𝑖 𝜆 𝑖𝑖2𝜆 𝑖𝑖𝜆 𝑖𝑖), 𝜆𝜆𝜆𝜅 (𝑖𝑖𝜆 𝑖𝑖 𝜆 𝑖𝑖2𝜆 𝑖𝑖)𝜆 𝜆𝜆𝜆𝜅 (𝑖𝑖𝜆 𝑖𝑖𝜆 𝑖𝑖 𝜆 𝑖𝑖2)) 

𝜆𝜆� Decay constant for delayed neutron precursor group d (s-1) 

𝜆𝜆�� Decay constant for decay heat for decay heat group n (s-1) 

𝜅𝜅 Viscosity (Pa s) 

𝜅𝜅� Mixture viscosity of velocity field q (Pa s) 

𝜈𝜈 Kinematic viscosity (m2 s-1) 

𝜈𝜈� Delayed neutron yield per fission 

𝜈𝜈��  Isotope-wise delayed neutron yield per fission 
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𝜈𝜈� Total neutron yield per fission (𝜈𝜈� = 𝜈𝜈� + 𝜈𝜈�) 

𝜈𝜈� Prompt neutron yield per fission 

𝜈𝜈� Speed of sound (m s-1) 

𝜉𝜉 Spatial index representing either 𝜆𝜆, 𝜏𝜏 or 𝜃𝜃 

𝜉𝜉 Ratio of a contact point radius to separation distance 

𝜌𝜌 Microscopic (EOS) density 

𝜌𝜌 Ratio of discrete contact point radius to separation distance 

�̅�𝜌 Macroscopic (smeared) density (kg m-3) 

Σ� Macroscopic cross section of reaction type x 

𝜎𝜎 Surface tension (kg m-2) 

𝜎𝜎 Microscopic cross section 

𝜎𝜎� Effective self-shielded microscopic cross section 

𝜎𝜎� Background cross section 

𝜎𝜎�,��  Infinitely-dilute cross section of reaction type x for isotope i (input) 

𝜏𝜏��� Time constant of structure thermal response (s-1) 

𝜏𝜏��
�  Contact timescale for droplet components i and j in dispersed flow (s) 

𝝉𝝉�� Viscous stress tensor used to calculate viscous drag terms 

𝜐𝜐 Specific volume (= 1 𝜌𝜌⁄ ) (m3 kg-1) 

Φ Neutron scalar flux (m-2) 

Φ∗ Integrated adjoint neutron flux 

𝜙𝜙 Phase (single or two) 

𝜙𝜙 Scalar flux shape function 

𝜒𝜒� Delayed neutron emission spectrum from delayed neutron precursor group d 

𝜒𝜒� Prompt neutron fission emission spectrum 

Ψ Angular neutron flux per unit volume 

𝜓𝜓 Angular flux shape function 

Ω��⃗  Angular direction of motion 

ω Mass fractions of vapor species 

𝜔𝜔� Solid angle (area) of angular discrete-ordinate m 

Superscripts and subscripts 

B Bubbly region, bubbly flow regime 

BR Mass transfer due to structure breakup 

C, c, CP, cp Continuous phase 

Con Saturated liquid (condensate) 

𝐶𝐶𝐶𝐶 Continuous phase 

 

𝛽𝛽�� Effective decay heat power fraction in decay heat group n 

𝛽𝛽�� Total effective decay heat power fraction in decay heat group n (optional input) 

𝛽𝛽� Adiabatic compressibility (Pa-1) 

𝛽𝛽� Isothermal compressibility (Pa-1) 

Γ� Mass-transfer rate per unit volume from component m (kg m-3 s-1) 

𝛾𝛾 Calculated value of the constant used in the quasistatic method to separate the 
neutron flux into amplitude and shape functions, calculated quasistatic constraint 

Δ𝐸𝐸� Net energy outflow for component r (J) 

Δ𝑀𝑀� Net mass outflow for component m (kg) 

Δ𝑇𝑇��� Supercooling temperature with no phase transition (K) 

Δ𝑇𝑇�� Supercooling temperature (K) 

Δ𝑡𝑡 Time step size (s) 

𝛿𝛿�� Kronecker delta operator 

2𝛿𝛿� Thermal penetration length of structure material M (m) 

𝜀𝜀��� Residual error in pressure in Step 3 pressure iteration (Pa) 

𝜀𝜀� Convergence precision for the velocity iterations in Steps 2 and 4 

𝜖𝜖� Convergence criterion for residual error in pressure in Step 3 pressure iteration 

𝜖𝜖� Convergence criterion for residual error in vapor internal energy in Step 3 pressure 
iteration 

𝜖𝜖� Convergence criterion for residual error in mass conservation in Step 3 pressure 
iteration 

𝜁𝜁 Coordinate indicator (=1 for cylindrical geometry, =0 for rectangular geometry) 

Θ� Interfacial energy production per unit mass for an energy component belonging to 
momentum field q (W kg-1) 

𝜅𝜅 Thermal conductivity (W m-1 K-1) 

𝜅𝜅 Viscosity ratio: 𝜅𝜅 𝜅 𝜅𝜅�� 𝜅𝜅��⁄  

𝜅𝜅�𝜆� Turbulent thermal conductivity evaluated by Prandtl’s mixing length theory (W m-
1 K-1) 

Λ Neutron generation time (s) 

𝜆𝜆𝜆 𝜆𝜆𝜆 𝜆𝜆 Spatial indexes (𝜆𝜆𝜆𝜅 (𝑖𝑖 𝜆 𝑖𝑖2𝜆 𝑖𝑖𝜆 𝑖𝑖), 𝜆𝜆𝜆𝜅 (𝑖𝑖𝜆 𝑖𝑖 𝜆 𝑖𝑖2𝜆 𝑖𝑖)𝜆 𝜆𝜆𝜆𝜅 (𝑖𝑖𝜆 𝑖𝑖𝜆 𝑖𝑖 𝜆 𝑖𝑖2)) 

𝜆𝜆� Decay constant for delayed neutron precursor group d (s-1) 

𝜆𝜆�� Decay constant for decay heat for decay heat group n (s-1) 

𝜅𝜅 Viscosity (Pa s) 

𝜅𝜅� Mixture viscosity of velocity field q (Pa s) 

𝜈𝜈 Kinematic viscosity (m2 s-1) 

𝜈𝜈� Delayed neutron yield per fission 

𝜈𝜈��  Isotope-wise delayed neutron yield per fission 
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Crt Critical point 

c, cr Crust, crusted region 

c Capture 

cd Between continuous and discontinuous (dispersed) phases 

cS Between continuous phase and structure 

D Dilute vapor 

D, d Discontinuous phase, dispersed region, dispersed flow regime 

d Delayed neutron group 

dS Between discontinuous phase and structure 

EQ Equilibrium mass transfer 

f Fission 

G, g Vapor mixture, vapor phase, gas, vapor state 

g Neutron energy group 

h Decay heat group 

I Interface quantity 

IC Internal circulation of fluid particle 

IC Inter-cell heat transfer 

IR Interface resistance 

i Isotope 

ij Fluid-dynamics mesh cell index, (i, j) for 2D or (i, k, j) for 3D 
ikj Fluid-dynamics mesh cell index, (i, k, j) for 3D geometry 
ij Neutronics mesh cell index, (i, j) for 2D or (i, k, j) for 3D
ijg Neutronics mesh cell and energy group indexes
k Iteration index 

L, l Liquid component, liquid state 

Liq Liquidus point 

M Energy component, vapor material 

m Density component, material, component 

m Melting point 

NE Non-equilibrium mass transfer 

n Beginning of time step, previous time step 

n+1 End of time step, current time step 

nocr Noncrusted region 

OS Oscillation of fluid particle
p Particle 
p Prompt neutron 
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q Velocity field (momentum component) 

qq’ Between velocity fields q and q’ 

qS Between velocity field q and structure 

REL Fission gas release
S, s Structure component, solid state 

SS Structure surface 

Sat Saturation 

Sol Solidus point 

s Scattering 

sc Supercooling temperature 

scl Supercooling layer 

tran Transition flow regime 

Vap Saturated vapor 

t Total 
+ No pressure dependence 

 

 
 

 

 

Crt Critical point 

c, cr Crust, crusted region 

c Capture 

cd Between continuous and discontinuous (dispersed) phases 

cS Between continuous phase and structure 

D Dilute vapor 

D, d Discontinuous phase, dispersed region, dispersed flow regime 

d Delayed neutron group 

dS Between discontinuous phase and structure 

EQ Equilibrium mass transfer 

f Fission 

G, g Vapor mixture, vapor phase, gas, vapor state 

g Neutron energy group 

h Decay heat group 

I Interface quantity 

IC Internal circulation of fluid particle 

IC Inter-cell heat transfer 

IR Interface resistance 

i Isotope 

ij Fluid-dynamics mesh cell index, (i, j) for 2D or (i, k, j) for 3D 
ikj Fluid-dynamics mesh cell index, (i, k, j) for 3D geometry 
ij Neutronics mesh cell index, (i, j) for 2D or (i, k, j) for 3D
ijg Neutronics mesh cell and energy group indexes
k Iteration index 

L, l Liquid component, liquid state 

Liq Liquidus point 

M Energy component, vapor material 

m Density component, material, component 

m Melting point 

NE Non-equilibrium mass transfer 

n Beginning of time step, previous time step 

n+1 End of time step, current time step 

nocr Noncrusted region 

OS Oscillation of fluid particle
p Particle 
p Prompt neutron 
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国際単位系（SI）

1024 ヨ タ Ｙ 10-1 デ シ d
1021 ゼ タ Ｚ 10-2 セ ン チ c
1018 エ ク サ Ｅ 10-3 ミ リ m
1015 ペ タ Ｐ 10-6 マイクロ µ
1012 テ ラ Ｔ 10-9 ナ ノ n
109 ギ ガ Ｇ 10-12 ピ コ p
106 メ ガ Ｍ 10-15 フェムト f
103 キ ロ ｋ 10-18 ア ト a
102 ヘ ク ト ｈ 10-21 ゼ プ ト z
101 デ カ da 10-24 ヨ ク ト y

表５．SI 接頭語

名称 記号 SI 単位による値

分 min 1 min=60 s
時 h 1 h =60 min=3600 s
日 d 1 d=24 h=86 400 s
度 ° 1°=(π/180) rad
分 ’ 1’=(1/60)°=(π/10 800) rad
秒 ” 1”=(1/60)’=(π/648 000) rad

ヘクタール ha 1 ha=1 hm2=104m2

リットル L，l 1 L=1 l=1 dm3=103cm3=10-3m3

トン t 1 t=103 kg

表６．SIに属さないが、SIと併用される単位

名称 記号 SI 単位で表される数値

電 子 ボ ル ト eV 1 eV=1.602 176 53(14)×10-19J
ダ ル ト ン Da 1 Da=1.660 538 86(28)×10-27kg
統一原子質量単位 u 1 u=1 Da
天 文 単 位 ua 1 ua=1.495 978 706 91(6)×1011m

表７．SIに属さないが、SIと併用される単位で、SI単位で
表される数値が実験的に得られるもの

名称 記号 SI 単位で表される数値

キ ュ リ ー Ci 1 Ci=3.7×1010Bq
レ ン ト ゲ ン R 1 R = 2.58×10-4C/kg
ラ ド rad 1 rad=1cGy=10-2Gy
レ ム rem 1 rem=1 cSv=10-2Sv
ガ ン マ γ 1γ=1 nT=10-9T
フ ェ ル ミ 1フェルミ=1 fm=10-15m
メートル系カラット 1 メートル系カラット = 0.2 g = 2×10-4kg
ト ル Torr 1 Torr = (101 325/760) Pa
標 準 大 気 圧 atm 1 atm = 101 325 Pa

1 cal=4.1858J（｢15℃｣カロリー），4.1868J
（｢IT｣カロリー），4.184J （｢熱化学｣カロリー）

ミ ク ロ ン µ  1 µ =1µm=10-6m

表10．SIに属さないその他の単位の例

カ ロ リ ー cal

(a)SI接頭語は固有の名称と記号を持つ組立単位と組み合わせても使用できる。しかし接頭語を付した単位はもはや
　コヒーレントではない。
(b)ラジアンとステラジアンは数字の１に対する単位の特別な名称で、量についての情報をつたえるために使われる。

　実際には、使用する時には記号rad及びsrが用いられるが、習慣として組立単位としての記号である数字の１は明
　示されない。
(c)測光学ではステラジアンという名称と記号srを単位の表し方の中に、そのまま維持している。

(d)ヘルツは周期現象についてのみ、ベクレルは放射性核種の統計的過程についてのみ使用される。

(e)セルシウス度はケルビンの特別な名称で、セルシウス温度を表すために使用される。セルシウス度とケルビンの

　 単位の大きさは同一である。したがって、温度差や温度間隔を表す数値はどちらの単位で表しても同じである。

(f)放射性核種の放射能（activity referred to a radionuclide）は、しばしば誤った用語で”radioactivity”と記される。

(g)単位シーベルト（PV,2002,70,205）についてはCIPM勧告2（CI-2002）を参照。

（a）量濃度（amount concentration）は臨床化学の分野では物質濃度

　　（substance concentration）ともよばれる。
（b）これらは無次元量あるいは次元１をもつ量であるが、そのこと
 　　を表す単位記号である数字の１は通常は表記しない。

名称 記号
SI 基本単位による

表し方

秒ルカスパ度粘 Pa s m-1 kg s-1

力 の モ ー メ ン ト ニュートンメートル N m m2 kg s-2

表 面 張 力 ニュートン毎メートル N/m kg s-2

角 速 度 ラジアン毎秒 rad/s m m-1 s-1=s-1

角 加 速 度 ラジアン毎秒毎秒 rad/s2 m m-1 s-2=s-2

熱 流 密 度 , 放 射 照 度 ワット毎平方メートル W/m2 kg s-3

熱 容 量 , エ ン ト ロ ピ ー ジュール毎ケルビン J/K m2 kg s-2 K-1

比熱容量，比エントロピー ジュール毎キログラム毎ケルビン J/(kg K) m2 s-2 K-1

比 エ ネ ル ギ ー ジュール毎キログラム J/kg m2 s-2

熱 伝 導 率 ワット毎メートル毎ケルビン W/(m K) m kg s-3 K-1

体 積 エ ネ ル ギ ー ジュール毎立方メートル J/m3 m-1 kg s-2

電 界 の 強 さ ボルト毎メートル V/m m kg s-3 A-1

電 荷 密 度 クーロン毎立方メートル C/m3 m-3 s A
表 面 電 荷 クーロン毎平方メートル C/m2 m-2 s A
電 束 密 度 ， 電 気 変 位 クーロン毎平方メートル C/m2 m-2 s A
誘 電 率 ファラド毎メートル F/m m-3 kg-1 s4 A2

透 磁 率 ヘンリー毎メートル H/m m kg s-2 A-2

モ ル エ ネ ル ギ ー ジュール毎モル J/mol m2 kg s-2 mol-1

モルエントロピー, モル熱容量ジュール毎モル毎ケルビン J/(mol K) m2 kg s-2 K-1 mol-1

照射線量（Ｘ線及びγ線） クーロン毎キログラム C/kg kg-1 s A
吸 収 線 量 率 グレイ毎秒 Gy/s m2 s-3

放 射 強 度 ワット毎ステラジアン W/sr m4 m-2 kg s-3=m2 kg s-3

放 射 輝 度 ワット毎平方メートル毎ステラジアン W/(m2 sr) m2 m-2 kg s-3=kg s-3

酵 素 活 性 濃 度 カタール毎立方メートル kat/m3 m-3 s-1 mol

表４．単位の中に固有の名称と記号を含むSI組立単位の例

組立量
SI 組立単位

名称 記号

面 積 平方メートル m2

体 積 立方メートル m3

速 さ ， 速 度 メートル毎秒 m/s
加 速 度 メートル毎秒毎秒 m/s2

波 数 毎メートル m-1

密 度 ， 質 量 密 度 キログラム毎立方メートル kg/m3

面 積 密 度 キログラム毎平方メートル kg/m2

比 体 積 立方メートル毎キログラム m3/kg
電 流 密 度 アンペア毎平方メートル A/m2

磁 界 の 強 さ アンペア毎メートル A/m
量 濃 度 (a) ， 濃 度 モル毎立方メートル mol/m3

質 量 濃 度 キログラム毎立方メートル kg/m3

輝 度 カンデラ毎平方メートル cd/m2

屈 折 率 (b) （数字の）　１ 1
比 透 磁 率 (b) （数字の）　１ 1

組立量
SI 組立単位

表２．基本単位を用いて表されるSI組立単位の例

名称 記号
他のSI単位による

表し方
SI基本単位による

表し方
平 面 角 ラジアン(ｂ) rad 1（ｂ） m/m
立 体 角 ステラジアン(ｂ) sr(c) 1（ｂ） m2/m2

周 波 数 ヘルツ（ｄ） Hz s-1

ントーュニ力 N m kg s-2

圧 力 , 応 力 パスカル Pa N/m2 m-1 kg s-2

エ ネ ル ギ ー , 仕 事 , 熱 量 ジュール J N m m2 kg s-2

仕 事 率 ， 工 率 ， 放 射 束 ワット W J/s m2 kg s-3

電 荷 , 電 気 量 クーロン A sC
電 位 差 （ 電 圧 ） , 起 電 力 ボルト V W/A m2 kg s-3 A-1

静 電 容 量 ファラド F C/V m-2 kg-1 s4 A2

電 気 抵 抗 オーム Ω V/A m2 kg s-3 A-2

コ ン ダ ク タ ン ス ジーメンス S A/V m-2 kg-1 s3 A2

バーエウ束磁 Wb Vs m2 kg s-2 A-1

磁 束 密 度 テスラ T Wb/m2 kg s-2 A-1

イ ン ダ ク タ ン ス ヘンリー H Wb/A m2 kg s-2 A-2

セ ル シ ウ ス 温 度 セルシウス度(ｅ) ℃ K
ンメール束光 lm cd sr(c) cd

スクル度照 lx lm/m2 m-2 cd
放射性核種の放射能（ ｆ ） ベクレル（ｄ） Bq s-1

吸収線量, 比エネルギー分与,
カーマ

グレイ Gy J/kg m2 s-2

線量当量, 周辺線量当量,
方向性線量当量, 個人線量当量

シーベルト（ｇ） Sv J/kg m2 s-2

酸 素 活 性 カタール kat s-1 mol

表３．固有の名称と記号で表されるSI組立単位
SI 組立単位

組立量

名称 記号 SI 単位で表される数値

バ ー ル bar １bar=0.1MPa=100 kPa=105Pa
水銀柱ミリメートル mmHg １mmHg≈133.322Pa
オングストローム Å １Å=0.1nm=100pm=10-10m
海 里 Ｍ １M=1852m
バ ー ン b １b=100fm2=(10-12cm)  =10-28m22

ノ ッ ト kn １kn=(1852/3600)m/s
ネ ー パ Np
ベ ル Ｂ

デ シ ベ ル dB       

表８．SIに属さないが、SIと併用されるその他の単位

SI単位との数値的な関係は、
　　　　対数量の定義に依存。

名称 記号

長 さ メ ー ト ル m
質 量 キログラム kg
時 間 秒 s
電 流 ア ン ペ ア A
熱力学温度 ケ ル ビ ン K
物 質 量 モ ル mol
光 度 カ ン デ ラ cd

基本量
SI 基本単位

表１．SI 基本単位

名称 記号 SI 単位で表される数値

エ ル グ erg 1 erg=10-7 J
ダ イ ン dyn 1 dyn=10-5N
ポ ア ズ P 1 P=1 dyn s cm-2=0.1Pa s
ス ト ー ク ス St 1 St =1cm2 s-1=10-4m2 s-1

ス チ ル ブ sb 1 sb =1cd cm-2=104cd m-2

フ ォ ト ph 1 ph=1cd sr cm-2 =104lx
ガ ル Gal 1 Gal =1cm s-2=10-2ms-2

マ ク ス ウ エ ル Mx 1 Mx = 1G cm2=10-8Wb
ガ ウ ス G 1 G =1Mx cm-2 =10-4T
エルステッド（ ａ ） Oe 1 Oe　  (103/4π)A m-1

表９．固有の名称をもつCGS組立単位

（a）３元系のCGS単位系とSIでは直接比較できないため、等号「　　 」

　　 は対応関係を示すものである。
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乗数 名称 名称記号 記号乗数



国際単位系（SI）

1024 ヨ タ Ｙ 10-1 デ シ d
1021 ゼ タ Ｚ 10-2 セ ン チ c
1018 エ ク サ Ｅ 10-3 ミ リ m
1015 ペ タ Ｐ 10-6 マイクロ µ
1012 テ ラ Ｔ 10-9 ナ ノ n
109 ギ ガ Ｇ 10-12 ピ コ p
106 メ ガ Ｍ 10-15 フェムト f
103 キ ロ ｋ 10-18 ア ト a
102 ヘ ク ト ｈ 10-21 ゼ プ ト z
101 デ カ da 10-24 ヨ ク ト y

表５．SI 接頭語

名称 記号 SI 単位による値

分 min 1 min=60 s
時 h 1 h =60 min=3600 s
日 d 1 d=24 h=86 400 s
度 ° 1°=(π/180) rad
分 ’ 1’=(1/60)°=(π/10 800) rad
秒 ” 1”=(1/60)’=(π/648 000) rad

ヘクタール ha 1 ha=1 hm2=104m2

リットル L，l 1 L=1 l=1 dm3=103cm3=10-3m3

トン t 1 t=103 kg

表６．SIに属さないが、SIと併用される単位

名称 記号 SI 単位で表される数値

電 子 ボ ル ト eV 1 eV=1.602 176 53(14)×10-19J
ダ ル ト ン Da 1 Da=1.660 538 86(28)×10-27kg
統一原子質量単位 u 1 u=1 Da
天 文 単 位 ua 1 ua=1.495 978 706 91(6)×1011m

表７．SIに属さないが、SIと併用される単位で、SI単位で
表される数値が実験的に得られるもの

名称 記号 SI 単位で表される数値

キ ュ リ ー Ci 1 Ci=3.7×1010Bq
レ ン ト ゲ ン R 1 R = 2.58×10-4C/kg
ラ ド rad 1 rad=1cGy=10-2Gy
レ ム rem 1 rem=1 cSv=10-2Sv
ガ ン マ γ 1γ=1 nT=10-9T
フ ェ ル ミ 1フェルミ=1 fm=10-15m
メートル系カラット 1 メートル系カラット = 0.2 g = 2×10-4kg
ト ル Torr 1 Torr = (101 325/760) Pa
標 準 大 気 圧 atm 1 atm = 101 325 Pa

1 cal=4.1858J（｢15℃｣カロリー），4.1868J
（｢IT｣カロリー），4.184J （｢熱化学｣カロリー）

ミ ク ロ ン µ  1 µ =1µm=10-6m

表10．SIに属さないその他の単位の例

カ ロ リ ー cal

(a)SI接頭語は固有の名称と記号を持つ組立単位と組み合わせても使用できる。しかし接頭語を付した単位はもはや
　コヒーレントではない。
(b)ラジアンとステラジアンは数字の１に対する単位の特別な名称で、量についての情報をつたえるために使われる。

　実際には、使用する時には記号rad及びsrが用いられるが、習慣として組立単位としての記号である数字の１は明
　示されない。
(c)測光学ではステラジアンという名称と記号srを単位の表し方の中に、そのまま維持している。

(d)ヘルツは周期現象についてのみ、ベクレルは放射性核種の統計的過程についてのみ使用される。

(e)セルシウス度はケルビンの特別な名称で、セルシウス温度を表すために使用される。セルシウス度とケルビンの

　 単位の大きさは同一である。したがって、温度差や温度間隔を表す数値はどちらの単位で表しても同じである。

(f)放射性核種の放射能（activity referred to a radionuclide）は、しばしば誤った用語で”radioactivity”と記される。

(g)単位シーベルト（PV,2002,70,205）についてはCIPM勧告2（CI-2002）を参照。

（a）量濃度（amount concentration）は臨床化学の分野では物質濃度

　　（substance concentration）ともよばれる。
（b）これらは無次元量あるいは次元１をもつ量であるが、そのこと
 　　を表す単位記号である数字の１は通常は表記しない。

名称 記号
SI 基本単位による

表し方

秒ルカスパ度粘 Pa s m-1 kg s-1

力 の モ ー メ ン ト ニュートンメートル N m m2 kg s-2

表 面 張 力 ニュートン毎メートル N/m kg s-2

角 速 度 ラジアン毎秒 rad/s m m-1 s-1=s-1

角 加 速 度 ラジアン毎秒毎秒 rad/s2 m m-1 s-2=s-2

熱 流 密 度 , 放 射 照 度 ワット毎平方メートル W/m2 kg s-3

熱 容 量 , エ ン ト ロ ピ ー ジュール毎ケルビン J/K m2 kg s-2 K-1

比熱容量，比エントロピー ジュール毎キログラム毎ケルビン J/(kg K) m2 s-2 K-1

比 エ ネ ル ギ ー ジュール毎キログラム J/kg m2 s-2

熱 伝 導 率 ワット毎メートル毎ケルビン W/(m K) m kg s-3 K-1

体 積 エ ネ ル ギ ー ジュール毎立方メートル J/m3 m-1 kg s-2

電 界 の 強 さ ボルト毎メートル V/m m kg s-3 A-1

電 荷 密 度 クーロン毎立方メートル C/m3 m-3 s A
表 面 電 荷 クーロン毎平方メートル C/m2 m-2 s A
電 束 密 度 ， 電 気 変 位 クーロン毎平方メートル C/m2 m-2 s A
誘 電 率 ファラド毎メートル F/m m-3 kg-1 s4 A2

透 磁 率 ヘンリー毎メートル H/m m kg s-2 A-2

モ ル エ ネ ル ギ ー ジュール毎モル J/mol m2 kg s-2 mol-1

モルエントロピー, モル熱容量ジュール毎モル毎ケルビン J/(mol K) m2 kg s-2 K-1 mol-1

照射線量（Ｘ線及びγ線） クーロン毎キログラム C/kg kg-1 s A
吸 収 線 量 率 グレイ毎秒 Gy/s m2 s-3

放 射 強 度 ワット毎ステラジアン W/sr m4 m-2 kg s-3=m2 kg s-3

放 射 輝 度 ワット毎平方メートル毎ステラジアン W/(m2 sr) m2 m-2 kg s-3=kg s-3

酵 素 活 性 濃 度 カタール毎立方メートル kat/m3 m-3 s-1 mol

表４．単位の中に固有の名称と記号を含むSI組立単位の例

組立量
SI 組立単位

名称 記号

面 積 平方メートル m2

体 積 立方メートル m3

速 さ ， 速 度 メートル毎秒 m/s
加 速 度 メートル毎秒毎秒 m/s2

波 数 毎メートル m-1

密 度 ， 質 量 密 度 キログラム毎立方メートル kg/m3

面 積 密 度 キログラム毎平方メートル kg/m2

比 体 積 立方メートル毎キログラム m3/kg
電 流 密 度 アンペア毎平方メートル A/m2

磁 界 の 強 さ アンペア毎メートル A/m
量 濃 度 (a) ， 濃 度 モル毎立方メートル mol/m3

質 量 濃 度 キログラム毎立方メートル kg/m3

輝 度 カンデラ毎平方メートル cd/m2

屈 折 率 (b) （数字の）　１ 1
比 透 磁 率 (b) （数字の）　１ 1

組立量
SI 組立単位

表２．基本単位を用いて表されるSI組立単位の例

名称 記号
他のSI単位による

表し方
SI基本単位による

表し方
平 面 角 ラジアン(ｂ) rad 1（ｂ） m/m
立 体 角 ステラジアン(ｂ) sr(c) 1（ｂ） m2/m2

周 波 数 ヘルツ（ｄ） Hz s-1

ントーュニ力 N m kg s-2

圧 力 , 応 力 パスカル Pa N/m2 m-1 kg s-2

エ ネ ル ギ ー , 仕 事 , 熱 量 ジュール J N m m2 kg s-2

仕 事 率 ， 工 率 ， 放 射 束 ワット W J/s m2 kg s-3

電 荷 , 電 気 量 クーロン A sC
電 位 差 （ 電 圧 ） , 起 電 力 ボルト V W/A m2 kg s-3 A-1

静 電 容 量 ファラド F C/V m-2 kg-1 s4 A2

電 気 抵 抗 オーム Ω V/A m2 kg s-3 A-2

コ ン ダ ク タ ン ス ジーメンス S A/V m-2 kg-1 s3 A2

バーエウ束磁 Wb Vs m2 kg s-2 A-1

磁 束 密 度 テスラ T Wb/m2 kg s-2 A-1

イ ン ダ ク タ ン ス ヘンリー H Wb/A m2 kg s-2 A-2

セ ル シ ウ ス 温 度 セルシウス度(ｅ) ℃ K
ンメール束光 lm cd sr(c) cd

スクル度照 lx lm/m2 m-2 cd
放射性核種の放射能（ ｆ ） ベクレル（ｄ） Bq s-1

吸収線量, 比エネルギー分与,
カーマ

グレイ Gy J/kg m2 s-2

線量当量, 周辺線量当量,
方向性線量当量, 個人線量当量

シーベルト（ｇ） Sv J/kg m2 s-2

酸 素 活 性 カタール kat s-1 mol

表３．固有の名称と記号で表されるSI組立単位
SI 組立単位

組立量

名称 記号 SI 単位で表される数値

バ ー ル bar １bar=0.1MPa=100 kPa=105Pa
水銀柱ミリメートル mmHg １mmHg≈133.322Pa
オングストローム Å １Å=0.1nm=100pm=10-10m
海 里 Ｍ １M=1852m
バ ー ン b １b=100fm2=(10-12cm)  =10-28m22

ノ ッ ト kn １kn=(1852/3600)m/s
ネ ー パ Np
ベ ル Ｂ

デ シ ベ ル dB       

表８．SIに属さないが、SIと併用されるその他の単位

SI単位との数値的な関係は、
　　　　対数量の定義に依存。

名称 記号

長 さ メ ー ト ル m
質 量 キログラム kg
時 間 秒 s
電 流 ア ン ペ ア A
熱力学温度 ケ ル ビ ン K
物 質 量 モ ル mol
光 度 カ ン デ ラ cd

基本量
SI 基本単位

表１．SI 基本単位

名称 記号 SI 単位で表される数値

エ ル グ erg 1 erg=10-7 J
ダ イ ン dyn 1 dyn=10-5N
ポ ア ズ P 1 P=1 dyn s cm-2=0.1Pa s
ス ト ー ク ス St 1 St =1cm2 s-1=10-4m2 s-1

ス チ ル ブ sb 1 sb =1cd cm-2=104cd m-2

フ ォ ト ph 1 ph=1cd sr cm-2 =104lx
ガ ル Gal 1 Gal =1cm s-2=10-2ms-2

マ ク ス ウ エ ル Mx 1 Mx = 1G cm2=10-8Wb
ガ ウ ス G 1 G =1Mx cm-2 =10-4T
エルステッド（ ａ ） Oe 1 Oe　  (103/4π)A m-1

表９．固有の名称をもつCGS組立単位

（a）３元系のCGS単位系とSIでは直接比較できないため、等号「　　 」

　　 は対応関係を示すものである。
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