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This report provides an overview of the research and development activities of the Center for
Computational Science & e-Systems (CCSE), JAEA in fiscal year 2006 (April 1, 2006 — March
31, 2007). These research and development activities have been performed by the Simulation
Technology Research and Development Office and the Computer Science Research and
Development Office. The primary results of the research and development activities are the
development of simulation techniques for a virtual earthquake testbed, an intelligent
infrastructure for atomic energy research, computational biological disciplines to predict DNA
repair function of protein, and material models for a neutron detection device, crack propagation,

and gas bubble formation in nuclear fuel.
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Foreword

On October 2005, The Center for Computational Science & e-Systems (CCSE) had been
reorganized and R&D activities based on a five-year midterm plan have started, which include
development of numerical earthquake testbed and advanced information infrastructure for atomic
energy research, identification of DNA-repairing proteins, and simulation of various nuclear

materials and devices.

In fiscal year 2006, which was the second year of the midterm R&D plan, these research
activities have made considerable progresses. It is our pleasure to publish an annual report of
these activities in fiscal year of 2006. We believe that the research and development in CCSE
becomes quite fruitful through cooperative interactions with other research sections in JAEA and

other organizations.

Toshio Hirayama

Director

Center for Computational Science & e-Systems,
JAEA

vi
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1. CCSE Research and Development Activities

The R&D activities of the four research teams of the JAEA CCSE are described in the
following subsections. Here, we summarize the primary results of these research and

development activities.

® Computational Vibration Science for Atomic Energy Research
Since nuclear plants are very large structures, a full-scale earthquake testbed cannot be
used to evaluate their aseismic capacity. We have been developing a numerical testbed
to realize virtual vibration tests of nuclear plants in supercomputers. In fiscal year 2006,
we developed a computational framework for structural dynamics based on a notion
called assembled structure analysis, which realizes an analysis of large structures in a
part-by-part manner. The validity of the framework was tested by simulations based on
large-scale datasets of actual nuclear plants. We have also developed a wave
propagation simulation technique that can be used to evaluate the vibrations of both
local and global structures, and proposed an improved four-node tetrahedral finite
element, which enables high-quality finite-element analysis. Furthermore, as a
fundamental study of aging, we have studied cavitation bubble dynamics in liquid

mercury, a material which has recently been used in some nuclear facilities.

® Fundamental Computer Technology for Atomic Energy Research
For atomic energy research, we have developed an intelligent infrastructure “Atomic
Energy Grid InfraStructure” (AEGIS), which is now used in the nuclear fusion research
as the communication infrastructure for remote experiments, as well as in R&D of the
virtual plant vibration simulator. We also have developed a prototype ITBL-NAREGI
common client API and interoperability system that enables connection between ITBL
and NAREGI.

® Computational Quantum Bioinformatics for Atomic Energy Research
The main cause of irradiation damage to the human body is the corruption of DNA. On
the other hand, some proteins are expected to have DNA-repairing functions that reduce
irradiation damage. We have been attempting to identify the proteins and their genome
sequences. In the fiscal year 2006, we have developed disciplines that can predict the
DNA repair function of a given protein based on computational biology. We have also
developed a fast molecular dynamics simulation program for the prediction of the DNA

repair function.
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® Computational Materials Science for Atomic Energy Research
Nuclear reaction and subsequent neutron irradiation have very unique effects on
materials. Since experiments to examine these effects require unusually large facilities,
numerical simulations have been increasingly used to study these effects, and we have
been numerically studying several effects that are crucial in atomic energy research.
In fiscal year 2006, we simulated a new neutron detection device having a response
speed that is much faster than that of the conventional device, and the calculated
response speed was confirmed by experiments. We also developed a multiscale model
that can reproduce the slow crack propagation velocity of stress corrosion cracking of
metal components inside a nuclear reactor, which is the main cause of ageing, as well as
a new meso-scale computer model that is capable of reproducing gas bubble formation
behavior at the grain boundaries of nuclear fuel, which limits the lifetime of nuclear
fuel.
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1.1 Computational Vibration Science for Atomic Energy Research

1.1.1 Grid-based Large-scale Assembled Structure Analysis of an Entire Nuclear

Plant Complex

The team for the development of the vibration simulator for full-scale nuclear plant is
conducting R&D of large-scale simulation technologies incorporating state-of-the-art
computational and IT technologies for solving the vibration dynamics of a nuclear plant
in its entirety. Specifically, our attention is focused on establishing a vibration simulator
on numerous supercomputers interconnected by a grid.

In order to accurately describe the behavior of an entire plant complex, it is
essential to consider the interactions of the individual parts in the simulation. Thus, it is
necessary to carry out numerical simulations in a part-wise manner. However, since
nuclear plants are generally composed of an enormous number of parts, an extremely
large dataset of parts must be processed, making simulations by conventional techniques
difficult, presuming the use of a single supercomputer. To overcome this difficulty, we
have established:

1. A framework that allows preparation of model data to be carried out in a part-wise
manner, which guarantees high scalability, even for a large model, and allows

part-connection models to be introduced into the integrated simulation of a whole plant.

2. A computing platform that enables extra large-scale whole nuclear plant simulation to
be carried out on a grid computing platform called Atomic Energy Grid InfraStructure
(AEGIS), which is built on high-speed interconnections of dispersed heterogeneous

supercomputers.

The key technology in our R&D is assembled structure analysis (ASA). ASA is
a methodology for analyzing an entire nuclear plant by heterogeneous simulations. As a
first step of ASA-based R&D, we have developed a finite element implementation of
ASA, called FIESTA (Finite Element Structural Analysis for Assembly), to analyze a
nuclear plant as an assembled structure. In the next phase of development, we will take
into consideration the actual interactions among the assembled parts. Our long-term
goal is to provide advanced knowledge for engineering design, maintenance and
operation of nuclear plants through detailed full-scale numerical simulations.

The developed simulation framework, FIESTA, was applied to the static and
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dynamic elastic analyses of the reactor pressure vessel and cooling systems of a nuclear
research facility, the High Temperature engineering Test Reactor (HTTR) at the Oarai
R&D center of JAEA; see Fig. 1.1.1-1. Through such practical applications, the ASA
framework, taking advantage of Grid distributed computing techniques, showed early
success in describing the deformation behaviors of the major components of a nuclear
plant and opened up the possibility of full-scale virtual experimentation of nuclear
plants. Our research was awarded an honorable mention in the HPC Analytics
Challenge held in SCO05, one of the Ilargest international conferences on

high-performance computing.

|
NS

RPV  : Reactor Pressure Vessel

IHX  :Intermediate Heat eXchanger
PPWC : Primary Pressurized Water Cooler
SPWC : Secondary Pressurized Water Cooler
AHX :Auxiliary Heat eXchanger

GC : Gas Circulator

Pipes

Towards a vibration simulator for full-scale nuclear plant: integrated simulation of over 10 million parts

- Distributed assembled structure analysis on Grid -

Fig. 1.1.1-1 Summary of the proposed simulation framework. A new simulation
framework, called the assembled structure analysis (ASA), for analyzing an entire
nuclear plant on a grid infrastructure was proposed and its first implementation
based on the finite element procedures, called FIESTA, was developed. Numerical
examples of the HTTR indicate that our approach would be promising in realizing

the analysis of a nuclear plant in its entirety.
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1.1.2 Vibration Analysis Technology to Handle a Different Wavelength

Since research and development for more reliable inspection of the safety of nuclear
plants is an extremely important problem, we are cooperating with industry to examine
this problem, establishing a special committee of the Atomic Energy Society of Japan.
To solve this problem, a maintenance management experiment or an aging inspection
experiment using an actual nuclear reactor or a nuclear plant under real conditions in a
real environment is necessary. However, this type of experiment has the disadvantages
of high cost and time requirements, and hence, it is not easy to perform such
experiments. Therefore, at the Center for Computational Science and e-systems, we
began a trial of a safe and effective safety evaluation of a nuclear plant employing
computational science technology. As the first step, we are tackling the issue of research
and development of simulation of the three-dimensional vibration of an entire nuclear

plant, which cannot be achieved using an experimental vibration table.

3D NPP Model

uorye[nwig Joinduwo) areds 1M

Building
response
:P
= —
& —
§ Earthquake data
7

:w Earthquake
2 simulation
n

Fig. 1.1.2-1 Vibration simulator for a full-scale nuclear plant. We are developing a
technology to enable the reproduction of various phenomena in nuclear plants by
using a three-dimensional numerical model of an entire plant in a computer

system.
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This technology, referred to as the vibration simulator for a full-scale nuclear
plant, digitizes a three-dimensional model of an entire nuclear plant in a computer and
enables the simulation of various phenomena that occur in a nuclear plant by combining
conventional technologies related to earthquake and ground motions. The calculation of
the resonances of a complicated structure with high precision through vibration analysis
is a critical technology that is required in order to realize this vibration simulator for the
full-scale nuclear plant.

In the resonance phenomenon, the vibration energy of earthquakes is
transmitted as a wave in a structure, leading to the reflection and transmission of the
wave at connections, which are points of discontinuity. This phenomenon repeats itself
at several connections, and the structure is shaken strongly where the energy is
concentrated and the vibration is amplified. Resonance is generated over a wide
frequency range that varies from the vibrations of the entire structure to some local
vibrations of a structural component. Furthermore, in the worst-case scenario, the
resonance may lead to the collapse of the structure within a few seconds. The goal of
the present study is therefore to improve the safety of nuclear plants by analyzing the
resonance state through computational science technology and to provide solutions for

the reduction of resonance in a complicated structure.

Incident wave

<

Impact

Reflected wave

Fig. 1.1.2-2 Wave reflections and transmissions at a connection. The repetition of
reflections and transmissions of the wave, which are generated at points of
discontinuity, such as connections, contribute to the vibration phenomenon of the
structure. The simulation of these waves enables the development of a vibration

reduction plan and preventive measures against vibration.
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It is possible to evaluate the problem of resonance of vibrations in an entire
structure by conventional computational science technology. However, local structural
vibration cannot be evaluated with sufficient precision because the reflected wave
cannot be sufficiently modeled by conventional technology. Therefore, we attempted to
develop a wave propagation simulation technique that can evaluate the vibrations of
local structures as well as those of entire structures. The proposed technique was applied
to a piping structure and was successful in simultaneously treating vibrations in both the
entire structure and the local structure. This technique can be applied to an actual
nuclear plant. As a result, it can be used to calculate the resonances of a complex

structure with high precision and provide solutions for reducing them.
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1.1.3 Development of highly accurate four-node tetrahedra with rotational dofs

With the developments in architectural engineering and mechanical design,
three-dimensional simulations with high accuracy at a lower cost become increasingly
important in the structural engineering field. Because of their suitability for arbitrarily
complex geometries and fully automatic mesh generations, four-node tetrahedral
elements are indispensable to complex finite element structural analysis, for example,
the simulation of an entire nuclear plant.

In the present study, we have investigated the accuracy of the newly developed
four-node tetrahedra, RGNTet4 and GNTet4, by comparison with existing finite
elements. Among the existing elements used in the comparative study, TET4RX and
HT4R are advanced and favorable for the four-node tetrahedra installed in ANSYS®, a
commercial finite element analysis code. These two tetrahedra were proposed by
improving a conventional four-node tetrahedron (Tet4) with the aid of rotational
parameters implemented by extremely complex formulations. The accuracy of these
tetrahedra was demonstrated to be significantly better than Tet4 equipped with only
translational degrees of freedom (dofs). These tetrahedra, however, fare poorly in terms
of accuracy with respect to the conventional 10-node tetrahedron (Tet10).

RGNTet4 and GNTet4 are tetrahedra that we proposed recently based on the
partition of unity method, by which the continuity of displacement between element
boundaries and the implementation of higher-order displacement fields are guaranteed.
Both of the newly developed tetrahedra, as well as TET4RX and HT4R, contain
rotational dofs, which are known as an important parameter for accuracy, and use only
corner nodes. Using the proposed tetrahedra, all spurious zero-energy modes that lead to
non-physical deformation can be suppressed naturally, and no stabilization techniques
or parameters are required. Furthermore, compared with the existing tetrahedra
TET4RX and HT4R, the proposed tetrahedra are much more straightforward in
formulation.

Although the four tetrahedra mentioned above are all equipped with rotational
dofs, they are based on different implementations of rotational dofs, and the effects of
the dofs on accuracy are not yet fully understood. We have therefore attempted to
perform a comparative study focusing on the accuracy and formulations of the four
tetrahedra.

Let us discuss the accuracy of the proposed tetrahedra using simple examples.
Figure 1.1.3-1 shows a curved cantilever beam subjected to a unit in-plane force P; and

a unit out-of-plane force Py at the free end. All of the displacements at the clamped end
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are restrained. The results, including those for Tet4, TetlO, and the conventional
eight-node hexahedron (Hex8) for reference, are summarized in Table 1. TET4RX and
HT4R outperform the displacement-based tetrahedron RGNTet4, but their accuracy is
dependent on the penalty parameter. Furthermore, TET4RX, HT4R, and RGNT4
significantly surpass the low-order elements Tet4 and Hex8 in accuracy, but are inferior
to Tet10. In contrast, GNTet4 has a performance that is equivalent to that of Tet10 and is
better than the performances of the other elements.

The convergence of the L, norms of the error in displacement and energy is
studied for the cantilever beam problem illustrated in Figure 1.1.3-2. The problem
domain is decomposed into cubic blocks, which are subsequently divided into
tetrahedra as shown in Figure 1.1.3-2. The boundary conditions are set as shown in
Figure 1.1.3-2. Figures 1.1.3-3(a) and 1.1.3-3(b) show the convergence plots of the L,
norms of the error in displacement and energy, respectively. GNTet4 shows the typical
convergence behaviors of the conventional quadratic tetrahedron Tet10. RGNTet4 has a
convergence rate between that of Tet10 and that of Tet4. RGNTet4 and GNTet4 have the
expected convergence properties, namely, the convergence of GNTet4 is of quadratic
order, while that of RGNTet4 is of an order between linear and quadratic.

In the present study, we have reported that

(1) GNTet4 and RGNTet4 are not parameter-dependent, require no special

stabilization, and are straightforward in formulation;

(2) GNTet4 and RGNTet4 significantly surpass the conventional elements Tet4 and

Hex8 in accuracy, although they have extremely simple formulations;

(3) GNTet4, RGNTet4, and Tet4 use the same mesh and are consistent in

formulation and computer implementation.

In the future, the newly proposed elements might allow us to accurately simulate the

behavior of an entire nuclear plant.
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Table 1 Numerical results for the curved

beam normalized by the theoretical

solutions.

Element In-loading P;  Out-loading P,

Tetd 0.023 0.005

Tet10 0.716 0.796

Hex8 0.060 0.188

TET4RX(y =1e-6) 0.184 0.690

TET4RX(y =1) 0.040 0.072

HT4R( vy =1e-6) 0.140 0.269

HT4R(y =1) 0.134 0.235

RGNTet4 0.196 0.204

GNTet4 0.974 0.900

The theoretical solutions:
0.08734 for loading P, and 0.50220 for loading P,

Figure 1.1.3-1 Curved beam subjected 7 : Penalty parameter

to a unit force.

Ay

/ L=10 total shear load P =-1
z Boundary condition at x=0:

u=0ax=0
v=0aty=H

w=0 at z=W/2

total shear load P'=-P

Figure 1.1.3-2 Cantilever benchmark problem used in the convergence study.

1.000 - : : : : 1.00 . . . . .
0‘"-\-;
- '0\\ O-h,__%)\
= ™~
2 ot N ~
g = \0
z =
g E
2 5
& oowof 5 010
=z E
e -
E —o— TET4 z St e
= 0001} |—O— RONTed e g —O— RGNTett
-] y
—— GNTET4 —&— GNTET4 %;‘_\__ X s
—¥— TET10 —¥%— TETIO B
0.000 : g : : : 001 : . . . "
1 10 100 1000 10000 100000 1000000 1 10 100 1000 10000 100000 1000000
Degrees of freedom, N Degrees of freedom, N
(a) (b)

Figure 1.1.3-3 Convergence plots for the cantilever problem: Lz error norms of

(a) displacement and (b) energy.
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1.1.4 Numerical study of cavitation bubbles in liquid mercury

Cavitation in liquids, which causes damage (i.e., cavitation erosion) to solid surfaces
and sometimes seriously shortens the lifetime of structural components, is a crucial
issue in many hydraulic machines. When cavitation occurs in a liquid, many vapor or
gas-vapor bubbles, called cavitation bubbles, emerge in the liquid and emit a high-speed
liquid jet toward nearby solid surfaces causing cavitation erosion. The same problem
has been encountered in the field of nuclear science and engineering. Cavitation in
water has sometimes caused the destruction of pipes in nuclear power plants, and
cavitation in liquid mercury poses a serious problem in the development of the
accelerator system at the Japan Proton Accelerator Research Complex (J-PARC).

In the Materials and Life Science Experimental Facility of J-PARC, liquid
mercury is used as the material for the spallation neutron source, in which flowing
liquid mercury is bombarded by pulsed proton beams to produce intense neutron fluxes.
Based on experimental investigations performed at J-PARC, it has been suggested that,
at the moment of bombardment, high-intensity pressure waves are radiated due to an
enormous amount of energy release and that these waves would cause cavitation when
propagating in the mercury. Recently, it was predicted that the cavitation will
significantly reduce the lifetime of the target vessel. The current estimation of the
lifetime is only approximately 30 hours, although the previous estimation, determined
based on radiation embrittlement, was more than 2,500 hours. Thus, a method by which
to predict and suppress cavitation events is now strongly desired.

We have investigated numerically the dynamics of cavitation bubbles in liquid
mercury in order to clarify their characteristics. While a large number of studies have
examined cavitation in water, there have been very few studies on cavitation bubbles in
liquid mercury. Therefore, an analysis of the fundamental characteristics of cavitation
bubbles in liquid mercury is necessary. In the present study, we focused primarily on
the expansion velocity of cavitation bubbles under negative pressure, which is strongly
correlated with the erosion intensity of the bubbles. The theoretical model used in the
numerical study is a Rayleigh-Plesset type nonlinear equation that takes into account the
interaction between bubbles through the pressure waves that the bubbles radiate when
they expand. This model describes the radial motion of interacting spherical bubbles.
Figure 1.1.4-1(a) shows the pressure change in liquid mercury measured at J-PARC,
which was used in our study as the driving force of bubble dynamics. The solid lines in
Fig. 1.1.4-1(b) show an example of the numerical results, in which the interaction of

two cavitation bubbles of small initial radii (15 pum and 10 um) was considered. The
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thick lines denote the multibubble cases, and the thin lines denote the single-bubble
cases, in which bubble-bubble interaction is neglected. In the negative-pressure period,
the bubbles expand explosively, which implies the occurrence of cavitation inception.
Compared to the single-bubble cases, the expansion velocity in the multibubble case is
closer to the experimental data (denoted by the symbols in the same figure), suggesting
that bubble-bubble interaction is responsible for determining the expansion velocity of
cavitation bubbles. The quantitative discrepancy in the multibubble case might be due to

many-bubble effects or an experimental uncertainty caused by the opacity of mercury.

Pressure change [MPa]

Fadius [mm]

Fig. 1.1.4-1 (a) Measured pressure change in liquid mercury and (b) radius-time
curves obtained experimentally (symbols) and numerically (lines). In (b), the thin
lines and the thick lines are for the single-bubble and double-bubble cases,
respectively. The initial radii of the bubbles are 15 pm and 10 pm. The number

shown in (b) indicates the initial radius (um) of the corresponding bubble.
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The numerical results shown above suggest that the expansion velocity is
decreased by bubble-bubble interaction and is time-dependent in multibubble cases even
after the bubble expansion has converged to a quasi steady state. We have proposed a
simple theory to explain this numerical finding. Figure 1.1.4-2 shows the expansion
velocity of isolated and two interacting bubbles having initial radii of 10 pum. The
results obtained by the proposed theory (dashed lines) are in reasonable quantitative
agreement with the full numerical simulation (solid lines) when the bubble expansion is
in the (quasi) steady state. In addition, the theory accurately describes the time
dependence of the expansion velocity in multibubble cases.

As discussed above, the proposed theory provides an accurate prediction of the
expansion velocity, which has a strong correlation with the erosion intensity of
cavitation bubbles. The above-mentioned findings and the theory are now used in the
development of cavitation suppression technology based on gas bubble injection, in
which the interaction of cavitation bubbles with gas bubbles injected into liquid

mercury plays a crucial role [1.1.4-2].

1.2
Isolated
= 1F
El
N 0.8+
'S
<
S 06f ;
= Interacting
Z 0.4}
g
& o2k
0 1 1 1
0 0.5 1 1.5 2
Time [ms]

Fig. 1.1.4-2 Expansion velocity of an isolated bubble and two interacting bubbles,
each having an initial radius of 10 pm. The solid lines denote the results of full
numerical simulation, and the dashed lines denote the asymptotic values given by

the proposed theory.
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1.2 Fundamental Computer Technology for Atomic Energy Research
1.2.1 Research and Development of Atomic Energy Grid InfraStructure: AEGIS

The Center for Computational Science and e-systems of the Japan Atomic Energy
Agency (CCSE/JAEA) has launched a new study on the Atomic Energy Grid
InfraStructure (AEGIS). The objective is to construct an intelligent infrastructure for
atomic energy research to enable synchronization of three themes:

1) Computer-Aided Research and Development (CARD)
to realize an environment for seamless thinking aid (STA)
2) Computer-Aided Engineering (CAEN)
to establish multi experimental tools (MEXT)
3) Computer Aided Science (CASC)
to promote the atomic energy research and investigation (AERI)

R&D on the network computing system for the atomic energy field is an attempt to
construct a system that corresponds to the base of AEGIS using the knowledge and
skills of the ITBL (Information Technology Based Laboratory) national project, which
is an e-Japan priority plan. It is important to ensure the safety, certainty, and reliability
of this system for large-scale facilities and supercomputers in the field of atomic energy
research through the Internet. Therefore, we have improved the communication
infrastructure developed in ITBL to provide secure communication through the Internet
and have developed more reliable communication middleware. The improved
communication infrastructure is currently being used as the communication
infrastructure for remote experiments in nuclear fusion. In addition, the improved
communication infrastructure is used for the three-dimensional virtual plant vibration
simulator.

In addition, we have implemented a digital certificate to improve security for
accessing the Local Area Network (LAN) of JAEA from the internet and have installed
file servers and TV meeting systems. The system allows users to share information
among certificated users. We are currently engaged in collaborative R&D with not only
Japanese universities and institutions but also German, French, and American nuclear
and computational agencies, for the further development of computational science and

information technology in the field of atomic energy research.
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1.2.2 Japanese national project on “Development and Applications of Advanced

High-performance Supercomputer”

In Fiscal Year 2006, the Ministry of Education, Culture, Sports, Science and
Technology launched a national project called the “Development and Applications of
Advanced High-Performance Supercomputer” to establish a next-generation
supercomputer system. The CCSE is involved in this project and is engaged in R&D of
grid middleware. The objective of this R&D is to establish an infrastructure that allows
smooth transition of technology and know-how in the Information Technology Based
Laboratory project to the next-generation national grid infrastructure in Japan.

The ITBL project is a national project that belongs to the e-Japan Priority Policy
Program to realize the e-Japan Strategy, which sets goals to make Japan the world's
most advanced IT nation. The ITBL project was launched in April of 2001 by six
institutes, namely, NIMS, NIED, JAXA, RIKEN, JST, and JAEA, and was continued
until March of 2006 as a five-year plan. The objective of the ITBL project is to establish
virtual laboratories in which researchers engaged in various disciplines can
collaboratively develop highly sophisticated simulation systems by fully utilizing the
computer resources of a high-speed network. The ITBL grid infrastructure has been
operated continuously since the completion of the ITBL project and made available 74
TFlops of computer resources at the end of the Fiscal Year 2006.

To achieve the next-generation national grid infrastructure, CCSE aims to develop the
following two middleware packages:

1) A common client API for ITBL and National Research Grid Initiative

The National Research Grid Initiative (NAREGI) is a project to research and develop
practical grid middleware according to global standards, so that a large-scale computing
environment (the Science Grid) can be implemented for widely distributed, advanced
research and education. Using a common client API, users are able to access both
environments without changing their applications. Our goal is to construct a common
client API that is applicable to various grid computing environments.

2) A connection between ITBL and NAREGI

Through this connection, users are able to execute jobs, access files, and obtain resource
information from their original environment.

In Fiscal Year 2006, we demonstrated several applications implemented by the

prototype ITBL-NAREGI common client API that we have developed. Furthermore,

we designed an interoperability system that enables connection between ITBL and
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NAREGI.
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1.3 Computational Quantum Bioinformatics for Atomic Energy
Research

1.3.1 Computational Predictions of DNA Repair Related Genes/Proteins Based on

Genome Databases

Organisms are under constant exposure to radiation, including ultraviolet light.
Irradiating intense light on organisms can break the chemical bonds of DNA strands or
alter the chemical structure of DNA bases. Such damage is considered to be one of the
causes of cancer and ageing. In order to undo such damage, organisms have
mechanisms to automatically detect and repair damaged DNA. Molecular mechanisms
for DNA repair have attracted a great deal of attention, and extensive studies have been
carried out.

We have been investigating the molecular mechanisms of DNA repair by
identifying genes for DNA repair from entire genome sequences and by simulating
dynamic structures of proteins at the time they repair DNA. Although the genome
sequences of several organisms are known now, all of the genes related to DNA repair
have not yet been identified. Genome sequences are equivalent to a string of letters
written with only four types of characters, and methods to decipher this string are still
under development in laboratories all over the world. The process of deciphering
genome sequences involves collaboration between biological and computational
sciences, and this new field is called bioinformatics. The bioinformatics research
described herein relates to an attempt to identify DNA repair related proteins.

In fiscal year 2006, we used our preliminary databases and applied deciphering
methods to predict the biological functions of proteins deduced from genome sequences.
This research was performed in collaboration with the Graduate School of Science,
Nagoya University.

Photolyase, a protein to repair DNA damaged by ultraviolet light, is encoded by a
gene in a huge gene family called the photolyase-blue-light-photoreceptor family, and
all of the proteins encoded in the genes of the family have similar amino acid sequences
due to the fact that they are derived from a common ancestor. We extracted all of the
genes related to photolyase from our DNA repair protein database and constructed a
phylogenetic tree (Figure 1.3.1-1). It is relatively easy to find amino acid sequence
similarity among these proteins, but it is unclear as to whether these proteins are

actually capable of repairing DNA damaged by ultraviolet light. Gene products in this
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family are known to have one of the functions for repairing cyclobutane pyrimidine
dimer (CPD), binding a single-strand DNA, dealing with the biological clock, and
repairing the 6-4 product of DNA. These functions are broadly related to intense light,
but the type of output of the activity is diverse. Biochemical function assay has been the
only method by which to verify the function of the gene products. The assay
experiments to determine the function of a protein are laborious, and it is practically
impossible to perform experiments on all the proteins. Computational biology provides
the opportunity to narrow down the range of possible functions among the proteins
predicted from the genome sequences and thereby accelerate the biochemical assay.

We have performed quantum mechanical calculations to analyze the electron
transfer reaction from the small molecule excited by ultraviolet light included in
photolyase to the damaged DNA using the three-dimensional structure of Anacystis
nidulans photolyase with the supercomputer in JAEA and found that there were two
major electron pathways that reached the damaged DNA. One of these pathways is a
direct route from the small molecule to the damaged DNA, and the other route is via the
methionine residue at site 353 (Met353). Both pathways had a similar current of
electrons, and we concluded that both pathways were important for the protein to
function as a DNA repair enzyme.

The quantum mechanical calculations suggest that Met353 is a good indicator for
predicting functions based on amino acid sequences. To support this idea, we analyzed
the concerted conservation of amino acid residues in homologous 371 amino acid
sequences belonging to the photolyase-blue-light-photoreceptor family. When these
sequences were divided into two groups based on the indicator, 201 sequences were
found to have methionine at a site homologous to 353 of A. nidulans photolyase, and
170 sequences were found to have other types of amino acid at this site. We found 12
more amino acid residue sites that behaved in a manner similar to the residue at 353
during the molecular evolution. Each of these sites was conserved in the 201 sequences,
but mutated to different types of amino acid residue in the 170 sequences (Figure
1.3.1-2). These residues were found to be located between the small molecule and the
damaged DNA bound to the enzyme (Figure 1.3.1-3). Met353 was found to be the key
residues for electron transfer, and presumably the other 12 residues play a role in
maintaining the pathway. The results obtained from two different disciplines of
computational biology strongly suggest that these 13 residues are good markers for
predicting the DNA repair functions of the protein in the family based on amino acid
sequences, and the 201 sequences that were found to have methionine at a site

homologous to 353 of A. nidulans photolyase are predicted to have DNA repair activity,



JAEA-Review 2008-002

while the 170 sequences that were found to have other types of amino acid are predicted
to be incapable of repairing CPD damage of DNA.

We cross-validated our predictions with the available biochemical analysis and
found that the predictions were correct in 24 cases. Only 25 biochemical function
validation experiments have been reported thus far, and only one case contradicted our
analyses. The one contradictory case is a functional annotation given to the amino acid
sequence derived from mustard (PHR1 _SINAL in Figure 1.3.1-2). We predicted that
the function of the sequence is non-DNA repair based on our calculation, yet it is
reported as CPD photolyase. We suggested that the function of the protein was
controversial, and the annotation in the international database is actually debatable in
the field.

The above-described study demonstrated that computational and experimental
biology research are a good combination for annotating genome sequences, and we will
continue to develop databases and methods to annotate genes/proteins related to DNA

repair.
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Fig. 1.3.1-1. Dendrogram of proteins belonging to photolyase-blue-light-
photoreceptor family. The tree was drawn based on the neighbor-joining method, and
the distance matrix was calculated based on Kimura's distance. The distance is
proportional to the evolutionary distance. The length of one amino acid substitution per
site is indicated at the top left. Although the tree is supposed to start at the center of the
figure, the center of the tree and the branching order around the center cannot be located
without statistical ambiguity due to the paucity of data. Therefore, the center area is
covered by a grey circle. The yellow background indicates that the amino acid residue
that corresponds evolutionarily to the 353rd amino acid residue in the protein from 4.
nidulans is methionine. See the text for the details. Colored branches indicate that the
biological function of the proteins is tested biochemically. Orange indicates a protein
has an activity to repair cyclobutane pyrimidine dimer (CPD). Cyan indicates a protein
that has single-strand DNA binding activity. Blue indicates a protein that has a function
related to the biological clock. Purple indicates a protein that has an activity to repair the
6-4 product. Note that PHR1 SINAL (bottom left) derived from mustard is annotated as



JAEA-Review 2008-002

CPD photolyase, yet our analyses demonstrated that the protein should be related to the
biological clock.
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Fig. 1.3.1-2: Two types of amino acid residue conservation pattern obtained by
focusing on the residue type at 353. The upper conservation pattern is from the
putative CPD photolyase subfamily (201 amino acid sequences), and the lower pattern
is from the putative photoreceptor subfamily (170 sequences). The distinction was made
based on the type of residue at 353. The horizontal axis is the residue number from 4.
nidulans, and the vertical axis is the information entropy subtracted from the constant
value of 4.32. Each site is depicted by types of residue, and the occupancy of each
residue type is depicted by the height of each residue. The perfectly conserved site has a
value of 4.32 with a single amino acid type, and the completely random site has a value
of zero. The sites indicated by translucent colors are sites for which the conservation
patterns are the same in both families, and sites indicated by solid colors are sites for
which the conservation patterns are different between the two families, suggesting that

the sites are determinant for each biological function.

Fig. 1.3.1-3: Spatial location of amino acid residues with unique conservation

patterns. The protein (white ribbon) with DNA (green stick) is shown in a stereo figure.

Red residues have a unique conservation pattern in each family, as shown in Figure
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1.3.1-2. Molecules shown in cyan are co-factors that receive ultraviolet light and emit
electrons to DNA. Note that the red residues are all located in the pathway between the

molecules shown in cyan and DNA.
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1.3.2 Fast Molecular Dynamics Simulation Programs for Studying Repair
Mechanisms of Damaged DNA
Molecular dynamics (MD) simulation not only provides dynamic descriptions
of molecules on the atomic scale, but also provides valuable information for the
interpretation of experimental data. The rapid development of faster computers and the
elucidation of the structures of biological macromolecules by X-ray crystallography and
other experiments have enabled us to perform large-scale MD simulations of large
biological molecules.
We are developing an integrated molecular simulation system for biological
macromolecules, called SCUBA (Simulation Codes for hUge Biomolecular Assembly),
which is designed to efficiently run a system composed of more than a million particles
on parallel computers. SCUBA has many special features, several of which are listed
below.
® High performance
By intensive parallelization and vectorization, and by using the dynamic load
balance mentioned in 10, 11, and 12, SCUBA has achieved both a high
parallelization efficiency ratio and a high vectorization ratio. On the Earth
Simulator, SCUBA has achieved a parallelization efficiency ratio of 75.8% and a
vectorization ratio of 96.2%, and 45 nodes (360 processors) were used to perform
an MD simulation for a system of the RuvAB-Holliday junction complex,
consisting of 546,725 atoms, in Fig. 1.3.2-1.

® Parallelization
SCUBA employs the domain decomposition (DD) method, which divides the
volume of the physical system into rectangular subcells with lengths longer than the
potential cutoff radius. In the conventional DD method, each processor needs to
evaluate the interactions between atoms in a cell and the surrounding 26
neighboring cells. SCUBA employs a method for minimizing communication
between processors, in which each processor evaluates the interactions of atoms
with only seven surrounding cells.

® Vectorization
In order to improve the performance of SCUBA, the algorithm to calculate the
interactions among the atoms is intensively vectorized.

® Dynamic load balance
A dynamic load-balancing algorithm is implemented to optimize the number of
processors assigned for several different types of calculation during the simulations.

This fiscal year, the arrays used in the SCUBA program were intensively optimized
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to reduce the amount of memory use. This optimization enabled SCUBA to perform
molecular dynamics simulations of large-scale supra-molecular systems comprised of
more than one million atoms. We have carried out a benchmark test of SCUBA. The
physical system chosen for this test was ribosome, a supra-biomolecular complex,
consisting of four RNA molecules and approximately fifty protein molecules. Ribosome
is one of the supra-biomolecules working in the process of translating genetic information
to polypeptides. The size of the 70S ribosome system and the number of atoms in the
system are 286 A x 286 Ax 263 A and 1,878,425 atoms, respectively. SCUBA achieved
a parallelization efficiency ratio of 81.6 %, even when 512 processors were used on
Altix3700Bx2 computer, as shown in Fig. 1.3.2-1.

Part of the numerical calculations were carried out on Earth Simulator in the Earth

Simulator Center.
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Fig.1.3.2-1.  Performance of SCUBA

The parallelization efficiency ratio and vectorization ratio performance of the
Earth Simulator are indicated in dashed and dotted lines, respectively. (The system
of the RuvAB protein — Holliday junction DNA complex consists of 546,725 atoms.)
The parallelization efficiency ratio performed on an Altix 3700Bx2 computer is
indicated by the solid line. (The system of ribosome consists of 1,878,425 atoms.)
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Reference:
[1.3.1-1] Miyazawa, Y., Nishioka, H., Yura, K., Yamato, T. (2007/2008) Discrimination
of class I CPD photolyase from blue light photoreceptors by single methionine residue.

Biophysical Journal, in press.
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1.4 Computational Materials Science for Atomic Energy Research

1.4.1 Prediction of the Response Time of Superconducting MgB, Neutron Detector

A highly accurate irradiation detector can be constructed by taking advantage of the
properties of a superconductor, the electrical resistance of which abruptly goes to zero at
the superconducting transition temperature. The reason for this is that even the tiny heat
created by one radiation particle brings about a large electrical signal in superconductors.
In fact, the superconducting radiation detector is now utilized as an essential detector for
X- and y-rays in astrophysics to study the origin and development of the universe.
Moreover, its ability to count only a single photon and identify a very small amount of
actinide compound is considered to be quite useful in future quantum communication
and microanalysis of nuclear materials, respectively.

However, very little is known about the mechanism of the radiation detection, except
for the basic principle, as described above. Thus, studies on the creation of
ultra-high-accuracy detectors have primarily followed empirically observed rules. In
order to aid researchers engaging in measurement and experimentation and contribute to
detector development in general, the materials simulator developer team of CCSE has
attempted to develop a method of predicting detection processes via simulation [1.4.1-1
through 1.4.1-5]. In the developed simulation, an equation expressing the
superconducting transition dynamics near the transition point, the heat diffusion, and the
Maxwell equations describing the heat transfer and the subsequent creation of the
electrical signal are solved together. Thus, the code [1.4.1-6 through 1.4.1-9] can
reproduce the detection process via the superconductivity depression by the heat
diffusion (Fig. 1.4.1-1).

In fiscal year 2006, by utilizing the developed simulation code, we performed a
simulation for neutron detection of the superconductor MgB, [1.4.1-10 through
1.4.1-13] and predicted the detector performance prior to experiments. First, we
revealed that the response time is on the order of one nanosecond, and the experiments
in JRR-3 confirmed the prediction to be valid. Thus, the simulation code is shown to
work well, and the response speed is much faster than that of the previous detectors.
This indicates that MgB, has good potential as an ultra-accurate neutron detector. At

present, further experiments and simulations are underway.
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Fig. 1.4.1-1. The transport current is applied on MgB2 superconducting thin film (top
panel). Then, if a neutron hits the film and a nuclear reaction occurs, the reaction heat
energy depresses the superconductivity and produces a resistance enhancement. In this
situation, we predict the time development of the voltage signal as shown in the bottom
panel via the numerical simulations, for which three time snapshots of the

superconducting electron density profile are displayed in the middle panel.



JAEA-Review 2008-002

1.4.2 Simulation of Crack Propagation speed in Stress Corrosion Cracking

Estimation of crack speed is essential for safety assessment of structural
materials. The speed depends on the material and the applied tensile stress, as well as
the environment, and, usually, a formula that is obtained from experiments is used to
estimate crack speed in the operational condition. In the case of stainless steel inside a
nuclear reactor, the material is subjected to hot coolant water and cracks initiated at a far
lower stress compared to the normal environment. This phenomenon is referred to as
stress corrosion cracking (SCC), for which safety assessment becomes more subtle.
Unfortunately, the exact mechanism of SCC remains unclear, and currently there is no
sufficiently clear theoretical explanation of the crack-speed formula for SCC. In the
present study, we attempt to develop a modeling for SCC, which can reproduce the
experimentally observed crack speed and provide a possible theoretical explanation of
the crack-speed formula.

Our modeling is based on an assumption regarding the SCC process inferred
from experimental observations, namely, a rich amount of oxygen is usually observed in
the grain boundaries ahead of the crack tips. These grain boundaries are oxidized and
become far more brittle than the normal boundaries. Thus, we have speculated the SCC
process to be as follows: (1) a grain boundary next to the crack tip is opened a small
amount owing to tensile stress concentration, and becomes a diffusion channel for
oxygen atoms, (2) oxygen atoms from the corrosive environment rapidly diffuse
through this grain boundary, making it brittle, and (3) the brittle oxidized grain
boundary fails and failure stops at grain boundary triple junction, owing to crack tip
blunting caused by grain boundary slide. Based on these assumptions, we modeled the
SCC process as successive failures of an embrittled grain boundary next to a crack tip.

We have constructed a simulation sample consisting of 1,000 crystal grains of
randomly oriented crystal axes with the elastic constants of iron. The geometry of grain
boundaries was generated by random Voronoi decomposition. The initial crack was
introduced to allow stress concentration, and tensile stress was applied to the sample.
The stress distribution in the sample was calculated by the finite element method using

tetrahedral elements, as shown in Fig. 1.4.2-1.
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Fig. 1.4.2-1. Three-dimensional visualization of modeled geometry of
grain boundaries and stress distribution. The colors indicate the strength of the

local tensile stress.

The crack propagation is modeled as follows. When the local tensile stress acting on a
grain boundary exceeds a fracture threshold, that grain boundary fails and the crack
proceeds along this boundary, the stress distribution is then re-calculated and the
process is repeated. The embrittlement effect of oxygen is incorporated into the model
via the change of the fracture threshold. The concentration of oxygen atoms in each
grain boundary is updated in each time step, and so is the fracture threshold of each
grain boundary. In the present study, we assumed that the fracture threshold stress
decreases to one tenth the normal value when the oxygen concentration is saturated, and
at the intermediate concentration, the threshold is linearly interpolated. Furthermore, we
have assumed that the rate of increase of the oxygen concentration C on a grain
boundary adjacent to a crack tip is proportional to some power of the tensile stress ¢
acting on that grain boundary, as follows:
dC/dt=A o,

where A is a constant to be fitted to the actual experimental data and n is the exponent of
the power. Figure 1.4.2-2 shows the crack propagation speed plotted with respect to
tensile stress applied to the system for two cases, namely, n = 2 and n = 1/2. We have

found that the case of n = 2 reproduces the qualitative features of the experimentally



JAEA-Review 2008-002

observed data. An improved model, which incorporates the results of quantum
mechanical calculation on the embrittlement effect of oxygen and uses a more realistic

diffusion calculation of oxygen concentration, is currently being developed.
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Fig. 1.4.2-2. Crack propagation speed plotted against tensile stress
applied to the system for two cases,n =2 and n = 1/2.
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1.4.3 Mesoscale modeling of the rim-structure formation of UQO; fuel pellets

The thermal and mechanical properties of uranium-dioxide (UQO,) fuel have been
studied in order to realize safer and more economic operation of nuclear power plants.
An important safety-related requirement is to confine the highly-radioactive fission
products within the fuel pellet. However, it is known that a typical microstructural
change occurs at the peripheral region of fuel pellets over some critical value of the
burnup ~60 MWd/kgU, that is, nano-sized bubbles containing fission-gas atoms such as
Xe atoms aggregate and form large bubbles with a diameter of ~2 um. At the same time,
the original grains become subdivided. See the SEM micrograph shown in Fig. 1.4.3-1.
These changes might promote the swelling of the pellet and gas-release, both of which

are not desirable for safe operation.

The bubble formation and the grain sub-division occur at almost the same time,
it is therefore considered that the phenomena are closely related. Since the sub-divided
grains have few defects, the UO, crystal undergoes a type of “restructuring”, and the
inert gas atoms aggregate during the “restructuring” process. A clear view of the
mechanism of these changes has been sought for more than 20 years, but there is no

definite consensus among the researchers.

Fig. 1.4.3-1. SEM micrographs of the sample of 75 MWd/kgU, 1,000°C, showing (a)
polyhedral grains away from the pore inner surface and (b) a high
magnification image of the area surrounded by the white dashed line in

(a), showing rounded grains inside a pore. From [1.4.3-1].
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Last year we have developed a tool to simulate bubble development in the grain
interior. In order to simulate the formation of the rim-structure, however, a tool to
pursue the bubble development in the presence of grain boundaries is necessary. Here
we discuss the development of gas bubbles at grain boundaries using a newly-devised
mesoscale computer model. This model uses a Monte-Carlo simulation method that
adopts a three-dimensional lattice system for the physical space. Each small lattice
element carries variables that determine its state. The state of each element assumes
either a bubble or a matrix state. A calculation element with the bubble state represent a
cluster composed of vacancies and inert gas atoms. The inert gas considered herein is
Xe. A calculation element with the matrix state also carries the state of its

crystallographic orientation.

The dynamics of the model is determined by a series of Monte-Carlo steps, for which
the Metropolis algorithm was adopted. The Hamiltonian used for the algorithm is
composed of two types of energy: the grain boundary energy (Eg) and bubble/matrix
interface energy (Evm). For Eyp, the Read-Shockley function [1.4.3-2] is used:

2

o E(0/6)[1-1n(0/6,)] 6<86,
¢ E, 0> 6,

where 8= 15°. The relative values of the two types of energy were fixed throughout the
present study as they satisfy Eym: £ = 2:1. Their absolute values can be controlled by
changing the Monte-Carlo temperature. The flip used in the Monte-Carlo algorithm is
the migration of a bubble element. Therefore, the total number of bubble elements is

conserved throughout the calculation.
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(a) (b)
Fig. 1.4.3-2. (a) Calculation results of bubble development, where developed
bubbles are indicated by white transparent regions, and (b) the cross

section at a grain boundary.

Grain boundary

S J

0 5 1015202530354045 50

(a) (b)
Fig. 1.4.3-3. Comparison between an experimental results [3] (a) and calculation
results (b).

A typical result starting from a random configuration of bubble elements is
shown in Fig. 1.4.3-2 [1.4.3-4]. Figure 1.4.3-3 also shows the comparison between the
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observed and calculated microstructures, both of which represent lenticular bubbles at

the grain boundaries. This agreement suggests that the modelling here is successful.

In addition to the above study, we investigated the state of interstitial oxygen
atoms. The rim structure formation in UO, fuel might be triggered by planar clusters of
interstitial oxygen atoms. To clarify this possibility, we performed Monte-Carlo
simulation of interstitial oxygen atom diffusion. Since the formation of a cluster of
charged atoms requires a fair amount of Coulomb repulsion energy, there should be
another type of interaction that overcomes the repulsion (although the charge of an
interstitial oxygen atom depends on its circumstance, it should remain a finite value). As
a possible mechanism for the cluster formation, we have selected the effect of lattice
distortion, i.e., the oxygen atom at a lattice site is slightly displaced by the neighbouring
interstitial oxygen atom. There are four possible neighbouring interstitial sites and the
displacement was calculated in advance for each possible case (see Fig. 1.4.3-4). Using
the above displacement values, the distortion energy values caused by the oxygen
interstitials were calculated. Finally, the Monte-Carlo simulation for the migration of
interstitial oxygen atoms was conducted using the energy values. In the calculation
results, however, no planar cluster of interstitial oxygen atoms was observed, which

suggests that the distortion effect is not large enough for the oxygen atoms to cluster.

1 Oxygen 2 Oxygen 3 Oxygen 4 Oxygen
Interstitial Interstitials |nterstitials  |nterstitials
o
o o .
> b I ° | ®

9 e e

Fig. 1.4.3-4. Interstitial oxygen-sites (red circles) and displaced oxygen atoms (blue

circles) from the lattice site.
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