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A magnet in a fusion machine has many difficulties in its application because
of requirement of a large operating current, high operating field and high breakdown
voltage. A cable-in-conduit (CIC) conductor is the best candidate to overcome these
difficulties. However, there remained uncertainty in a quench event in the cable-in-
conduit conductor because of a difficulty to analyze a fluid dynamics equation.
Several scientists, then, developed the numerical code for the quench simulation.
However, most of them were based on an explicit time-dependent finite difference
scheme. In this scheme, a discrete time increment is strictly restricted by CFL
(Courant-Friedrichs-Lewy) condition. Therefore, long CPU time was consumed for
the quench simulation. Authors, then, developed a new quench simulation code,
POCHI1, which is based on an implicit time dependent scheme. In POCHII, the fluid
dynamics equation is linearlized according to a procedure applied by Beam and
Warming and then, a tridiagonal system can be offered. Therefore, no iteration is
necessary to solve the fluid dynamics equation. This leads great reduction of the
CPU time. Also, POCHIl can cope with non-linear boundary condition. In this
study, comparison with experimental results was carried out. The normal zone
propagation behavior was investigated in two samples of CIC conductors which had
different hydraulic diameters. The measured and simulated normal zone propaga-
tion length showed relatively good agreement. However, the behavior of the normal
voltage shows a little disagreement. These results indicate necessity to improve the
treatment of the heat transfer coefficient in the turbulent flow region and the electric

resistivity of the copper stabilizer in high temperature and high field region.
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Nomenclature
t [s] Time
x[m] Longitudinal length

p[kg/m’] Coolant density

E[I/m*] Coolant total internal energy
o [K] Conduit temperature
u[m/s] Coolant velocity

e[J/m*]  Coolant internal energy
8.[K] Critical temperature

Y, [J/m3] Heat capacity of strands
Ycu [3/m3]  Heat capacity of copper
»[W/mK] Coolant heat conductance
E,[J/m*] Input energy

Q[W/m’] Total heating power
0,[W/m®] Input heating power
#{W/m?K] Heat transfer coefficient
h [W/m?K] Kapitza conductance

Re Reynolds number
Pr Plandt] number
7 Laminar friction factor

r[{Qm]  Electric resistivity of copper
A-,[m?]  Copper cross sectional area
A [m?] Conduit cross sectional area
Pe[m] Cooling perimeter

C, Flow resistance at inlet

n

ot s] Discrete time increment

dc fmj Discrete length increment
rfkg/sm?] Coolant mass flow rate

8 [K] Strand temperature

T[K] Coolant temperature

P[Pa] Coolant pressure

0., [K] Current sharing temperature

y[¥/m3]  Coolant heat capacity

¥,.[J/m3] Heat capacity of superconductor
v.[J/m3] Heat capacity of conduit

Ao [W/mK]Thermal conductivity of copper
t,[s] - Heating time

0,[W/m*] Joule heating power

g[W/m?] Heat flux from conductor to coolant
h [W/m*K] Steady heat transfer coefficient

A [W/m?K] Transient heat transfer coefficient

Re Critical Reynolds number

c

f Friction factor
£ Turbulent friction factor
I,[A] Transport current

A,[m?]  Cross sectional area of strands
Ay, [m?*]  Coolant cross sectional area
D, [m] Hydraulic diameter

C

out

Flow resistance at outlet
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1 Introduction
A cable-in-conduit (CIC) superconductor is the best candidate for application to coils in

a tokamak fusion reactor because of its high mechanical and electrical insulation
performance. Especially, its low loss characteristic is inevitable for the application to a
Poloidal field coil. In the CIC conductor, the strands are cooled by supercritical helium
(SHe) flowing in the space enclosed by a conduit. Sudden pressure and temperature rise
is taken place at a coil quench and then, irreversible damage of the conductor and/or
deterioration of electrical insulation performance may be caused. The prediction of the
quench behavior is therefore important in coil and conductor designing. It is necessary
for this prediction to solve the fluid dynamics equation in the CIC superconductor. Since
it is quite difficult to analytically solve the fluid dynamics equation, there remained
uncertain in the quench characteristic in the CIC conductor.

Numerical codes have then been developed for the simulation of the quench event by
several sciemtists’7. Most of them are based on the explicit time-dependent finite
difference scheme. For the accurate simulation of the quench event, the spatial discrete
should be fine on the region where the conductor is normal state and the temperature
gradient in the longitudinal direction is large. With the explicit scheme, the spatial
discrete strictly restricts the time step from CFL condition® and then, quite long CPU
time 1s necessary.

A few scientistsé”? then developed an implicit time-dependent scheme, which
theoretically has no restriction from the CFL condition, to reduce the CPU time.
Authors also developed new implicit time dependent code, POCHI1. In this code, the
fluid dynamics equation is solved by linearizing according to the linearization procedure
applied by Beam and Warming®.  This linearization offers a tridiagonal system.
Consequently, the fluid dynamics equation can be solved without iteration, resulting in
much reduction of the CPU time. The algorithm of this code is reported in this paper.

For the verification of applicability of POCHII, the normal zone propagation behavior
was investigated for two CIC superconductors and simulation results were compared

with their experimental results. The result of this verification is also described in this

paper.

2 Simulation method

2.1 Simulation model and governing equation

2.1.1 Governing equation for the conductor

Since thermal diffusivity of copper stabilizer is quite large compared with these of other
material in the strands, the heat conduction in the strands is dominated by the one in the

cooper stabilizer. The heat conduction through the other materials is consequently
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neglected in the heat conduction equation for the strands. The temperature in the cross-
section of the strands is assumed to be uniform because of the good thermal diffusivity of
the copper stabilizer. This assumption allows us to treat the heat conduction in the

strands as an one dimensional problem. Thus, one has,

88 8 88 (-3 € < <
YsrAsr—_ACu(}\’Cu_J'*'qﬁ Peﬁ +qsrpesf _Aer=0- (1)
dt ax ax
Where,
Asr = ACH + Asc + Ae!’ (2)
w T Asc et Ae e
Yo = ACuYC i Y 1Y I. (3)

st

A,[m?] and v, [J/m3K] denote the cross-sectional area and the heat capacity per unit
volume of the strands excluding the copper stabilizer and superconductor respectively, if
a strand includes other materials except for the superconductor and copper. g-° and g,
denote a heat flux from the strands to the coolant and the conduit, respectively. FPel°
and Pé’, are cooling perimeter of the strands and contact perimeter between the strands
and the conduit.

For the conduit, temperature profile in its cross section is also assumed to be umform
since the thickness of the conduit is not so thick in general. Joule heat generation in the
conduit at normal transition is neglected, for simplicity, since it is enough small. Thus,

the heat conduction equation for the conduit is,

YCA a—q}—Aci(}\‘cﬂj'{'qfepef{e_que; =0. (4)
ol ax ox

Where qfe and Pe’® denote a heat flux from the conduit to the coolant and cooling
perimeter of the conduit.
By eliminating a term of g5, Pe, from Equations (1) and (4), one obtains,
vsznz—?+chc%$—Acu£-(?~cu %gjw‘ica%(kc%%) 5)
+ g pefe + gfepe™ - 4,0=0.

Since the contact perimeter between the strands and the conduit is anticipated to be short
in comparison with the cooling perimeter, it is expected that temperature of the conduit
is almost equal to the one of the helium during a quench. It is assumed the conduit
temperature equals to the helium temperature, for simplicity. Thus, Equation (5) can be

rewritten as,
2
88 Ache, 88 A 9h, 90 gPe v AT o (6)

Yot 5 A, ax? A, ox ax A, A, o
Where,
g=h{6-T). (7

And, Pe’ is substituted by Pe, for simplicity. In Equation (6), the heat conduction in
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the conduit is ignored since it is Conduil

small compared with the one in

the copper. SHe

2.1.2 Governing equation for

the coolant U Modeling

Conductor length is much

longer than the typical length in SHe RN I SHe
: - O T

the cross-section of a conductor, . T

such as a hydraulic diameter - s

and/or a conductor diameter, in 2 \ I

a general CIC superconductor. o A
The effect from the distribution H

of the thermal properties and

0 o K L

coolant moment 1n the cross

section is not thought to be Figure 1. One dimensional tube model for the simulation

; . . of the coolant behavior.
dominant in the quench simula-

tion. Therefore, one dimensional model is adopted for the simulation of the coolant
behavior to reduce the CPU time and to avoid difficulty included in two or three
dimensional problem. Present simulation is carried out for the simplified one dimensional
tube model shown in Figure I, neglecting geometrical complexity of the CIC conductor.
In this model, the coolant flows in a tube whose inner diameter equals to the hydraulic
diameter of the conductor and is heated by the inner surface of the tube. The
temperature of the inner surface of the tube is assumed to equal to the strands
temperature. The thermal properties and coolant moment are assumed to be uniform in

the cross section of the tube. The governing equations for the coolant, therefore, are as

follows.
%+§£+Gw0. (8)
dt odx
Where,
m 0
P .2
u=\ml, F= ﬂ.;.P , G = iE . (9)
E . p Dh
" (E+P) -t
p AHe
1:=1T—‘n—1‘. (10)
4 2p
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The heat conduction in helium 1s T

neglected in this equation, for

f

simplicity.

2.1.3 Friction factor
The friction factor is calculated

Friction factor

with the formula derived from

the experiment!® in which it was

1 s b [

100C0

L asl PR SR R '

measured for two 80 m length '00 1000
CIC conductors. The experi- ' Reynoids. Jomber R
mental results are shown in Fig-

ure 2. The measured friction

factor is dominated by a general Figure 2. Friction factor measured for two 80 m length CIC
. . conductors. A dot line and a solid line denote the
formula for a [aminar flow in a calcvlated friction factor by Equations {12) and (13),

smooth tube on the low Rey- ~ respectively.

nolds number region. However,

in the high Reynolds number region, the measured friction factor is higher than the one in
a smooth tube. The fniction factor in the CIC conductors seems to be in accordance of
the new formula in this region. The transition from laminar flow to a turbulent flow 1s
not clear in this experiment as well as in the former experiments!!.l2, Therefore, the
transition point is supposed to be the intersection of the calculated lammar and turbulent

friction factors. The friction factor is then represented as,

Ji (Re < Re,)
fE{f,’ (Re, <Re) (h
Where,
fy=64/Re. (12)
f=0.257Re™®7 (13)

The cntical Reynolds number is calculated to be about 700.

2.1.4 Heat transfer coefficient

Heat transfer coefficient i1s calculated from

he (1=0),
h = h}('hmax (14)
e+ h (r > O).

Kapitza conductance is calculated from the equation in the reference 5. The difference
between the conductor temperature and the coolant temperature is ignored since Kapitza

conductance plays a role when the temperature difference is small, such as at the begin of
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heating. Thus,

b =8008° . (15)
h,.. [W/m’K] is calculated from,
P = Max(#,5,) . (16)

The signature Max(a,b) indicates the maximum value between a and 5. This equation
implies that the steady state heat transfer starts when the fluid boundary layer becomes

thinner than the temperature boundary layer!3.

The steady state heat transfer coefficient is calculated from,
4n/D;, (Re = Re,),
T {0.023}LRe°-8Pr°-4/D,, : (Re, < Re).
The transient heat transfer characteristic is affected on by temperature profile in the
coolant perpendicular to the strand surface. The temperature profile depends on the
history of the heat flux from the strand surface and the thickness of the boundary layer.
Two or three dimensional simulation would be reqﬁired for the precise treatment of them.
Although POCHI]1 is one dimensional code, these effects on the transient heat transfer 1s

taken into account in it from analytic estimation .

(a7

It can be assumed that the

temperature boundary layer 1s _ % L S
thinner than the fluid boundary :_-:_ ::Z

layer during the transient heat g9 £ 9% g
transfer!3.  Consequently, the io fo

transient heat transfer coefficient
can be estimated without taking

the effect of the convection in

Heated wall
remperature
Heated wall
temperature

the coolant flow into account,

The transient heat transfer

coefficient is calculated as the
solution of one dimensional heat

conducti roblem m i
duction prob fro the Figure 3. Dependence of transient heat transfer on heating

heated wall to semi-infinite bath history. (a) Solid and broken lines indicate temperature

fth lant und i profiles in cases that heat flux decreases from g, to ¢, at
o ¢ coolant under assumption t =, and the heat flux is g, from the beginning of heating,
of constant thermal properties, respectively, Temperature of the former case is higher

than the latter on the region of ¢ > £, in spite of same heat
. flux. (b) Solid and broken lines indicate temperature
of a transient heat transfer profiles in cases that heat flux increases from ¢, to g, at
1 =1, and the heat flux is g, from the beginning of heating,

. . respectively. Temperature of former case is lower than the
the heating history and boundary latter on 1 > 7, in spite of same heat flux.

as 15 assumed in usual estimation

coefficient'*!>. The effect from

layer are separately considered
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as follows.
(a) Effect of the heating history.

In case that the heat flux is large till certain time and decreases thereafter, as shown in
Figure 3 (a), the coolant near the wall surface is heated hard at first. The warm coolant
zone is then formed near the wall surface shown in Figure 3 (a), resulting in degradation
of the heat transfer performance. In contrast, when the heat flux increases at certain time,
as shown in Figure 3 (b), the cool coolant remains around the wall surface.

Consequently, the high heat transfer performance can be obtained, as shown in Figure 3

(b). These two  cases
correspond to following cases,
respectively.

1) The conductor is heated by
heat input, such as a
disturbance, and Joule heating
at first and, thereafter, merely
by Joule heating.

2) At normal front region, Joule
heating  starts after the
conductor transits into normal
state.

Therefore, it is necessary to take

the history of the heating into

account in the estimation of the
transient heat transfer
performance. The transient heat
transfer coeflicient given with
the following equation includes
the effect of the history of the

heat flux'*.

h=_T____\M (18)

J glt-t}=

0 T
Moreover, this equation can
deal with the history of the heat
flux which arbitrarily varies

relating to time.

Coolant flow m

0 alnd ¥

Figure 4. Transient heat transfer after steady heat transfer.
The transient heat transfer starts when the steady heat
transfer declines as a result of decrease of the coolant flow
rate. (a) temperature profile at steady heat transfer. (b) A
solid line denotes the temperature profile during the
transient heat transfer after the steady heat transfer. A
broken and det-dash line indicate the cnes at steady heat
transfer before and after flow reduction, respectively. The
heat capacity in a shaded area can be used in this transient
heat transfer. B.L. in the figure indicates fluid boundary
layer.
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(b) Effect of the fluid boundary layer.

When the fluid boundary layer becomes thicker than the temperature boundary layer, the
steady heat transfer starts. However, if the flow rate declines from certain time of ¢, [s],
the fluid boundary layer grows. Since cool helium remains in the grown fluid boundary
layer, the transient heat transfer owing to this cool helium starts thereafter, as shown in
Figure 4. The transient heat transfer coefficient in this case is evaluated as follows.

In the turbulent flow, the coolant temperature decreases in the boundary layer and is
almost same in the turbulent flow region. It is assumed that the coolant temperature
linearly declines from the strand temperature to the bath temperature in the boundary
layer, as shown in Figure 4 (a), at the beginning of the coolant flow decrease. Also, it is
assumed that the heat flux ¢ [W/m?] is a constant after the decline of the coolant flow,
for simplicity. Thus, the transient heat transfer coefficient can be calculated as the

solution of the following equations.

or . T
el Wi 19
Y af ay2 ? ( )
-xf;z -q, (20)
S
T - ) 0 d
b =)

Where g, [W/m?], 7, [K], 7, [K] and & [m] denote a heat flux at ¢ = 0, bath temperature,
wall temperature and the thickness of the fluid boundary layer, respectively. The flow
reduction is assumed to start at 7 =0 in this system, for simplicity. The solution of the
Equations (19) - (21) 1s,
2 2 7

2o-o Nkt L o[ LT D

T_’];=M€ 4m+_____ e 4! +e 4kt
= =

+¢;(J;+5)erf[;j§)+¢:(z—5)erf(;;g)

B Y 1 Y
q)yerfc[z\/g) ¢syerf(2m). (22)

Where erf(z) and erfc(z) denote error function and complementary error function about

z, respectively. &[m?2/s] denotes coolant thermal diffusivity and,
¢ =q/h, 23)
9, = g,/h.
The thermal properties are functions of the coolant temperature in the actual coolant, If
g, =0, the calculated transient heat transfer coefficient should equal to the one
calculated from Equation (18) under assumption of constant heat flux. Therefore, the
thermal properties in the term which is not multiplied by g, are treated as a function of
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the coolant temperature. Since the transient heat transfer starts at # =7 actually, the

time ¢ in Equation (22) is substituted by 7 —¢,. Thus,
-1

_ts ZQS T4, f‘f, 66] o
—El1-¢ g [2\/———J .. (24)

Where v,[J/m3K] and A, [W/mK] denote heat capacity and thermal conductivity of the

coolant at 7 =¢,.

2.1.5 Properties of helium and copper and heating power
In POCHI1, independent vanables are the density, mass flow rate and total internal
energy. The thermal properties of the helium can be a function of the density and

internal energy. The internal energy is a function of the independent variables, as follows.
.2

e—E-T (25)
20

Therefore, the thermal properties of the helium can be calculated as a function of the
independent variables through the relation of Equation (25). In POCHII, the necessary
region of the density and internal energy 1s dispersed and then, the thermal properties are
previously calculated as a function of them on all of the lattices using a helium thermal
properties calculation library!®. During the simulation, the thermal properties are
calculated by interpolating them to reduce the CPU time.

The electrical property of the copper is calculated as follows!7.!8,

r = Max(rg,rr). (26)

Where,
C (B=0),
by = _ + (3 - n(l5l 2 27
R rﬂ[l+e 7.008+1383 1in(|B-RRR ) -0.0298{In(B|-RAR )) } (EB’>O), (27)
1553x107°

py = 1533X107 (28)
And,

Ir =Ty +1 +hy, (29)
Where,

~17 449
. 1.171x 10709 0.4531rn (30)

bl h =TT
‘(2)6.428 o (’b "’"1)
14+4.498x10779>% 1

Note that effect of the magnetic field on the electric resistivity of the copper is ignored

on the high temperature region because of luck of the magneto resistance measurement

data.
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The copper heat capacity is calculated from!7,
logio(peutee) = 1.131 - 9.4541og,, 6 + 12.99(log,, 6)°

3 4 61
~5.501(log, 8) +0.7637(log,,0)".
The copper thermal conductivity is!7,
Mo = Wy + W+ o)™ | | (32)
Where,
1.784 x107%9*7% W,
Wé = E: PVl = 1756 ) ? H/10 = PR (33)
6 [39) (#y + )
1+1.966x 10787 @
0.838 8 0.643
p=B?.1661’ Br=3x10*4’ B=RRR- (34)
The heating power deposited on the conductor is,
Q=0 +0; (35)
0. - E,/t, O=st=<t,Nx,; sx=<X,) (36)
0 (t, <tUx<x, Ux, <x)
0, - £(8)0, (37)
Where,
ri?
Q) = ———. (38)
T Ao,
0 (6s8)
g(6) =10 % (8., 056) (39)
Bc - 865
1 (6, <8)
2.2 Finite differential scheme for the coolant
Implicit time-dependent differencing of Equation (8) 1,
n+l n n+l n+l
i S S F-F +G' =0 (40)
ot 28x

Since F”*! and G"*' are nonlinear functions of «™*', it is obviously difficult to solve this
equation. The non-linearity of this equation is then eliminated by following linearization
procedure, which was applied by Beam and Warming®. A local Taylor expansion of
F™+! about «™! vyields,

Fl e Fre ar(ut - u) (41)

Where A denotes the Jacobian matrix, that is,
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0 1 0
Ax£= —uz+§£ 2u+—qj[fj i . (42)
ou ap am oL
o E+P  E+P 0P oP
u(— - ) +u— u(l+—)
P o om E’)
u=mjp (43)

Since the coolant pressure is a function of the density and internal energy, the derivatives
in Equation (42) should be replaced with the ones about the density and internal energy.

Using Equation (25),
o _oP| o o)
3 ap|, 2 oel’
o __J3E (44)
om de |,
oF _of
oL ey
Thus, one obtains,
0 1 0
A= uz(—ulﬁ}ﬁ u(z—apj oF (45)
2 de ap de de
2 +
u(£+3{—+a£— E+P) E+P —*u2£ u(1+§£)
ap 2 de p p de de

On the other hand, G has a difficulty in its linearization since it has discontinuity from
its definition. In addition, & originally has some error in the modeling process. For
instance, the friction force is determined from a result in steady state measurement and
then, the friction force due to compression or expansion of the fluid is ignored. Also, the
heat transfer from the conductor to the coolant is approximately treated as shown m the
previous section. Therefore, the precious treatment of G™*' does not seem to be
effective in comparison with its difficulties. G™' is then substituted by G” to avoid the

non-linearity of the system, for sake of simplicity, in this simulation. Consequently,

6t n i+ + 6f n n+ ”
El“m“ml w1 - 5-8;’47‘—1“!-1[ = (46)
Where,
n (Sf n " 61 n n 6t n n n
v, = 2 8x Ar+1ui+I +I‘{' _Z&X Ai—lur'—! _2&17 (EH —E—l)_étG} (47)

This scheme offers second order spatial accuracy. In this scheme, forth order artificial
dissipative term du is added for stabilization®. The artificial dissipative term is,
Ow, =u, 5 —4u  + 60 -4+, (48)

i+l
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And, u in Equation (47) is substituted by,
i =u —du/l6. (49)
The boundary condition of this system is as follows. In general, there exists resistance
for the flow before the coolant inlet and behind the outlet, such as a piping, a valve and
so on. In POCHII, the pressure drop by the resistance is assumed to be proportional to

dynamic pressure. The pressure at the inlet and outlet are then calculated from,

- 2
B:H = £, -G (—Z@,),“‘,
o .
P = o+ Cour™
I

Where P, [MPa] and F,,, [MPa] denote constant pressure before the resistance at the
inlet and behind the resistance at the outlet, respectively. In Equation (50), the dynamic
pressures at the previous time step are used for sake of simplicity. The coolant
temperature at the inlet is given in case that the coolant supplied from a coolant inlet.
Then, the density and tota! internal energy can be calculated from, 4

o5 =l 7, B2, (51)

in»*in

. nel )2
Bt =7, By + 2—9((%3—15 (52)
Non-linearity of Equation (52) is removed according to the following procedure.
(i) < (i +8) = ()" + 280t = it {2t~ i), (53)
The mass flow rate at the inlet is assumed to equal to the one at the neighbor point.

Consequently, one has,

W =Bt + (54)
Where,
O 0 0 p( in» Rn)
B"=|0 I o, H' = 0 (55)
0 T”f'%j 0 o7 P)- (g i
PAdins £ in>"in zp(rn’}:;n)

If the coolant is expelled from the inlet as a result of heating in the conductor, the

boundary condition at the inlet 1539,

u(r)H-l - |ul.rH-l (56)
The boundary condition at the outlet 158,
u",’” = uff; (57)

Equations (46), (54) or (56} and (57) can be solved without iterations since it is a block
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tridiagonal system. Thus, the CPU time can be greatly reduced.
The initial condition is a convergent solution of Equations (46), (54) and (57) under

condition of no heat generation from the conductor.

2.3 Finite differential equation for the conductor

Implicit finite-difference scheme for Equation (6) is,
L O Aok, O 20 O A (ax@ J o - 6
Y8t A &x? A, \ ox J 28

., 71+ 1 i
—w(ef+l " j;n+1) “%r—s;—r— +g(efn+l)(QJf)i '
ot st

Note that the values at a previous time step are used for dhg,/dx, # and O, to make

5t

(58)

the equation more stable. Equation (58) 1s solved by S.O.R method®.
Boundary conditions for this system are adiabatic condition in the longitudinal

direction, that is,

L] - (59)
ax x=0 dx x=L

Initial condition 1s,
o =7, (60)

3. Comparison with Experiment Results
The verification of the code is carried out by comparing simulation results with
experimental results of normal zone propagation behavior measured with two samples of

CIC conductors

Table 1 Main parameters of sample 1 and 2

Sample 1 Sample 2
Superconductor NbTi NbTi
Strand number 48 27
Strand diameter 0.832 mm 1.105 mm
NbTi: Cu : CuNi 1:3.88:1.07 1:3.88:1.07
Void fraction 36.8% 36.0%
Hydraulic diameter 0.43 mm 0.53 mm
Electrical resistivity at 7 T 6.25 Qm 6.25 Qm
Conductor length 6m 6 m
Inner diameter of conduit 7.41 mm 7.41 mm
Outer diameter of conduit 9.61 mm 9.61 mm
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tridiagonal system. Thus, the CPU time can be greatly reduced.
The initial condition is a convergent solution of Equations (46), (54) and (57) under

condition of no heat generation from the conductor.

2.3 Finite differential equation for the conductor
Implicit finite-difference scheme for Equation (6) is,

v BT‘—B?=,4mlol83{—28T1+8ﬁf+zﬁm{ahhj"eﬁf-ﬁff
Vst 2
ot A &x A a 26x
5t Sf] X ! (58)
Pe ooy AT =T (o y
Py AT o, )

5F st

Note that the values at a previous time step are used for dhc,/dx, 4 and Q) to make

the equation more stable. Equation (58) is solved by S.O.R method®.
Boundary conditions for this system are adiabatic condition in the longitudinal

direction, that is,

il L S (59)
ax x=0 dx x=1

Initial condition 1s,
o =7°. (60)

3. Comparison with Experiment Results
The verification of the code is carried out by comparing simulation results with
experimental results of normal zone propagation behavior measured with two samples of

CIC conductors

Table 1 Main parameters of sample 1 and 2

Sample 1 Sample 2
Superconductor NbTi NbTi
Strand number 48 27
Strand diameter 0.832 mm 1.105 mm
NbTi: Cu : CulNi 1:3.88:1.07 1:3.88:1.07
Void fraction 36.8% 36.0%
Hydraulic diameter 0.43 mm 0.53 mm
Electrical resistivity at 7T 6.25 Qm 6.25 Qm
Conductor length 6m 6 m
Inner diameter of conduit 7.41 mm 7.41 mm
Outer diameter of conduit 9.61 mm 9.61 mm
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3.1 Experimental results
Main parameters of the samples
are summarized in Table I
The number of the strands and
their diameter are different, but
the cross-sectional area of NbTi,
Cu ,CuNi and helium are almost
the same. The difference of the
strands number and diameter
reflects on hydraulic diameter
and cooling perimeter.  The
conductor is wound into a helix
with 180 mm diameter and
impregnated with epoxy resin
for reinforcement and thermal
insulation. Figure 5 (a) shows
the configuration of the samples.
The samples were installed in
the backup coil in liquid helium
(LHe) and subjected to the
magnetic field of 7 T. The
conductors were cooled by
making SHe forcibly flow in
them. Figure 5 (b) shows the
test arrangement. The initial
normalcy was originated by
supplying 1 kHz sinusoidal wave
current to the inductive heater
attached on the conductor. The
heating duration was 10 ms and
length of the inductive heater
was 10 cm. The normal zone
propagation length was evalu-
ated from voltage signals
measured between taps. The
location of the voltage taps Is

shown in Figure 5 (c).

Currenl ferminais
(ol

SHe outle! piping SHe inter piping

Coolant buffers # RS
s
Conductar PR
Spool (GFRP} /AL
Epoxy resin
T 30kA L
(b) P.3
r Cryostat
__‘ -
. e
X
o =
ar A )
§ LNg f‘” '
{7} ]
T LHe
— LHe
SHe supply syslem /Somple
Backup coil

{c) Inlet V4 Qutler
Sample | Vi Ve bW V3 / V5 V6 V7 va
r 980 ’565! 715 LlBl 456\‘)[565!565’564 ?64’
283 S
Vg
VI V2 V3 | V5 Ve VT VB V9 viQ

Somple 2

L@a!ssﬁ!sesl %3;'_ 1565!565!565! 1249 r ‘
2832 3283 300

lw) Inductive heater

Figure 5. {a} Configuration. of the samples. (D)
Construction of sample and eguipment to supply SHe to
the sample. (c) Location of the voltage taps.
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Table 2 Experimental condition

Sampie 1 Sample 2
Magnetic field 7T 7T
Transport current 3000 A 2800 A
Initial coolant pressure 6.0 atm 5.8 atm
Initial coolant flow rate 0.47 g/s 0.51g/s
initial coolant temperature 428K 428K
Heating duration 10 ms 10 ms
Experimental conditions are 0.08 ; ,

shown in 7able 2. The voltage
profiles observed during the
normal zone propagation are
shown in Figures 6 and 7. The
normal zone propagation length
in  both

downstream directions from

upstream and

heating center were measured in

each samples.

3.2 Simulation results

Since the superconductor of the
is NbTi, v, is
calculated from a reference 19.
The strand includes CulNj, so v,
should be
substitutes for vy, for simplicity.
Yo ols

equation in a reference 20 since

samples

defined. Ycu

calculated from an

the conduit are made from
stainless steel. Critical
temperature is calculated from a
reference 21, and current
sharing temperature is evaluated
by linear interpolation of the
critical current and the critical

temperature. The parameters

0.06

0.04

Voltage Vv {V)

0.02

-0.2

Figure 6. Veltage

0.2 0.4 0.6 08
Time 1 [s)

profile  during the normal  Zone

propagation in the sample 1.

0.08

0.06

0.04

Voltage V (V)

0.02

Figure 7. Voltage

profile during the normal zone

propagation in the sample 2,
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Table 3 Parameters in simulations

Sample 1 Sample 2
Discrete length increment 5 mm 5 mm
Number of grids 1201 1201
Discrete time increment 0.5 ms 0.5 ms
Number of time steps 1601 1601
Critical temperature 621K 621K
Current sharing temperature 480K 48%K
Input energy 2.42 x 10* J/m? 2.96 x 10* J/m?
(€, Coe) " (0,0) and (500,500) (0,0) and (500,500)

used in the simulations are shown in 7able 3. The other parameters are the ones
indicated in 7ables / and 2.

The calculations were performed by FUJITSU VP2600, whose performance is 5
GFlops. The CPU time were less than 10 minutes for each calculation. The CPU time
seems to be short for the quench simulation for 800 ms with the 1201 lattices whose

discrete increment is 5 mm,

3.2.1 Normal zone propagation length
The calculation was carried out for (C, Cou,) = (0,0) and (500,500)_ The former case

n?

corresponds to the constant inlet and outlet pressure condition. The calculated normal
zone propagation length in the upstream and downstream directions from the heating

center is shown in Figures 8 and 9 with the measured results. In case of
(C,,C...)=(0,0), the upstream normal zone propagates faster than the downstream

i “out

although they were almost same in the measurement. However, the simulation result
indicates that the existence of the flow resistance makes the difference between the
upstream and downstream normal zone propagation length to be smaller but they shift
little as a whole. It is then expected the difference of the flow resistance reflects on
merely the deviation between the upstream and downstream normal zone propagation
length, at least, below the flow resistance level of (C,,C...) =(500,500).

The samples have coolant buffers at their coolant inlet and outlet. However, the
coolant in them seems to have almost no compressibility in these coolant buffers, since
the temperature of it equals to the bath temperature and then, is much lower than
pseudocritical temperature of 7.2K. Therefore, the coolant buffers do not play a role to
keep the pressure to be constant. The piping and valves before the inlet and behind the

outlet, consequently, cause the flow resistance.
The magnitude of the flow resistance was not estimated in this expeniment. However,
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Figure 8. Normal zone propagation length in the
sample 1. The open circle and triangle indicate
the measured normal zone length in the
downstream and upstream directions,
respectively. The solid and broken lines are the
simulated downstream and upstream normal
zone propagation lengths.  (a) (C,.,C..) = (0,0).
(»y (C,,.C,,) = (500,500).
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Figure 9. Normal zone propagation length in the
sample 2. The open circle and triangle indicate
the measured normal zone length in the
downstream and upstream directions,
respectively. The solid and broken lines are the
simulated downstream and upstream normal
zone propagation lengths. {(a) (C,..C...) = (0,0).
by (C,,.C,,,) = (500,500).
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the measured pressure rise at the coolant outlet is smaller than the one simulated for
(C,,C,,.) = (500,500). This indicates the flow resistance of the samples is smaller than

500. Then, the flow resistance of the samples is thought to be between
(c,.C,.)=(0,0) and (500,500). Moreover, the deviation between the upstream and

downstream normal zone propagation length was small in the measurement ,so that the
flow resistance in the samples is thought to be closer to (C,.Cou) = (500,500). The
simulated results for (C,.,,,Cou,) =(500,500) show relatively good agreement with the
measured although increment of the normal zone length in the experiment is larger than

in the simulation.

3.2.2 Voltage behavior

Figure 10 shows the voltage behavior simulated for the sample 1 test. The increase of
the measured normal voltage is slower than the simulated one at the beginning of the
normal transition. One possible interpretation of the slow increment of the normal
voltage is as follows. The complex geometry of the CIC conductor makes the coolant
flow strongly disturbed. Then, the heat transfer performance in the turbulent region can
be better than the one estimated by Equation (17). When very good heat transfer
performance can be obtained, the strand temperature becomes equal to the coolant
temperature. In this case, the normal voltage appears when the temperature of the cool-

ant flowed out of the heated

region reaches the current
sharing temperature, and it 0.06.
gradually increases until this
coolant temperature becomes
the critical temperature. Also,

. 0.04
the voltage increases after full

normal transition in the measure-

Veltage V (V)

ment although the plateau

appears in the simulated voltage. 0.02 1

This indicates the estimation of

the electric resistivity on the

high temperature region is o 2 : . . : — - :

. . 0 0.2 0.4 0.8 0.8

underestimation. In addition,

this interprets the discrepancy in Timz 1 (s)

the normal propagation velocity . .
Figure 10. Simulated voltage profile in the sample 2. A

between the measured and the solid, bold, dot broken and dot-dash lines indicate the

simulated. It is therefore ex voitage profile for V3-4, V4-5, V5-6, V6-7 and V7-8.
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pected the simulation of the normal zone propagation length for the actual flow

resistance will also show good agreement with the measured.

4. Conclusion

The new quench simulation code, POCHI], is developed. In POCHII, the restriction
from the CFL condition can be eliminated by applying implicit-time dependent finite
different scheme. Moreover, the CPU time for quench simuiation could be reduced since
a tridiagonal system, which needs no iterations for solution, was offered for the fhud
dynamics finite difference equation as a result of finearilzation of it. The simulation
results was compared with the experimert results of the normal zone propagation in the
two different CIC conductor samples. Normal zone propagation length shows relatively
good agreement. However, it seems to be necessary to improve the treatment of the
heat transfer coefficient in the turbulent region and the electric resistivity of the copper

stabilizer in the high temperature region. The code will be improved near future.
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