it T 5 gL ALK BT D i LA S eI 8 B T

JAERI -M
91-051

IMPLEMENTATION OF REACTOR SAFETY ANALYSIS CODE
RELAP5/MOD3 AND ITS VECTORIZATION ON
SUPERCOMPUTER FACOM VP2800

March 1991

Misako ISHIGURQ, Toshiyuki NEMOTO* and Atsushi HIRATSUKA®

H £ B F Hh W % |
Japan Atomic Energy Research Institute



JAERIM v #H— i, HEBREFAWEFRHFTEMLHL T2 HRREFTT.

AFOH G L, HERET AR IE R R ER R (T30 11URIEH 5 ER N
WA T, BHEHLUZDLCIZSA G, Ol ZOECHEEART LB EN A - 7 —
(319 11 SRS HEMATE R U AR T HFENM) THYC L EBIR S 2% -1
BV ET,

JAERI-M reports are issued irregularly.
Inquiries about availability of the reports should be addressed to Information Division
Department of Technical Information, Japan Atomic Energy Research Institute, Tokai-

mura, Naka-gun, Tbaraki-ken 319-11, Japan.

) Japan Atomic Tnergy Research Institute, 1591
R FET B A T-7i4F %
£y Rl o b & FD A 8




JAERI-M 91-051

Implementation of Reactor Safety Analysis Code RELAP5/MOD3
and Its Vectorization on Supercomputer FACOM VP2600

* *
Misako ISHIGURO, Toshiyuki NEMOTO and Atsushi HIRATSUKA

Computing and Information Systems Center
Tokai Research Establishment
Japan Atomic Energy Research Institute

Tokai-mura, Naka-gun, Ibaraki-ken

(Received February 25, 1991)

RELAP5/MOD3 is an advanced reactor safety analysis code developed
at Idaho Natienal Engineering Laboratory (INEL) under the sponsorship of
USNRC. The code simulates thermohydraulic phenomena involved in loss of
coolant accidents in pressurized water reactors. The code has been
introduced into JAERI as a part of the technical exchange between the
JAERI and USNRC under the ROSA-IV Program.

First, the conversion to FACOM (= FUJITSU} M-780 version was carried
out based on the IBM version extracted from the origimal INEL RELAP5/MOD3
source code. Next, the FACOM version has been vectorized for efficient
use of new supercomputer FACOM VP2600 at JAERI. The computing speed of
vectorized version is about three times faster than the scalar. The
present vectorization ratio is 78%.

In this report, both the implementation and vectorization methods

on the FACOM computers are described.

Keywords: RELAPS5/MOD3, Thermohydraulics, Reactor Safety, Computer Codes,

Transient Analysis, Supercomputer, Vectorization, FACOM vVP2600
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1. Introduction

RELAP5/MOD3 code has been developed by Idaho National Engineering Laboratory
(INEL) under the suponsorship of USNRC. The code simulates thermohydraulic
phenomena invelved in loss of coolant accidents in pressurized water reactors.
The code has been introduced into Japan Atomic Energy Research Institute (JAERI)
as a part of the technical exchange between the JAERI and U'SNRC under the ROSA-
[V Program.

RELAPS/MOD3 code was originally developed on CRAY X-MP/24 under a UNICOS
operating system. But the present INEL source code in update format covers the
various computer hardware/software environments: CRAY, IBM, VAX, CDC under both
UNIX or mainframe dependent operating systems. Then each code-user can chose a
coding type which is suited for his own computer sysiem. The developmental
version (RELAPS/MOD2.5 **) was first delivered at JAERI in early Summer in 1989.
After then we implemented FACOM version in order for pfelimimary use at the
Thermohydraulic Safety Engineering Laboratory of JAERI. The developmental
assessment of RELAP5/MOD3 code was reported *2.

The overall goals of RELAP5/MOD3*? code from the previous RELAP5/MODZ ** are
explained as follows:

(1) Improved physical modeling,

(2) Faster execution speed,

(3) Basy portability,

{4) Improved documentation.

The FACOM version at JAERI is based on the coding extracted with IBM option
from INEL source code in update format. The IBM code has been first converted
into FACOM M-780 environment. The M-780 computer is compatible with IBM 370
series.

It is of great important to accelerate the computation of RELAPS code on
vector supercomputer. Therefore, the FACOM versions of RELAP5 codes implemented
so far have been vectorized for efficient use of supercomputer VPs installed at

AJAERI. In the past, JAERI succeeded in the vectorization of RELAP5/MOD ** and
MOD? *¢ codes. In response to the request from USNRC, the vectorized RELAPS/
MOD? code was supplied to INEL. The computing speed for the MOD2 is four times
faster than the scalar calculation on the new supercomputer FACOM VP2600 of
JAERI to the sample problem TYPPWR for a small break LOCA analysis. The JAERI
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vectorized program structure is applied to most part of the present RELAPS/MOD3
code, except that the heat transfer calculations. The vectorization of RELAPS/
MOD3 code has been carried out at JAERI to get complete vectorized version. The
manpower required at JAERI was less than before. The table look-up of steam
table is newly vectorized, but the cbtained speedup is 2.8 times that is less
than the MOD2 for the same sample problem. This is because lower vectorization
ratio. At present, 53 subroutines are modified and the vectorization rario 784
is achieved. Further effort is required.

The vectorized RELAP5/MOD3 of JAERI is also supplied to USNRC.

The FACOM VP2600 hardware block diagram is shown In Fig. 1.1 The clock
period is about 3.2 ns. The peak speed of the VP2600 is 5 GFLOPS, but the
actual computing speed of RELAP5/MOD3 is about 100 MFLOPS for practical scale

applications .

In this report, both the implementation method and vectorization meihod are

described, in Chapters 2 and 3.

FUJITSU VP2000 Series Hardware Block diagram
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Fig. 1.1 FACOM (=FUJITSU} VP-2600 hardware block diagram
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9. Implementation of RELAP5/MCD3 Code on FACOM M-780 Computer

2.1 Overview
The original scurce code transmitted from INEL involves various coding types

in order to keep a portability of the code. In fact, the INEL source code was
created so as to be used by various cemputer users such like CRAY, 1BM, VAX, CDC
under both UNIX or mainframe-dependent operating systems. Users can extract

their own code by specifying options appropriate for their computer.

At JAERI, implementation of RELAP5 code on FACOM M-780 has been performed
automatically using software tools in order to decrease troublesome tasks and
avoid careless mistakes. The M-780 computer is an IBM compatible one but the
software environment is somewhat different. The operating system is FACOM F4
MSP. Therefore, some modification was required to obtain FACOM version from IBM
version. The implementation procedure applied at JAERI is illustrated in Fig.
9.1.1. The procedure is summarized as follows:

(1) Extraction: IBM coding tvpe is extracted from the original source code

transmitted from INEL using a tool SELECTX

(2) Compare: Each statement of the new IBM code is compared with that of old
IBM code which was extracted from the previous INEL source code, using the
tool FORTCOMP. The statements different between two codes are marked and
editted based on the sequence numbers assigned to the old IBM code. After
then they are reserved as update cards,

(3) Conversion: Since the update cards are still aimed at 64-bit Fortran, they
are converted into the coding for 32-bit Fortran. For this purpose the tool
CONV32 which was transmitted from INEL is used.

(4) UPDATE: The first step is to renumber the old FACOM version, where the
numbers correspond to those assigned to the old IBM cede. The tool used for
this purpese is SEQNUM. In the second step, the converted update Fortran
statements are embedded into the old FACOM version using the tool UPDATE.

(5) Hand modification, if mecessary: Finally new FACOM version is created.

. Here SELECTY, FORTCOMP, SEQNUM, and UPDATE are conversion tools from Cray or
CDC environment to FACCM. The toels have been developed at JAERI in cooperation

with FUJITSU visited engineers.
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2.2 Transmittal files
The contents of files invelved in the transmittal magnetic tape sent from INEL
are given by Table 2.2 1. Environmental library of the RELAPS code was separate
from RELAPS main stream. The conversion procedure that will be described
hereafter is the same between RELAP5/MOD3 main stream and environmental library.
The files used for the implementation at JAERI is shown in Table 2, 2.2

2.3 Extraction

Base version (= IBM base code) is extracted from the original INEL source code
by specifying options appropriate for JAERI environment. The options specified
for RELAP5/MOD3 main stream are:

IBM, IN32, MASS, COUPLD, CHNG8, CHNGS, CHNG10, BLKDTA, TIMED, PLOTS.
The options specified for environmental library are:

1BM, IN32, SCOPE], CHB.

In the original INEL source code, a kind of directives beginning with ¥lFree
are inserted to select the Fortran statements corresponding to the specified
options. The directives are illustrated in Fig. 2.3.1

At JAERI, the tool SELECTX, similar as INEL transmittal tools SELECTF and
SELECTM, is used to perform the extraction according to the directives.

The input/output files for SELECTX are shown in Fig. 2.3.2 and the Job Control
Languages (JCLs) on FACOM for extracting RELAP5/MOD3 and environmental library
are shown in Figs. 2.3.3 and 2.3.4, respectively. Here the INEL original source
file ORGNEW and the select options CONTROL are inputed. The extracted source
code file IBMNEW, INCLUDE source file INC (= COMDECK file on CRAY), and check
list are outputed. In the JCLs, the following file definition names are used:

INEL source file INSOC, '

Select options (CONTROL) SYSIN,
New IBM base code (extracted) OUTSOC, PO file,
Include file OUTING, PO file.

2.4 Comparison

Bach Fortran statement of the extracted new IBM (base) code is compared with
that of old IBM code step by step. As the result, update card set which
involves modification cards to the old [BM code is generated. The update cards
consist of designations of ~insert’ or "delete’ of sequence numbers, as shown in
Fig. 2.4.1. Note that the sequence numbers here correspond to the old IBM code.
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We used a tool FORTCOMP to find the diffrences of Fortran statements between
two source codes and edit them as the update cards. The input/output files for
FORTCOMP and JCL of it are shown in Figs. 2.4.2 and 2.4.3, respectively.

File definition names are as foliows:

New IBM code NEWSOC,
0ld IBM code QLDSOC,
Update cards set UPDATED.

2.5 Conversion 7
In the conversion step, update cards are converted from CRAY Fortran (64-bit)
to the IBM Fortran (similar to FACOM Fortran), since the update cards extracted
so far are aimed at CRAY except for bit-processing. Therefore, a conversion tool
CONV32 was transmitted from INEL. We used modified CONV32 which was turned up
for JAERI environment. The function of CONV32 is as follows:
(1) Double precision real number constants: 1.0 ==> 1.0D0
(2) Double precision REAL declarations: REAL FA(1) ==> REAL*8 FA(1)
(3) 32-bit integer array treatment: INTEGER IA(1)} ==> INTEGER 1A(2,1)
(array names are -specified as iaput data)
(4) Treatment of 32-bit integers in EQUIVALENCE statement:
(array names are specified as input data) EQUIVALENCE (FA(1), IA(1)) ==
EQUIVALENCE (FA(1), [A(1, 1))
(5) Use of integer arrays TAN)=M ==> 1A(2,N)=M
{array names are specified as input data) M=IA(N) ==> M=IA(Z,M)
CALL ABC (IA(N),..)
==> CALL ABC (IA(L,N),...)
(8) Packing of blank characters when a statement overs 72 columns.
(7) Global declaration of specified array names: 'Dimension-up’ such as the
conversion (3), (4), and (5) is carried out for all the statements which

involves the specified array names, over all subroutines.

The input/output files of CONV32 is shown in Fig. 2.5.1. Here the MLIST5M and
MLISTEG are files transmitted from INEL. The MLISTS5M provides us with the array
names for global dectaration to RELAP5/MOD3 main stream and the file MLISTE®
brovides with the array names to environmenttal library. After the execution
of CONV32, a converted update file FCMUP is generated.

The CONV32 is used in conversational mede. The TSS command procedure for the
CONV32 and example of how-to-use of commands are given by Figs. 2.5.2 and 2.5.3,

respectively.
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It should be noted that a kind of hand rewritting is necessary before the
execution of CONV32. That is, when an argument at subroutine call is array
variable which is specified for dimension-up and the corresponding virtual
argument is non-arrav variable, the following rewritting is required, where in
this example, the value TA(N) is referred and value TA(N+1) is updated.in the

subroutine ABC:

* -

. - TARGL = 1A (N
. 1ARGZ = [A (N+1)

CALL ABC (IA(N), IA(N+1)) ===) CALL ABC (IARGI, TARGZ)
. TA(N+1) = 1ARGZ

- .

* L

2.6 Update .

In update phase, the old FACOM version is updated using the converted update
cards and new FACOM version is created. Update is carried out with two steps.
In the first step, renumbering of old FACOM version is performed. For each
Fortran step, a number corresponding to the old IBM code is assigned. The tool
used for this purpose is SEQNUM (see Fig. 2.6.1).

In the second step, the converted update statements are embedded into the old
FACOM version using the tool UPDATE (Fig. 2.86.2).

The input/output files of the tool SEQNUM and its JCL are shown in Figs. 2.6.3
and 2.6.4, respectively. The input/output files of the tool UPDATE and its JCL
are shown in Figs. 2.6.5 and 2.6.6, respectively. The file definition names are

as follows.
0ld IBM base code CHKSOK,
01d FACOM version INSGC,

01d FACOM version with sequence number  OUTSOC for teol SEQNUM,
OLDSOC for tool UPDATE,

Update cards set UPDATECD,

“New FACOM version NEWSOC.

9.7 Hand modification
Special care has to be given to avoid the inconsistent coding: inconsistent
use of argument type and dimension between real and virtual variables at
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subroutine calls, incorrect Boolian variable definition, and incorrect memory
sharing between local integer arrays and real arrays by EQUIVALENCE statements.
In the third case dimension-up may be required. For these situations, hand
rewrittings were carried out. The inconsistencies are usually found as conver-
sien errors after automatic code conversion. These error corrections should be
added to the update cards for the future code conversion.

Finally new FACOM version is created (see Fig. 2.6.2).
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Table 2.2.1 RELAPS/MOD3 transmittal tape contents version 5Md

€OC Name
CONTENT

CONTALL
CODETAB

RTESTS

RE5M5S

TAPCHK1
REENE11

UPEML

USPLITS

CNV32S

SEGDIRC

MLISTES

MLISTSM

EXBLANK

INSTALG
AWKSPLI

RELAPS/MO03

TRANSMITTAL TAPE CONTENTS

NIX Nam
contents
contentall

codetable

rtests

rebmb5.s

tapchkl

reenbll.s

upeml]

usplit.s

cnv3z.s

segdir:

mliste

mlistm

exendblank

instal'cray

awksplitw

VERSION 5M5

Contents

Contents of this transmittal,
Master 1ist of transmittal tape files,

Code versions and corresponding auxiliary
file versions.

Fortran coding for dummy installation
without compiling.

RELAPS/MOD3 Version 5M5 source in Update
source format.

Dummy file to check tape position.

Environmental 1ibrary version 611 source
in Update source format.

Fortran coded version of an Update very
similar to the Update Program on CDC and
Cray computers.

Source for Utility program for systems
without Update.

Source for convert program for 32 bit
machines.

Segloader input hsed by the install_
scripts.

File used with application of cnv32 to
environmental source on Yax computer.

File used with application of cnv32 to
material property source on Vax computer.

Program to remove trailing blanks from
scripts (must be run on the install
script). Fixed format tapes have added
blanks to fill out to column 80, Since
UNIX continuation lines are a backslash
immediately followed by a carriage
return, the extra blanks would destroy
all of the continuation characters at the
end of the lines.

Master Cray installation script.

Program to spiit routines from an envi
source.
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File

File
File
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File

File

17:
18:

19:
20:
21:
22:
23:
24:
25:
26:
27:

28:
29:

30:

31:

32:

33:

34:

35:

36:

37:

CpC Name

MASTERM
MAKEUTI

DUKSKS5
EDHS5M5
L315K3
PRZ5K3
TYASK3
TYR5K3
INSTRUC
SELECTM
SELECTF

INSTALU
TITLEMS

ODUSK3

QEDSK3

OEDSM5

OL35K3

0P25K3

OTASK3

OTR5K3

TAPCHKZ
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Table 2.2. 1 (Continued)

RELAPS/MOD3

TRANSMITTAL TAPE CONTENTS

UNIX Name
mastermake

makeutil

dukler5k5
edhtrk5m5
1315k3
prob25k3

typpwr5k3

typrst5k3

instructions
select.m

select.f

installunix

titie5mnd

oduklerbk3

oedhtrx5k3

oedhtrkbms

01315k3

oprob25k3

otyppwr5k3

otypr5k3

tapchk2

VERSION 5M5

Contents
Makefile for UNIX installations,

Create utility scripts for the master
make script.

pukler problem sample input.
Edwards pipe problem sample input.
Loft L3-1 problem sample input.
Workshop problem 2 sample input.
Typical PWR problem sample input.
Typical PWR restart problem sample input.
Transmittal installation instructions.
Compileable Select program for Masscomp.

Compileable “elect program (except for
Masscomp).

Master UNIX installation script.

Short synopsis of all updates to create
version 5m5.

Output (version 5k3) from Dukler sample
problem. _

Output {version 5k3) from Edwards pipe
sample problem.

Output (version 5m5) from Edwards pipe
sample problem.

Output (version 5k3) from Loft L[3-1
sampie problem.

Output {version 5k3) from Workshop
problem 2 sample problem.

Output (version 5k3) from Typical PWR
sample problem.

Output {version 5k3) from Typical PWR
restart sample problem.

Dummy file to check tape position.
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Table 2.2.2 Files used at JAERI

File. 5 RESM5S  RELAPS/MOD3 source

File. 7 REEN611 Envircnmental Libraly

File.10 CNV32S  Source for convert program for 32 bit machines
File.12 MLISTE6 Input data for CONV3Z (for ENV lib)
File. 13 MLISTSM Input data for CONV32 (for RELAPS)
File.19 DUKSKS  DUKIER sample input data

File.20 EDHOoMS  EDHTRK sample input data

File.21 L315K3  LOFT L3-1 sample input data
File.22 PR25K3  PROBZ sample input data

File. 23 TYASK3  TYPPWR sample input data
File.24 TYRSKS  TYPPWR(Restart) sample input data
File.30 0DUSK3  DUKIER output results

File.31 OED5K3  EDHTRK output resuits -

File.32 OBEDSM5  EDHTRK output results

File.33 0L35K3  LOFT L3-1 output results

File.34 O0P25K3  PROB2 output results

File.35 OTASK3  TYPPWR output results

File.36 OTRSK3  TYPPWR(Restart) output results
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ORGNEW :
IBMNEW
IBMOLD :
FCMOLD
CDCUP

FCMSEQ

FCMUP H
FCMNWK

FCMNEW ¢

051

New original program.

: New source program of IBMversion.

0ld source program of IBMversion.

: 01d source program of FACOM version.
: Update-card of IBM version.

0id source program of FACOM version with
the sequence number of Old source program
of IBM version.

Update-card of FACOM version.

Source program of FACOM version updated by

UPDATE.
New source program of FACOM versicn.

Fig. 2.1.1 General flow for conversien of RELAPS by using tools
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€ TEST FOR STEADY STATE.
¢ IF STEADY STATE IS ACHIEVED., DONE = -5 AND IECF = MASK(4).
IF¢IROUTE .EQ@. 1) CALL SSTCHK({IECF, SSDTIM)
IPRNT = PRINT
39 CONTINUE
¥1F DEF,TIMED.,2
CALL TIMEL (SAFE1}
TIMEI¢(1) = TIMEI1{(1) + SAFEl
IF (STSCPUCFILNDX(20))> .GE. STSOLD) THEN
STSOLD = STSCPUCFILNDX(20)) + 10.0
WRITE (MESSG-2099) STSCPUCFILNDRC20)),TIMEHY,DT,NCOUNT
2099 FORMAT (' CPU=',F&.0.' SEC, PROB TIME=',F11.4,' SEC, DT=',F10.6~
* ' SEC, ADV CNT=',.18B)
¥1F DEF,NPA-1
IF C(IAND(PRINT.32) .EG. 0) THEN
¥1F DEF,CTSS5.,1
CALL MSGTTY (MESSG,132)
¥1F -DEF.,CTSS-1
WRITE (TTY,"(A)') MESSG(1:80)
¥I1F DEF,NPA
ELSE
¥1F -DEF,IN32,1
CALL FMESSG (M,1,TIMEHY.MESSG)
¥IF DEF,IN32.2
TIME4 = TIMEHY
CALL FMESSG (M,1,TIME4,MESSG)
IF (M .NE. 0) WRITE (TTY,2008)
2008 FORMAT (' ERROR NUMBER',IS,' RETURNED FROM NPA MESSAGE ROUTINE.®)
ENDIF
¥ENDIF
¥IF -DEF,CTSS
¥IF DEF-SELAP
IF (IAND(PRINT,32).EQ.0 .AND. NCVOL.GT.O} THEN

Fig. 2.3.1 Example of directives

|.—"
SELECTX

N T
--

Fig. 2. 3.2 [Input/output files for SELECTX
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t1JCLG JOB

// EXEC JCLG

/7SYSIN DD DATA,DLM='+4+!

/7 JUSER 1234567B,W.ASANO,4126.99
T.3 ¢.2 W.3 1.4 SRP

OPTP PASSWORD=FUJITV

1/s T.3 W.3 1.5 C.2 SRP

11

II! t‘!tttttlt!ttlt!llttlttttltltlttttl!ttlttltlltt#lltt!t!t
I/ ExxEx3RY RELAPS/MOD2.5 SELECT-X FOR RELAPS ssssxssis
//! ttt!!ltttlt!!tllt’ttlllt'tttllltl’t!ttttt#ltl!tt!lltlttl
[7*

17 EXEC PGM=SELECTX,PARM="ELM(*)  MSGLEVEL(9)'
//STEPLIB DDhDSN-JOOOi.RSTOOL.LOAD:DISPusHR

/4 1INSOC oD DSN-J9127.LT2.RELAPS,DISP-SHR:LABEL-<,,fIN)
J/0UTSOC DD DSN=J9127 .93 .RELAPS.SELECT.

17 DISP=(NEW,CATLG,DELETE) .

17 DCB-(LRECL-SO:BLKSIZEnZZOOD:RECFM-FB,DSORG-PO)p

1 SPACE=(TRK,(100,10,60) /RLSE) UNIT=TS5WK

fF/QUTINC DD DSN=J9127.aa.BELAPS.IHCLUDE;

¥ DISP=(NEW,CATLG,DELETEY,

i DCB-CLRECL-BO,BLKSIZE=22000,RECFH=FB,DSORG=PO),

rf SPACE®=(TRK,(10,10,60) RLSE)  UNIT=TSSWK

JISYSPRINT DD SYSOUT--,DCB-(RECFM:FBA,LRECL-137,BLKSIIE-GBSO)
J/SYSIN DD =

sDEFINE IBMIINSZIMASSICOUPLDFCHNGBICHNG?ICHNGlOIBLKDTAITIHEDIPLOTS
¥DEFLINE IBM:INS?;MASS,COUPLD:CHNGB,CHNG?zCHNGiOfBLKDTA:TIMED:PLOTS

PR
++
17
Fig. 2.3.3 Example of JCL for SELECTX (RELAP3)
f7JCLG JOB

// EXEC JCLG

F/SYSIN DD DATA,DLM='+4"

/7 JUSER 12345678,W.ASAND,4126.99
T.3 €.2 W.3 1.4 SRP .

OPTP PASSWORD=FUJITV

Ils T.3 W.3 1.5 C.2 SRP

fix

17z ltlltlttl!Ilttl!l!t!ltli!tllit‘tlt!ttllt!lt!lt!lt‘lt!ﬁtll
f1ls ssxxsunsx RELAPS/MOD2.5 SELECT-X FOR ENV.LIB =xsssssss
Il lltttlttll'l!tll‘t‘!lttttlll!ltltt!!tlltitlllttll#lltitll
i/

i EXEC PGMmSELECTX,PARM='ELM(2) MSGLEVEL(9)'

//STEPLIB pe DSHN=J0001.R5TOOL.LOAD,DISP=SHR

//INSDC pD DSN!J?lZ?.LTZ.ENVRS:DISP-SHR;LABEL-(rarlN)
Z70UTSOC DD DSN=J9127.88.ENVRS.SELECT,

IX} DISP=(NEW-CATLG-DELETE),

I/ DCB-(LRECL-BO:BLKSIZE-ZZOOD;RECFM-FB:DSORG-PO),

i SPACE‘(TRKI(10110130)rRLSE)rUNITHTSSHK

fF/QUTINC DD DSN=J9127 .89 .ENVRS . INCLUDE,

/! DISP=(NEW,CATLG,DELETE),

Iy DCB=(LRECL=BO:BLKSIZE-ZZOOO:RECFHzFBaDSORG-PO)p

17 SPACE-(TRKz(3:3:10):RLSE);UNIT=TSSHK

fISYSPRINT DD SYSOUT-tpDCB=(RECFM=FBA»LRECL-iBT:BLKSIZE=6850)
f71SYSIN DD »

sDEFINE IBM,IN32,SCOPE1.,CH8
YDEFINE [BM,IN32,SCOPEL,CHB
/s
++
¥

Fig. 2.3.4 Example of JCL for SELECTX (Env. lib)

__13‘7
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sDELETE g - 9
* INSERT g

c

*INSERT 35

C

¢ LODCAL VARIABLES.
INTEGER I.ICARD,ICORAN,IECF,IPLT,IPRNT,IV,IVSKP2,J,K M NWQA
SAVE NWQA
REAL DTADJ,DTREM,DTX,FACTOR,SSDTIM,STSOLD
INTEGER IWRDS _
*DELETE 38 - 38
*INSERT 38
EXTERNAL INTERI,MAJOUT,MIREC,MOVER,PLTWRT,RSTREC,SSTCHK,TIMER
EXTERNAL PLTREC
EXTERNAL TIMEL

<
C DATA STATEMENTS.
s+ INSERT 41

DATA 1WRDS&8/8/
*DELETE 43 - 48
*INSERT 48
C

ICORAN = 1
*DELETE 59 ~ 60
«DELETE 160 - 160

*INSERT 160
¢ 1F ERRMAX IS SMALL., DDUBLE HALVED TIME-STEP.
«DELETE 166 - 169
* INSERT 169
150 IF (LECF .NE. ©0) GO TO 122

*DELETE 198 - 200
«INSERT 200
¢ GET NEW TIME-STEP AFTER SUCCESSFUL ADVANCEMENT 70 ORIGINAL NEWTIME.
{ DO NECESSARY EDITS AND PLOT RECORDS.
*DELETE 244 = 245
*INSERT 245
¢ TEST FOR STEADY STATE.
¢ IF STEADY STATE IS ACHIEVED, DONE = -5 AND ILECF = MASK(4) .
*DELETE 256 - 256
*INSERT 256

WRITE (TTY,'(CA>') MESSG(1:80)
*DELETE 2465 = _77
xINSERT 277

IF (IANDCIPLT.8) .NE. 0) THEN
1F (IAND(IVSKP2,8).NE.O .OR. IANDCIPRNT.32).NE.O) THEN
CALL PLTWRT
IF (JANDCIVSKP2,8) .NE. 0) THEN
WRITE (RSTPLT) NWQRA,IWRDS
WRITE (RSTPLT) (FACK),K=IXIPX,NWQ)
ENDIF
ENDIF

Fig. 2.4.1 Example of update cards
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N

FORTCOMP
‘

Fig. 2.4.2 Input/output files for FORTCOMP

f/JCLG JOB

/7 EXEC JCLG

f/SYSIN DD DATA,DLM="++'

/7 JUSER 12345678,W.ASAND,56126.99
T.3 C.2 W.0 1.4 SRP

OPTP PASSWORD=FUJITV

/= T.2 W.4 1.5 C.2 SRP

I/ix R AAIAEANK AR IR RS AR IR A A RS AN EI RSN ARRSASTARESRRASARARERIE
Iix EEREEEANR RELAPS/MOD2.5 FORTRAN COMPARE PROGRAM sExzEEss
Iix SRR LRSI E AR LA AR TR R AR ATIE S AIRTRERLSRZRITTTARS
f/=

//COMPARE EXEC PGM=FORTCOMP 7
//STEPLLB oD DSN=JOOO1.RSTOOL.LOAD,DISP=SHR

f//0LDSOC oD DSN=J9127 .RE.RELAPS,IBMMOD2.SELECT,

i DISP=SHR,LABEL=C,,,IN)

fINEWS0C +1V 05N-J912?.EQ.RELAPS.SELECT:DISP-SHR;LABEL-(:::IN)
//UPDATECD DO DSN=J9127.8UPDTCD.DATA,DISP=(NEW,CATLG)

17 UNIT=TSSWK-SPACE=(TRK,(100,10,50))

J/SYSPRINT DD DSN-J9127.ES.RELAPS.OUTLISTrDISP-(NEH:CATLGrDELETE)'
s DCB-(LRECL*IB?;SLKSIZE-Z?kOO;RECFH-FBA;DSORG-PS)p

1 SPACE=(TRK,(50,20) RLSE)Y,UNIT=TS5¥WK

++

'

Fig. 2.4.3 Example of JCL for FORTCOMP
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1B MLI
j st
|

N
| \J// EX * J9127.RELAPS. CLIST (CONV32)’

CONV2 " IN(GUPDTCD.DATA)' 'OUT (AUPDTCD.OUT.DATA}’

l/ ) INPUT UPDATE-CARD : aUPDTCD.DATA
OUTPUT UPDATE-CARD : @UPDTCD.OUT.DATA
>

Fig. 2.5.3 Example of TSS command for CONV3Z

Fig. 2.5.1 Input/output files
for CONV32

PROC O IN(C'J9127.8@.RELAPS.SELECT™) OUT('J9127.KKK.DATA')
CONTROL LIST MSG

FREEALL

DEL (WWW W.DATA 'BDUT")

ALLOC DACWWW) NEW T CAT SP(1 1) F(W) UNIT(TSSWK) REU
OPENFILE W QUTPUT

SET W = &0OUT

WRITE W

PUTFILE W

CLOSFILE W

LIB 'J9909.SEAK.LOAD'

ALLDC DACW.DATA) NEW T CAT SP(1 1) UNIT(TSSWK)

ALLOC DA(W.DATAY F(SYSPRINT) SHR REU

DI 'EIN'

ATTR ABC LRECL(80) BLKSIZE(22000) RECFM(F B) DSQRG(PD)
ALLOC DACTZ20UT') NEW T CAT SPC10 10) DIR(50) RELEASE +
USCABC) UNIT(TSSWK?

FREE F (W)

ALLOC F(FTO2F001) DA(WWW) REU

ALLOC F(FTOZ7FO01) DUMMY

ALLOC F(FTOBFOO1) DA('J9127.R5M3.MLISTSM') SHR

ALLOC F(FT46F001) DUMMY

ALLOC F(FT77F001) DUMMY

FORT77 RE.CONV32.FORT77 ELM(*)} GO

EXIT

Fig. 2.5.2 Command procedure for CONV32
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MEMBER NAME DTSTEP

SUBRQUTINE DTSTEP
sIN32 JECF
sIN32END
c

CONTROLS TIME STEP SELECTION AND FREQUENCY OF QUTPUT AND PLOTTING

C
€ EDITS DURING TRANSIENT ADVANCEMENT,
=

IMPLICIT REAL#B{A-H,0-12
=INCLUDE CMPDAT
*INCLUDE COMCTL
£INCLUDE CONTRL
«INCLUDE FAST
«INCLUDE INTRAC
sINCLUDE JUNDAT
«INCLUDE LCHTRL N
sINCLUDE MACHDS
sINCLUDE NPACOM
C25CLUDE SCDDAT
sINCLUDE STATC
s INCLUDE TIMEC
s INCLUDE TRNHLP
«INCLUDE TRPBLK
sINCLUDE TSCTLC
*INCLUDE TSTPCT
sINCLUDE UFILES
sINCLUDE VOLDAT
«INCLUDE STATEC
£2s INTEGER JECF (3}
INTEGER JECF(2,5)
czs REAL DTNM(5)
REAL*8 DTNM(5)
25 EQUIVALENCE (PROP(1),JECF(1)),(S{(1),DTNM(1))
EQUIVALENCE (PROP(I):JECF(I;I));(5(1);0TNM(1))
C25CLUDE SCDOUT
C25CLUDE SLUMPV
C2S5CLUBE NDXARA
C25CLUDE TBLSP
LOGITAL LAST
CHARACTER MESS56=x132
L DATA STATEMENTS
£2s DATA DTREM/100.0/
DATA DTREM/100.0D0O/
L DATA STSOLD/O.O/
DATA STS50LD/0.00D0/
C DATA ICORAN/2/
«INCLUDE MACHDF
c
IF C(CHNGNO(B)) THEN
ICORAN = 1
ELSE
ICORAN = 2
ENDIF
AFLAG = ,FALSE.
LAST = .FALSE.

1ECF = O

€25 1CARD = CURCTL(FILNDX(2))
ICARD = CURCTL(2,FILNDX(2))
1 = FILNDX(2) + 1CARD

IF (SKIPT) GO TO 10
NWQA = FILSIZCi7)/2

NWQ = NWGA + IXIPX

NWGA = NWQA + 1

NPANWYX = FILSI2¢17) - 1
NPANW = NPANWX

€25 PRINT = IOR(IAND(PRINT:NOT(i?Z))zIAND(ISHFT(TSPPAC(I):L)¢192))
PRINT = lﬂR(lAND(PRlNT:NOT(l?Z))fIAND{ISHFT(TSPPAC(E:I),4),192))

IF (NCOUNT .NE. O) SKIPT = .TRUE.
1ECF = 15
DTHY = DTMAX(I)
DTHT = DTMAX(D)
IF ¢(NREPET .NE. 0} GO TO 4
NREPET = 1
NSTSP = NSTSP - 1
£2s CURCMICFILNDX(2)) = CURCMICFILNDX(2)) + 1
CURCMI{2,FILNDX(2)) = CURCMIC2,FILNDXC2)) + 1

[ CURCMJ(FILNDX(2)) = CURCMJCFILNDXC2)) + 1
CURCMJ(Z-FILNDX(2)) = CURCMJ (2, FILNDX(2)) + 1
€25 CURCRS(FILNDX(2))} = CURCRS(FILNDX(2)) + 1

CURCRS5(2,FILNDX(2)) = CURCRS(2,FILNDX(2)) + 1

00000001
00000002
00000003
00000004
00000006
00000007
00000008
00000009
00000010
00000011
00000012
00000013
00000014
00000015
00000016
00000017
00000018
00000019
00000020
00000021
00000022
00009023
00000024
00000025
00000026
00000027
00000028
00000029
00000029
00000030
00000030
00000031
00000032
00000033
00000034
00000035
00000035
00000036
00000037
00000038
00000039
00000039
00000040
00000040
00000041
00000042
00000043
00000044
0000004S
00000046
00000047
00000048
00000049
60000050

00000051
00000052
00000052
000000353
00000054
00000055
c0000054
Do000057
goo00058
00000059
00000060
00000061
00000061
00000082
00C00063
00000064
00000065
00000066
00000067
0000Q0s68
00000069
000000469
00000070
00000070
00000071
00000071

Fig. 2.6.1 Example of old source code with sequence number
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Fig. 2.6.3 Input/output files for SEQNUM

/7JCLG JOB

// EXEC JCLG

F/SYSIN DD DATA,DLMuT44+"

/7 JUSER 12345478,W.ASAND,4126.9%
T.2 €C.2 W.1 1.4 SRP

OPTP PASSWORD=FUJITY

fi= 7.2 W.1 I.5 €.2 SRP

I

[[l tttlll!ltl’lltltllt_ttlttlltttlslltlltltlt#slllltllltlttt
/in EaNR2RER RELAPS5/MOD2.5 SEQNUMBER PROGRAM EEsREERS
]/l tlltlttltilltll!ltttlltllltllttlltl!llltttlltlttlllltll
fin

I8 EXEC PGM=SEQNUM

//7STEPLIB DD DSN=JOOOL.RS5TOOL.LOAD,DISP=SHR
//CHKSOC DD OSN=J9127.RE.RELAPS.IBMMOD2.SELECT,D1SP=SHR-LABEL=(,,,IN)

/7INSOC DD DSN=J9127.RE.RELAPS.MOD25 . FORT77,P1SP=SHR,LABEL=(/,, 1IN}
//0UTSOC DD DSN=J9P127.R8.RELAPSW.FORT?7. :

rf DISP~(NEW,CATLG,DELETE),

1/ DCBa(LRECL=B0,BLKSIZE=22000-RECFM=FB,DSORG=PD),

1 SPACE={TRK,(200,50,60),RLSE)UNIT=TSSWK

//SYSPRINT DD SYSOUT=a,DCB=(RECFM=FBA,LRECL=137,BLXSIZE=6850)

++

7/

Fig. 2.6.4 Example of JCL SEQNUM
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a -
l Jr”””””
UPDATE

|
T

Fig. 2.6.5 Input/output files for tool UPDATE

ffJCLG JOB

/7 EXEC JCLG

F/7S5YSIN DD DATA,DLM='4+4+"

/7 JUSER 1234587B,W.ASANQ,&126.99
T.2 €.2 W.0 I.4 SRP

OPTP PASSWORD=FUJITYV

ii= T.2 W.& 1.5 C.2 SRP

Iils
f/= A AN RSN AR A AN AN E R R N L AN ESEN AN EE RS R NN EAXRBTAETXSTNAR
Ii= stazanExR RELAPS/MODR.5 UPDATE PROGRAM sETRXTAR
Ift lltlltll:l!tlttlltt.llltllltlltl!lllltll‘lltttlltllllt
IXE

//UPDATE EXEC PGM=UPDATE

//STEPLIB DD DSN=JOOO1.R5TOCOL.LOAD,DISPuSHR

ffUPDATECD DD DSN=J9127.QUPDTCD.DATA,DISP=SHR,LABEL=(,,/IN)
//0LDSOC DD ODSH=J9127.99.RELAPSW.FORT77,DISP=SHR,LABEL=(,,,IN)
//NEWSOC DD DSN=JS127.80.RELAPSN.FORT77,DISP=(NEW,CATLG,DELETE},

i DCBu(LRECL=80,BLKSIZE=22000,RECFM=FB,DSORG=PO),
¥4 SPACE=(TRX,(200,30,60),RLSEI UNIT#TSSWX
f/SYSPRINT DD DPSNej?127.99.RELAPS.UPD.OUTLIST,

i DISP=(NEW,CATLG,DELETE),

7 SPACEw({TRK,(100,50) ,RLSE)Y,UNIT=TSSWK,

1/ DCBx(LRECL®137,8LKSIZE=27400,RECFM=FBA,DSQRG=PS)
++

!/

Fig. 2.6.6 Example of JCL for tool UPDATE
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3. Vectorization Methed for RELAP3/MOD3 Code

3.1 Overview

The high speed simulation of nuclear reactor plant transient is very important
in quickly predicting the anticipated danger at the nuclear accidents. A few of
the present advanced thermohvdraulic nuclear reactor codes for the transient
analysis, however, have a computing speed necessary for real time simulation,
even on the world highest speed computer. A lot of efforts have been made for
reducing the computing time of RELAPS *3,

The FACOM version, converted from the IBM-coding type exiracied from [NEL
transmittal source, has been vectorized. In the code, since a staggered mesh
method is applied for discretization, then the code can be potentially vector-
izable on volumes and/or junctions for hydrodynamic calculations. And the heat
transfer calculations can be vectorized on the heat mesh points or intervals,
and/or heat structures.

Although very much effort has been given by INEL group to improve the code for
faster calculation, but the present RELAP5/MOD3 code still has the following
vectorization difficulties:

(1) Program structure unsuitable for vectorization,

(2) Data structure unsuitable for vectorization,

(3) Many IF tests depending on the state of fluid (==> short vector),

{4) Huge program size (==> a lot of manpower for vectorization).

The problems (1)~(3) are affected by the memory size of the past computer on
which the early RELAPS series codes were designed. Development of the first
RELAPS series code, RELAP5/MODI, began about fifteen vears ago. The RELAP5/MOD1
was designed to reduce memory requirements because the code was aimed at CDC
computers with small memory. In the present code, the program structure, except
for the heat transfer calculation, has been considerably improved. CDC or CRAY
dependent bit-processings are removed. But the data structure has nct been
changed. |

From above reasons, very much effort has been still necessary for the vectori-
zation of MOD3 cede: the manpower required was 3 months by two persoms at JAERI,
even started from the recent vectorized version of RELAP5/M0D2.
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3.2 Vectorization difficulties and sclution to them
Program structure unsuitable for vectorization

The subroutines at the top level had DO-loop and many subroutines were called
within the DO-lcop in order to keep the data on the small memory. An example of
a typical program structure of RELAPS is shown in Fig. 3.2.1. Fig. 3. 2. 1(a)
illustrates the program structure of subroutine HTADY and its called subroutines

in the original code.

The HTADV is the top-level subroutine which controls the heat advancements of
heat structures and computes the heat added to hydrodynamic volumes. The D0-1oop
for heat structures, which can model fuel pins or piates with nuclear or elect-
rical heating, etc., exists in the HTADV subrcutine. However, this loop can not
be vectorized because a subroutine HTITDP is calied in the DC-loop. The subrou-
tine HTLTDP, in turn, calls the subroutines MADAT, HTCOND, «++--. These bottom-
level subroutines calculate the thermal conductivities and boundary conditions,
and so on. The HTITDP subroutine, called from HTADV, can not be vectorized too,
since this subroutine do not have DO-loops.

This type of program structure appears in RELAPS frequently. The vectorization
of these subroutines can be achieved by the transfer of DO-loop from HTADV to
HTITDV and to its slave subroutines as shown in Fig. 3.2 1(b).

The original and vectorized codings are presented in Figs. 3.2.2(a) and 3.2.2

(b), respectively.

Data structure unsuitable for vectorizaticn
An example of data structure in RELAP5/MOD3 is shown in Fig. 3.2.3. The data,
which belong to the same volume or junction, are grouped by using EQUIVALENCE
satements. In each group of volumes or junctions, physical quantifies are
ordered as indicated in EQUIVALENT statements. As shown in DO-loops of Fig. 3.2
3, when the physical quantities such as HV are referred over the total volumes,

the memory is accessed by every IVSKP+3 byte.

This memory structure is suited for small memory computer, because the data
belonging to one volume or junction would be stored on the memory. For the
vector processor, however, the distanced memory access causes a memory conflict.
However, we could not change this data ctructure for vectorization, since the

whole program would be rewritten.

Many IF tesis depending on the state of fluid
The code contained many IF statements depending on the fluid state. The [F

tests are replaced into a list vector in order to process efficiently in vector
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processing. Fig. 3.2.4(a) shows the program of DD-lcop transferred from the
top-level subroutine. The same IF statements on the fluid state appeared
several times in different positions of different subroutines. These IF state-
ments are modified in vector version as shown in Fig. 3.2.4(b). At the top-
level subroutine, the lisi vectors LIST] and LIST2 are generated once. The list
vector keeps the volume or junction numbers which shouid be calculated for a
certain condition. At the bottom-level subroutnes, the list vectors are used in
stead of IF statements. By using the list vectors, the redundant IF statements
in the program are remeved.

Another problem of IF statements is short vector length. Tvpical volume or
junction number is 150~300 and the number of volumes or junctions in the

vectorized DO-loop is decreased by the IF branches.

SUBROUTINE HTADV SUBROUTINE HTL1TDP
— Do-loop [or heat structlures :

CALL  MADATA

CALL  AlTLTDP CALL  TTCOND
L CONTINUE =

RETURN RETURN

END END

(a) Original program struclure

SUBROUTINE MTADV SUBROUTINE HTLTDV SUBRCUTINE MADATV
: : Do loop-for heat structures

; CALL MADATV
CALL HTITODV : {(vectorized)
CALL HTCOND

: CONTINUE

: : RETURN
RETURN RETURN END
END END

(b) Vectorized program structure

Fig. 3.2.1 Example of typical program structure
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SUBROUTINE HTADV

[N = FILNDX(8)

DO M = 1, NHTSTRCIH) Lower level subroutine
Lower level subroutines ] HINDEY = IHTPTR{2, [H) + FILNDX(8)
K = HTBYO(2, HINDEX) + FILNDX(il)
I = GTBPTR{Z,K) + FILNDX(IL)
IH = I +1 -

CONTINUE RETURN

RETURN END

END

{a} Original program coding

SUBROUTINE HTADV

[H = FILNDX(®)

NH¥= NHTSTROIHD

D0 M = 1. NHY
HINK¥(M) = THTPTR(Z, 1H) + FILNDX(8)
K = HTBYO(2, HINK¥(M)) + FILRDX(11)
GINY¥{M) = GTBPTR(2,%) + FILNDX(1L)

Lower level subroutine

H =10 +1

CONTINUE Do M = 1, NH¥
HINDEX = HINK¥(OM)
{ = GINK¥(MD

Lower level subroutines =
CONTINUE

: RETURN

RETURN END

END

(b) Vectorized program coding

Fig. 3.2.2 DO-loop transfer in HTADV subroutine
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INTEGER LFSIZ

PARAMETER (LFSI1Z=270000J
PARAMETER (NCOMS=80, NFILES=40)
COMMON /FAST/ FACLFSIZ)
COMMON /COMCTL/ COMDAT(NCOMS)

r

COMDLNC(NCOMS) FILID(NFILESY.

’

FILSIZ(NFILES) , FILNDX{O:NFILES) . FILFLG(NCDMS+1) . SAFE1
REAL*8 FA
INTEGER IAC2,LFSIZ)
EQUIVALENCE (FAC1),1AC1-13)
INTEGER NVOLS(2,1) » VCTRL(2,1) », VOLNO(Z2,1) - IMAP(2,13,
VOLMAT (2,12
REAL*8 V(1) , RHOGO(¢1) ., RHOG(1)
EQUIVALENCE (NVOLS(1,1> -~ IA(1,1)) ~ (VCTRL(1,1) , IAC(1,23).,
(VOLMATC1,1), IAC1.,3)) » (VOLNOC1,1) , IAC1,43).
(IMAP(1,1) - IA(C1,53) » (V1) , FACSY 3/
(RHOG (12 , FAC33) ) » (RHOGO!(I1) r FAC10123.,
INTEGER NJUNS(2-1) » 1d41(2,1) » 1J24€2-1) » JCCe,1d,
IJ1VN(2,1) » L1J2VN(2,.1).
REAL*8 ARAT(1)
EQUIVALENCE C(NJUNSC1,1) » IACE,13) (IJ1C1,1) s, IACL1,200/
(I1J2(1,1) e IACL.30D (JCC1,1) 1ACL, 400,
(IJIVNC1,1) » IAC1,5)) » CIJ2VNC1,1) , TAC(1,602/
CARAT (1) » FACQL1L) O

INTEGER IJSK1

PARAMETER (IJSK1=80)

INTEGER IJSK2

PARAMETER (1JSK2=0)

INTEGER IJSKP

PARAMETER (IJSKP=IJSK1+IJSK2)
INTEGER IVSK1

PARAMETER {(IVSK1=128)

INTEGER IVSKZ

PARAMETER (IVSK2=0)

INTEGER IVSK3

PARAMETER (IVSK3=IVSK1+IVEK2)
INTEGER IVSK4

PARAMETER (IVSK&=0)

INTEGER IVSKPF

PARAMETER (IVSKP=IVSK3+IVSK&)D

FILNDX (4D
IV + IVSKP * (NVOLS(2,IV)
FILNDX(5)
IJ + IJSKP x (NJUNS(2.1)

IV
IVE
IJ
IJE

noaEn

IJE, 1JSKP
1.0D0

o 21 1Js
ARATC(I+1)
CONTINUE

IVE, IVSKP
RHOG(IL?

0o 3 1 1V,
RHGOGOCI)
CONTINUE

b

1>

Fig. 3.2.3 Data structure of RELAP5/M0D3 code
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(a) ORIGINAL CODING (b) VECTORIZED CODING
TOP-LEVEL SUBROUTINE

DO =« I=IB,IE,ISKP L1=0
IF(,, . .. ,) THEN L2=0
Process A ~ DO == [=IB,IE,ISKP
LSE IF¢......) THEN
Process B L1=L1+1
ENDIF LISTI(L1)=]
CONTINUE ELSE
L2=L2+1
LIST2(L2)=I]
ENDIF
L CONTINUE

(c) BOTTOM LEVEL SUBROUTINE

DO =+ [1=1,L1 DO =« [1=1,L2
I=LIST1(II]) [=LIST2(I1)
Process A Process B

LIST VECTOR METHOD

Fig. 3.2.4 List vector method
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3.3 Static and dynamic profils of RELAP3/MCD3 code
Huge program size

Finally, the thermchydraulic reactor transient analysis code such as RELAPS is
very large, since the real large scale complicated physical models are tested.
For example, the number of subroutines is 355 including environmental library
routines, and the number of Fortran statements is 110,000. This program size is

the problem on vectorization.

The static profil of RELAP5/MOBZ code is presented by Fig. 3.3.1. Program
tree of subroutines for the time consumming route is given by Fig. 3.3.2. In
order to know the computing time distribution among subroutines, a dynamic
profil of RELAPS/MOD3 code has been investigated for a typical PWR sample
problem TYPPWR. The results are shown in Fig. 3.3.3. Here the subroutine name,
number of Fortran stetements, number of subroutine calls, relative computing
time estimate in scalar calcuiation, time percent, and bar graph are listed for
the time-consumming 100 subroutines. From this figure we can see, no matter how
we would make effort, we could not achieve the vectorization ratio 90% At
present, we have vectorized 53 subroutines and the vectorization ratio 78% is

resulted.
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[NPUTD

TRRCTL —[ TRAN —— DTSTEP —[ MOVER —— STATE —[ STATEP —— THCON
PLOTMD . : . — VYI5C0G6

— JPROP —l: HZFLOW
VALVE .

— HTADY HT1TDP —7— MADATA
AFMOVE —— HTRCZ
— QFHTRC

— HT2TDP —]: MDATAZ
L . .

— HYDRO —— EQFINL
\— TSTATE — FWDRAG
L. — BLOSS
— JCHOKE
L JPROP
— PHANTJ HTHETA
| PHANTY —— HTHETA }» FIDISJ
L Fipiss L
— HIFBUB
el
__ YFINL —r— JPROP
L PACKER
— PRESEQ
L SYssOL
L.
L VIMPLT JCHOKE
L VLVELA SYSSOL
- VOLVEL

Fig. 3.3.2 Program tree of the time-consumming subroutines

YISCOL
STH2X1
STH2ZX2
STHZX6
STH2XF
VISCVL
VISCVG
THCNFY
THCNGV
SURTNY

SVHZXZ
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9.4 Vectorization methods for heat transfer calculation

The heat transferred across solid boundaries of hvdrodynamic volumes is
calculated using heat structures*®. The heat structures are able to model fuel
pins or plates with nuclear or electrical heating, heat transfer across steam
generator tubes, and heat transfer from pipe and vessel walls, and so on. The
heat structures are represented by one-dimensional heat conduction. Finite
differences are used to advance the heat conduction sofutions.

Fig 3.4.1 illustrates the layout of mesh points at temperatures to be calcula-
ted. The finite difference approximation for mesh points leads to 2 tri-diagonal
system of M: equations, where M; denctes the number of mesh peints for the heat
structure i. In the original code, these equations were solved using the
Gaussian elimination method. And the heat transfer rate &, and the heat

capacity coefficient oCp are obtained by table look-up.

The present vectorized subroutines at JAERI are summarized in Table 3.4. 1L
The vectorization methods used are summarized as follows™®:

(1) Since the heat advancement can be calculated in parallel for all the heat
structure, the heat structure DO-loop in the subroutine HTADV, which is the top-
level subroutine for heat transfer calculation, is transferred into the invoked
subroutine HTITDP (see Fig. 3.2.1).

(2) Program block which contains a calculation on heat mesh points or intervals
is doubly nested DO-loops in nature since heat structure loop exists in the
outer. In this case, the double DO-loops are reformed as a singie DO-loop, if

possible, in order to enlarge the vector length.

¢Index transformation from doubly-nested DO-loop to a single loop>

The heat structure geometry data and tempretures are treated for each mesh
point or mesh interval. The calculated data were stored in a two-dimensional
array XXX¥( £, i) as shown in Fig. 3.4.2. In order to process these data
efficientty, doubly nested DO-locps are transformed into a single loop as
follows, where the arravs XXX¥(L,1) and 7XXXF(LCOLS ¥(J)) share a memory by
EQUIVALENCE statement:

DO 1 I=1,¥VH DO 1 J=1, ¥LCOLS.
DG 1 L=1.COLS ¥(1) ===> 1 IXXX¥( LCOLS¥(J)) = »»+-
I XXXE(L 1) = «ree
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(3) The original method which was applied to the solution of heat transfer
equations was the Gaussian elimination which includes unvectorizable recursive
formula. [n the vectorized code, the inner/outer DO-loops are changed in

positicn and then the heat structure-locp is vecterized.

<Vectorized solution of the heat transfer equation>

The data structure of the coefficient matrix of heat transfer equations is not
changed in the vector version. Use of the data area of coefficient matrix for a
heat structure is shown in Fig. 3.4.3. Here three arrays HTE¥, HTBY, and HTF¥
are used for keeping values "a and ¢, "p”, and "d” when general form

a;Tj-1+bjTi+CjTj+1:dj
is assumed, where the matrix is not necessarily symmetric because values ci and
aw become zero depending on the heat structure geometry.

The vectorization methed applied to solve the one-dimensional heat conduction
calculation is shows in Fig. 3.4.4. in the original code, the program is coded
as doubly nested DO-loops. The inner toop index m is for heat mesh points, and
the outer loop index i is for heat structures as shown in Fig. 3.4.4(a). The
naximum number of heat mesh points and heat structures is indicated ¥MNN and

¥NH, respectively.

This nested DO-loops solved N-set of tri-diagonal system of equations for heat
mesh points of N-heat structures (= ¥NH). For the vecterization, the DO-loap
indices are inverted because the DO-lcop for the heat mesh points is recursive
and the vector length is very small (3~10), but the heat structures have no
data dependency each other.

Besides, the indices of heat structure "i" are changed in accending order of
number of mesh points in heat structures as shown in Fig. 3.4.4(b). A list
vector is provided to keep the maximum heat mesh numbers corresponding to heat
mesh indices. By using this list vector, we could avoid the IF tests in the

inner locp when number of mesh points is different among heat structures.

(4) The forced convection heat transfer correlations and so on were originally
calculated on the left and right boundaries of each heat structure in serial.
The program is reformed in order to czlculate on left and right boundaries over

all heat structures in paratlel. From this reform, the vector length becomes

double.

<Integration of the left and right boundary treatments>
Data structure of boundaries is illustlated as Fig. 3.4.5, where the left and
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right boundaries are arranged alternatively for each heat structure. By apply-
ing this layout, the caiculation order does not changed in vector version. The
change of calculation order in heat boundaries sometimes brings a discrepancy of
the computed results. Especially, in the top-level subroutine HTADY (see Fig.
3.3.1), heat transfers from heat boundaries are added into the hydrodynamic
volumes. The order of the summation at this time is one of the factors which
cause the difference of computed results between vector and scalar processings.
The list vectors generated for the boundary treatments are as follows:
LBI¥(k) to transform the boundary indices assigned as Fig. 3.4.9 into the
indices for a heat structure,
LBL¥(k) to extract boundary mesh points,

LBN¥(k) to extract boundary intervals,
LBNO ¥(k) to distinguish the left and right boundaries {(left = 0, right =1).

(5) List vectors are generated once and later used when IF branch conditions in
a D0-loop are fixed during a time step. In the vectorized version, a DO-loop is
constructed corresponding to a branch condition. The data reference or update
in the DO-loop is replaced to indirectly addressed ones using the list vector

which satisfies the branch condition (see Fig. 3.2.4).

(6) The invariable list vectors which are frequently used are reserved as one-
dimensional tables. We make tables for two purposes: for the index transform-
ation from doubly nested DO-loop to a single loop as described in (2) and for
the integration of the left and right boundary treatments as described in (4).
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Table 3.4.1 Vectorized subroutines for heat transfer calculation
Subroutine nawe Contenls Vectorized index

Original Vectorized

HTADY HTADV Controls advancements of heat structures Left and right
and compules heat added to hydrodynamic lleat boundaries
volumes.

HT1TDP  HTITDY Advance one fheat structure one time step Heat structures,
by advancing the transienf heat transfer Heat meshes, etc.
equalions.

MADATA  MADATV Computes thermal conductivity and volum- Total mesh-
etric heat capacity for each mesh intervals
intervals.

HTCOND  HTCONV Returns left and right boundary condi- Heat boundaries
tions for a heat structure.

HTRC1 HTRC1V Computes heat transfer coefficient from Heat boundaries
correlations. connected with

hydrodynamic
volumes

DiTTUS  DITTSV Computes Dittus-Boelter forced convection ”
heat transfer correlation.

CONDEN  CONDEV Computes condensation heat transfer o
correlations.

PREDNE  PREDNY Computes Pre-DNB forced convection heat »
correlations.

CHFCAL  CHFCAV Computes Lhe crilical heat transfer [lux "

using ZUBER and BIASI CHF correlations.
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~~__ Composition

--------------

Interfaces

oooooo

-—— Boundary

Mesh Points

I

Mesh Point

=" Numbering
Fig. 3.4.1 Mesh point layout
1 2 o+«  m * ¥MAXCL
X | X |x | X |x X (X
x| X |x | x | X
. COLS¥(1)

$MAXCL: Upper limit of the mesh number of heat
structure {not large)

¥NH:

Number of heat structures

COLS ¥(i): Number of mesh points for a heat

structure i

Fig. 3.4.2 Data structure of heat mesh points in the original code



JAERI—M 91—051

l 2 3 eeevee M-I M M+l
HTE¥ ¢, 227C3  d3=Cyq aM-1= Cmv-2 CM-1 dM
HTB¥ b b, b; bu
HTFY d. ds da du
Fig. 3.4.3 Use of data area for coefficient matrix
of heat transfer equations
m= 1 2 3 4 5 - . . « ¥MNN
] | i | ] 1 T
=1 >
1 1 I 1 1 | |
[ ] 3 1 1 1 T
2 Y
] 1 | I l 1 i ]
1 1] i 1 I 1
| : 1 : | } _
1 ] ] 1 1’
1 i ] [| 1 I 1
¥NN _
! [ 1 1 | | | 1
J‘J, (a)
m=1 2 3 4 5 = - e+ ¥MNN
i’= 1 l T
2
¥NH ¢ | ¢ IRBRRRAR

(b)

METHOD FOR DO-LOOP INTERCHANGE

Fig. 3.4.4 Method of DO-loop inversion
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¥NHZ-1

¥NH

leftl

right2

left2 | right2

It ¥NH

rt ¥NH

1

¥NH2: = number of boundaries

Fig. 5.4.5 Data structure of boundaries

number of heat structures(¥NH) ¥ 2
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3.5 Vectorization method for hydrodynamic calculation

The RELAPS hydrodynmamic model ** is a one-dimensional, transient two-fluid
nodel for flow of two-phase steam water nature which can contain a noncondensi-
ble component in the steam phase and/or nonvolatile component in the water. Six
equation model with an additional equation for noncondensibie gas components is
applied as the field equation.

The two-fluid equations of motion which are used as the basis for the RELAPS
hydrodynamic model are formulated in terms of space and time averaged parameters
of flow. The system model is solved numerically using a semi-implicit finite

di fference method **.

Program structure of the hydrodynamic model is rather serial and each
submodels is called sequentially {(see Fig. 3.3.2). Most of the calculation can
be performed in parailel for spatial meshes. Since the staggered mesh method is
appliéd, nodes (=volumes) or junctions can become vectorizable indices. For

most part of the DO-loops, vectorizable codings were already prepared by INEL.

The vectorized subroutines at JAERI are sumnarized in Table 3.5.1.

The vectorizaticn method of each subroutine is as follows *?:

(1) Subroutine EQFINL

Most of DO-loops in this subroutine can be vectorized on junctions or volumes
without restructuring. Only problem is several junction loops which contains
nultiple assignment statements. Such recursive loops appear for adding the
convective terms to the source terms and for computing the Boron density, and

so on. These loops are, therefore, igolated and scalar option is specified.

(2) Subroutine FWDRAG
T™his subroutine consists of volume—loops, so the vectorization is very easy.

Insert of compiler directives (+VOCL on FACOM vectorizing compiler) is the

useful means.

{(3) Subroutine HLOSS

This subroutine consists of a junction-lToop. The calculation is skipped for
most junctions by an IF branch appearing at the top of the program. Therefore,
in the vectorized version, the DO-locp is divided into several blocks before the

IF statements and list vectors are generated if sufficiently large vector length

is expected.
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(4) Subroutine JCHOKE
The last half of this subroutine contains a type of recursive formula to

compute the flow with sound speed but the computing time spent in this part is
very small. So, we vectorize only the first half by making use of the paraliel-

izm of junctions.

(5) Subroutine JPROP
As similar as subroutine FWDRAG, modification is not so much. The cempiier

directives are inserted.

(6) Subroutine HZFLOW

This subroutine consists of a junction-loop with big program body but the most
part of calculation is skipped for all most all junctions, except for the last
program sequence. Therefore, the last program sequence is isolated as a p0-loop

and vectorized on the junctions.

(7) Subroutine PHANTJ

The subroutines PHANTJ and FHANTV are new ones in the RELAPS/MOD3 code. The
PHAINT subroutine of RELAP5/MOD2 are divided into PHANTJ and PHANTY which mainly
contains junction-loops and volume-loops, respectively.

PHANTJ consists of doubly nested DO-loops of plant-components and their
junctions. In the vectorized version, this double loops are reformed into a
single toop. Number of statements in the DO-loop is so many that can be effect-
ively vectorized. So, we divide the loop into several blocks. Flow of the
vectorized PHANTJ is illustrated in Fig. 3.5. L

Subroutine calls for HTHETA in the DO-loop are isolated and the DO-loop are
transferred into the invoked subroutine HTHETA to be vectorized in it. A back-
ward GOTO statement exists for some junctions when the horizontal flow map
calculation (HMAP) is required (see Fig. 3.5.1). We generate two kinds of list
vectors: one is for the junctions used in usual program path and another is for
the junctions on which the HMAP option is specified. [If short vecter length is
expected such as dry wall correlation calculation, scalar loops are applied.

(8) Subroutune HTHETA
This subroutine is called from PHANTJ and PHANTV. The volume loop existing in

both subroutines are transferred and vectorized on the volumes. The convergence
calculation is explicitly written down in the vectorized DO-loop and solved for

all volumes in parallel.
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Different assignment statements are used in the subroutines PHANTS and PHANTV
after the calls for HTHETA. - This assignment satement is to be moved into each
child subroutine. Accerdingly, we prepare two subroutines of vectorized HTHETA;
one is named HTHEVJ for the subroutine PHANTJ and another is HTHETV for PHANTJ.
Flow of the HTHETV is shown in Fig. 3.5.2

(9) Subroutine PHANTV

As similar as the subroutine PHANTJ, doubly-nested DO-loops of components and
volumes are reformed into a single DO-loop and the single loop is divided into
several blocks in order for efficient vectorization. The subroutine calls for
HTHETA, FIDIS and HIFBUS in the DO-loops are vectorized in each slave routines.

(10) Subroutine FIDIS

There is no DO-loop in the original FIDIS subroutine. The velume loop in the
subroutine PHANTV is transferred into the FIDIS. Flow of the vectorized
subroutine is shown in Fig. 3.5.3. In the subroutine PHANTV, the vectorized
FIDIS (= FIDISV) is called when large vector length Is expected but otherwise,
such as dry wall correlation calculation, the original FIDIS is called.

(11) Subroutine HIFBUS

The vectorization method of this subroutine is similar to subroutine FIDIS.
Both the vectorized subroutine HIFBUV and the original scalar subroutine HIBUS
are used accoding to the vector length. Flow of the vectorized subroutine is

shown in Fig. 3.5.4.

(12) Subroutine PRESEQ

Most of DO-loops of this subroutine are vectorizable on junctions or volumes.
The problem is the multiple assignment statements in DC-leops to compute the
coefficient matrix and source terms of pressure equation, where convective terms
on adjacent volumes ("to volume” and "from volume™) are added to each junction.

The loops can not be vectorized. So, we leave them as scalar.

(13) Subroutine VEXPLT

Compiler directives are inserted.

(14) Subreutine VFINL
Compiler directives are inserted.
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(15) Subroutine PACKER
WRITE statements in the DO-locp are moved outside and gathered as another loop

so that the remaining part of the program can be vectorized

(16} Subroutine VLVELA
Compiler directives are inserted.

(17) Subroutine VOLVEL
Compiler directives are inserted.
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Table 3.5.1 Vectorized subroufines for hydrodynamic calculation

Subroutine names Contents Yectorized index
Original Vectorized
EQFINL EQPINL  This subroutine computes the new time pressure and VOLUMES
carries out the back substitution te obtain the new JUNCTIONS

time liquid specific internal energy, vapor specific
internal energy, void fraction internat nencondensible
quality, and boron density.

FIDIS FIDISY Computes interphase drag tzrms, VOLUMES

FWDRAG FWDRAG  Computes wall drag terms...include flow regimes and YOLUMES
correlation.

HIFBUB HIFBUY  Computes liquid HIF for bubbly flow. YOLUMES

HLOSS HLOSS Calculates void fractions at throat and downstream of JUNCTIONS
an abrupt area change and assesiated head leoss terms.

HTHETA HTHEAY  Calculation of horizonal stratification angle. VOLUMES

- HTHEVJ JUNCTIONS
HZFLOW HZFLOW  Vapor pull-through and liquid entrainment model for JUNCTIONS

stratified horizonta!l flow.
JCHOKE JCHOKE  Computation of choking theory. JUNCTIONS
JEROP JPROP Donors junction properties from adjacent velume quantities. JUNCTIONS

PACKER PACKER  This subrcutine determines 1f water packing occurs, and VOLUMES
if it does, modifies terms used in the velocity equations.

PHANTJ PHANTS Computes interphase drag and also calculates some JUNCTIONS
information for VEXPLT. (for junction loop)

PHANTY PHANTY  Computes heat transfer and also calculates some VOLUMES
information for VEXPLT. (for volume locp)

PRESEQ PRESEQ  Using the phasic equations for mass and energy to YOLUMES
eliminate liquid specific internal energy, vapor specific  JUNCTIONS
internal energy, void fraction, and noncondensible quality,
this subroutine builds the matrix elements and the source
vector elements for the resultant pressure equation.

SYSSOL svsSOL  Solves system of equations using sparse matrix Noen-zero matrix
subroutines. elements

VEXPLT VESPLT Computes the expiicit liguid and vaper velocities and VOLUMES
the pressure gradient coefficients needed for the JUNCTIONS
inplicit pressure solution.

YFINL VFINL Computes new velocities from the pressure solution. JUNCTIONS

YLVELA VLVELA Calculates average volume velocities by averaging. VOLUMES

The average junction velocities in and out of the volume,

YOLVEL VOLVEL Calculates average volume velocities by averaging. JUNCTTONS
The average junction velocities in and gut of the volume,
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‘ HTHETV )

volume loop
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Fig. 3.5.2 Flow diagram of subroutine HTHETA in vectorized version
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' FIDISY '

then

volume loop

calculation of temporary variables

-1 else

Y

bubbles droplets

I | ]

caleulation of SURFA and FIC

( return )

Fig. 3.5.3 Flow diagram of subroutine FIDIS in vectorized version
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Fig. 3.5.4 Flow diagram of subroutine HIFBUS in vectorized

version
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3.6 Vectorization method for state relationship calculation
The six equation model with an additional equation for noncondensible gas
component has the five independent variables; pressure, void fraction, vaper and
liquid internal energies, noncondensible vaper phase mass fraction. All the
remaining thermohydraulic variables; temperature, densities, partial pressure,
quality, etc. are expressed as function of these five independent properties.
The state relationship calculation evaluates the dependent variables and their

4

derivatives from equations of state

The main program structure was doubly-nested loops of components and velumes.
But in the JAERI vectorized version, the double loops are reformed into a single
loop over the total volumes. The calculation mostly depends on the fluid state,
that is, different subroutines are called depending on the fluid state. These
lower-level subroutines can be vectorized on the volume-loop which is transferr-
ed from parent routine. For this purpose, list vector for each fluid state was
alrealy provided by INEL for most part of the program We only turn up the DO-

loop structure to vectorize on the single loop for all the volumes.

The vectorized subroutines are summarized in Table 3.6, 1.
The vectorization method for each subroutine is as follows:

(1) Subroutine STATE

All the volume indices are gathered and reserved as a list vector NVOLS¥ at
the first time-step. This list vector is used in the siave subroutines lower
than the STATEP. The volume indices which compose a coolant loop system
{preliminary and secondary loops, ete) are invariant throughout the calculation.
Hence, list vecters are generated only once at the first time-step to keep the
volume indices composing of systems. These list vectors are used in later time-

steps to compute the system mass errofrs.

(2) STATEP

Flow diagram of subroutine STATEP in the original code is shown in Fig. 3.6. 1L
The outer component loop and inner volume loop are reformed into a single lcop
for all the volumes. Two list vectors were already created in the original code;
one is for the volumes without air and another is for the volumes with air.
Since the number of volumes with air is very small, a scalar loep is applied.
But the volume-loop without air is vectorized. The DO-loop is divided into
several blocks to isolate the subroutine calls to STHZXE (= STH2XF). These
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subroutine calls are vectorized in the subroutine STHZXE by transferring the DO-
locp from STATEP to STHZXG.
{3) STHZXG

Flow diagram of subroutine STHZ2X6 in the original code is showﬁ in Fig. 3.6.2
The volume-loops transferred from STATEP were originally divided into several
groups by the fluid states as shown in Fig. 3.6.2. Each calculational block is
vectorized using the related list vector.

Table search of the steam table is newly vectorized. The original DO-loop
structure could not be vectorized because of iterative GOTO loops which were
used to table leok-up. In the vectorized version, the GOTO loops were moved
outside as the outer loop and, on the contrary, table search over volumes is
vectorized. If the volume is found, it should be deleted at the next search.
Accordingly, the list vector must be regenerated in every search time. The
method is illustrated in Fig. 3.6.3. In order to clearfy the method, new and

old program flows are compared in Fig. 3.6.4

(4) SVHZXZ2
Speedup of table search is not expected in this routine because of short

vector length and then the remaining part of programs are vectorized.

(5) VISCVL, VISCGV, THCNGV, THCNFV

In the parent subroutine STATEP, iist vectors were generated in each time-step
to gather the volume indices according to the fluid states. After then, the
fluid state calculations, which may be carried out by calling one of above

subroutines, are vectorized using list vectors.

{6) SURTNV
This subroutine is vectorized for all the volumes.
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Table 3.6.1 Vectorized subroutines for state relationship calculation

Subroutine names Contents Vectorized index

Original Vectorized

STATE STATE Controls the evaluation of the equation Yolumes
of state for all components.

STATEP STATEV  Computes equation of state and deriva- Volumes
tives for time advanced volumes.
STHZXE STH2X6  Computes water thermohydraulic proper- Yolumes

ties as function of pressure and
internal energy.

SVYHZX2 STHZX2  Computes water thermchydraulic proper- Volumes
ties as a function of pressure and

guality.
VISCVL VISCVL Calculate water liquid viscosity Yolumes
VISCVG VISCVG Calculate water vapor viscosity Volumes
THCNGV THCNGY  Cemputes thermal conductivities of Volumes
saturated or subcocled liquid.
THCNFY THCNFY  Computes thermal conductivities of Yolumes

saturated or superheated vapor.
SURTNV SURTNV  Determins H.0 surface tension from the Yolumes
fluid temperature.
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( STATEP )

COMPONENT LOOP

VOLUME LOQP

Time YES

dependent
volume ?

CGenerate list vector Cenerate list vector
for normal volume for normal volume
with air without air

Normal volume with air

VISCVL
VISCVG
. . THCNGV
Normal volume without air THCNFV
STH2X6
SVH2X2

SURTNV

to get surface tension

o )

Fig. 3.6.1 Flow diagram of subroutine STATEP in the original code
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get indices in temperature and pressure

tables for saturation computation

compute saturated pressure

compute vapor and liquid specific volume

to determine liquid, twophase or vapor state

search for single

phase indices

<>

—

L. compute vapor compute vapor
compute two compute liguid compute vapor P p' " P por
phase water hase properties phase properties phase properties phase properties

. pha pe
properties when temperature when pressure 1ess

than lowest
table pressure

i

greater thanhighest
table temperature

| return )

Fig. 3.6.2 Flow diagram of subroutine STH2X6 in the original code
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Volume

,,,,,

Table search times

Volune

Table search times

Fig. 3.6.3 Restructure for table look-up of steam table
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TABLE SEARCH LOCP

VOLUME LOOP _

VOLUME LOOP

TABLE SEARCH LOOP

COUNT UP END OF
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STEAM TABLE IN AVOL?
INDEX
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NO ABEg%éﬁﬁCH RESET
T
L VOLUME INDEX

IN AVOL.?

|

COUNT UP
STEAM TABLE
INDEX

FORMER SCALAR
PROCESSING

Fig. 3.8.4 Change of program flow for vectorized table look-up
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3.7 Performance of vectorization

By these vectorization efforts, the vectorization ratio 78% was achieved. The
vectorized RELAP5/MOD3 runs in the vector mode 2.8 times faster than in the
scalar mode on FACOM VP2600 for the type TYPPWR problem (100 sec. smakl break
loss of coolant flow accident). These performance numbers are obtained from the
following measured data:

5§ Nonvectorized FACOM version in scalar mode 37.17 sec.

VS Vectorized FACOM version in scalar mode 38. 23 sec.

V¥ Vectorized FACOM version in vector mede 13.88 sec. (VU time 5.24)

Here VU time is the time spent on the vector unit of VPZ600 (see Fig. 1.1.1).

Vectorization ratio (V) is derived using Andahl’s law *10 a5 folows:

P=1/U0-V+V/ &) (1)
where P is the speedup ratio compared with the scalar mode and interprated as

P = (time on VS)/(time on VV} = 2.8, (2)
and o« is acceleration ratio in vector mode.

Thé ratio

VU = (VU time)/(time on VV) = 0.378 (3)
is as called as VU ratio. Then the VU means in the Amdahl’s law as

VU = V/a/(1-V + V/a), (4)
it follows:

V/ia= (1- V)/(1-VU) * VU (5)
From egs. (4) and (3)

P=VU/(V /a)= (1-VU)/{1-V). (6)
Consequently, we have

V=1-(-VU)/P=1-(1-0.378) * 0.363 = 0.78 : {7)

a = P#V/VU = VE(1-VU)/VU(1-V) = 5.7 (8)

Tables 3.7.1, 3.7.2 and 3.7.3 represents the timming data for each calculatio-
nal block of §S, VS, and VV, respectively, for the TYPPWR problem. Fig. 3.7.1
shows the program [low of the vectorized RELAP5/MOD3 accompanied with the time
percents and speedup ratio to vector mode to scalar mode calculations for the

same problem.

Table 3.7.4 is the summary of computing time of the vectorized RELAP5/MID3, in
scalar and vecter modes. Here the vector to scalar speedup ratios in the
vectorized version are presented in parentheses. The discrepancy of time siep

numbers among calculations is caused from the difference of arithmetic
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operation order between nonvectorized and vectorized codes, and between vector
and scalar modes such as summation.

From above performance tables and figure, we can see that the vectorized
RELAP5/MOD3 runs 7.2 times faster than the real time (100sec. ) on the FACOM
VP2600. In the TYPPWR problem, the volume nubmer 139, junction number 142,
heat structure number 83, and heat mesh point or interval number 393 are calcu-
lated. But in the practical calculation at JAERI these numbers becomes larger
and then higher speedup ratic is expected.
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Table 3.7.1 CPU time table of nonvectorized code in scalar mode (SS)

TRANSIENT TIMING INFORMATION

SUBROUTINE ENTRIES TIME(SEC? FRACTION
DTSTEP 687 1.312¢6 0.0364
STATE(R} 59 0.4602 0.0128
TRIP 627 0.0188 0.0005
HTADV 686 2.3939 0.0664
HTCOND 56938 2.3350 0.0648
STATE(T? 686 0.0775 0.0022
JPROP 2803 0.5986 0.0166
VOLVEL 686 0.7893 0.0219
PACKER 686 0.1656 0.0046
PHALNT 686 7.1¢20 0.1970
HIFLOW 2744 0.3647 0.0101
FWDRAG 686 1.7796 0.0494
HLOSS 686 0.4560 0.0127
VEXPLT 686 2.4895 0.0691
VLVELA 627 0.5548 0.0154
PRESEQ 12468 3.95¢48 0.1098
SYSsSOL 1268 1.6744 0.0465
VFINL 686 0.7108 0.0197
EQFINL 486 2.3719 0.0658
STATEC(A) 636 5.2576 0.145¢9
RKIN 627 0.0901 0.0025
CONVAR 627 0.0595 0.0017
SBTRAN o 0.0 c.0
SBNTAC o 0.0 0.0
JCHOKE 686 1.0001 0.0277
FUELAN o) 0.0 0.0
CYLIN 0 0.0 0.0
SLABC 0 0.0 0.0
FPRTR 0 0.0 0.0
TSINT 0 0.0 0.0
Z250LV o 0.0 0.0
DERV1 0 0.0 0.0
DERV3 0 0.0 0.0
FMIX 0 6.0 0.0
VALVE 686 0.0245 C.0007
TOTAL 36.0436

NG PLOTS MADE
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Table 3.7.2 CPU time table of vectorized code in scalar mode (SV)

TRANSIENT TIMING INFORMATION

SUBROUTINE ENTRIES TIME(SEC) FRACTION
DTSTEP 655 1.3034 0.0351
STATEC(R? &b 0.3818 0.0103
TRIP 610 0.0191 0.0005
HTADV 654 2.4596 0.0662
HTCOND 654 1.9650 0.052°9
STATEC(T? 654 0.0731 0.0020
JPROP 2660 0.5800 0.0156
VOLVEL 654 0.7541 0.0203
PACKER 654 0.1721 C.0046
PHAINT 654 B.6012 0.2314
HZFLOW 2616 0.3383 0.0091
FWDRAG 654 1.6953 0.0456
HLOSS 654 0.4646 0.01253
VEXPLT 654 2.3750 0.0639
VLVELA 610 0.5414 0.0146
PRESEG 1208 3.9361 0.105%9
SYSSOL 1208 1.5945 0.0429
VFINL 654 0.46801 0.0183
EQFINL 654 2.2787 - 0,0613
STATECA) 617 5.6875 0.1530
RKIN 610 0.0882 0.002¢4
CONVAR 610 0.0534 0.0014
SBTRAN ¢ 0.0 0.0
SBNTAC o 0.0 0.0
JCHOKE 654 1.0942 0.0294
FUELAN 0 0.0 0.0
CYLIN c 0.0 0.0
SLABC 4] 0.0 0.9
FPRTR 0 0.0 0.0
TSINT o c.0 6.0
Z250LV 0 6.0 0.0
DERV1 4] 0.0 0.0
DERV3 o 0.0 0.0
FMIX 0 0.0 0.0
VALVE 654 0.0270 0.0007
TOTAL 37.1637

NO PLOTS MADE
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Table 3.7.3 CPU time table of vectorized code in vector mode {VV)

TRANSIENT TIMING INFORMATICN

SUBROUTINE ENTRIES TIME(SEC) FRACTION
DTSTEP 656 0.9828 0.0745
STATE(R? L4 0.1173 0.008%9
TRIP 611 0.0174 C.0013
HTADV 655 0.4B35 0.03647
HTCOND 655 0.7107 0.0539
STATE(T) 655 0.0733 0.0GC56
JPROP 2664 0.1922 0.0146
VOLVEL 655 0.1140 0.0086
PACKER 655 0.0741 0.0056
PHAINT 655 3.3333 0.2527
HZFLOW 2620 0.1091 0.0083
FWDRAG 655 0.2532 0.0192
HLOSS 655 0.3480 0.0264
VEXPLT 655 6.3756 0.0285
VLVELA 611 0.1088 0.0082
PRESEQ 1246 0.8531 0.0647
SYSSOL 1246 1.6057 0.1217
VFINL 6535 0.1230 0.0093
EQFINL 655 0.4226 0.0320
STATEC(A) 618 1.9112 0.1449
RKIN 611 0.0865 0.0066
CONVAR 611 0.0384 0.0029
SBTRAN 0 0.0 0.0
SBNTAC 0 0.0 c.0
JCHOKE 655 0.8327 0.0631
FUELAN Y ¢c.0 0.0
CYLIN o) 0.0 0.0
SLABC c 0.0 0.0
FPRTR 0 0.0 0.0
TSINT 0 0.0 0.0
Is0oLv 0 0.0 0.0
DERV1 0 0.0 0.0
DERV3 0 0.0 g.0
FMIX 0 0.¢ c.C
VALVE 655 0.0237 0.0018
TOTAL 13.1%902

NO PLOTS MADE
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Table 9.7.4 Timming comparison of vectorized RELAP5/MOD3 for TYPPWR
100 sec. small break LOCA

Version Time-steps Heat Hydro State Others Total
Nonvectorized 687 4.7 23. 1 5.3 2.8 36, 0
scalar (835) (0.84)  (L.04) (1.07) (1.04) {1.03)
Vectorized 655 4, 4 24,1 5.7 2.9 27.1
scalar (V§) (1.0} (1.0} (1.0 (L. (1.0}
Vectorized 656 1. 19 7.98 1.91 2. 10 13.19
Vector (VV) (3.7) (3.2) (3.0) (1. 4) (2.8)

Calculated problem: 139 volumes, 142 juactions, 83 heaf structures, and

999 heat mesh points or intervals. Vectorization ratio T8A.
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Start Scalar Vector

CPU time speedup
> percents ratioe
Set time step & trip conditions 4. 5% 1. 52
Compute heat boundary conditions 11. 9% 3.71

t heat conductance

\Compute constitutive relations 42. 0% 3. 13

& special process model

Solve final equations 22, 8% 2. 83
& get final state variables

Compute state relationship 15. 3% 2. 08

{ompute reactor kinetics, 3. 44 1.29

% control variables, etc.

END Total  99.9% 2. 81
(Job 100, 0% .79)

[ge]

Fig. 3.7.1 Program flow, CPY time ratio in scalar mode, and speedup
ratio of vector mode to scalar mode in vectorized RELAP5/MOD3
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3.8 Verification of the computed results
In order to validate the vectorized RELAPS/MOD3, computed results are compared
between INEL and JAERI codes and between nonvectorized and vectorized codes.

The computed results that were packed in the INEL transmittal tape are not
always useful for verifving the JAERI RELAP3/MOD3 since cut of seven results of
problems only the EDHTRK problem was run with RELAP5/M0D3 on CRAY X-MP but the
rest six problems were run with the preliminary code RELAP5/MOD2.5. Therefore,
the results of EDHTRK have been compared between INEL CRAY and JAERI FACOM
versions. Fig. 3.8.1 and Fig. 3.8.2 shows the comparison of water temperature
and pressure at the outlet of the pipe, respectively. Here the nonvectorized
sealar mode calculation (3S) is applied as the JAERI code. The computed results
have a good agreement between two calculations.

Figs. 3.8.3 and 3.8.4 show the comparison between nonvectorized scalar ($S)
and vectorized vector (VV) mode calculations of RELAP5/MOD3 of JAERI for the
TYPPWR problem. In Fig. 3.8.2 and Fig. 3.8.3, the water temperature énd pressure
at the inlet of hotleg of regular side of the typical PWR is pictured, respect-
ively. Agreement of the water temperatures is two figures. The discrepancy is
caused from the difference of arithmetic operation order between scalar and
vector operations such as summafion, pathematical function evaluation (SIN, COS,
LOG =++-+), division, etc.*® The computed results obtained from vectorized
scalar mode calculation (VS) have the similar agreement with that of 38 or VV,
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scalar (SS) and JABRI vectorized vector (VV) mode calculations for
the problem TYPPWR
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4, Concluding Remarks

The conversion from INEL IBM version to FACOM version was accomplished. The
FACOM version has been vectorized for using FACOM VP2B00 supercomputer. The
vectorization ratio 78% is achieved and the obtained speedup ratio is 2.8 times
compared with scalar calculation for the typical PWR problem (TYPPWR) which was
provided by INEL. This ratio will increase for the practical problems at JAERI
because longer vector leagth is expected. The computed results of the FACOM
vectorized RELAP5/MOD3 have a good agreement with that of INEL CRAY version.
The computed results also have a good agreement between scalar and vector mode
calculations of the FACOM vectorized RELAP5/MOD3.

The manpower used for implementing FACOM nonvectorized version was three

months by one persen and another three months by two persons were required for

the vectorization.

This report is firstly aimed at the information exchange between USNRC and
JAERL under the ROSA-IV project to show the methods applied at JAERI and to help
other I1BM or FACOM users of the world to implement own version.

We also hope that the descriptions in this report are useful for the future

code conversion and vectorization at JAERL
Acknowledgement
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4. Concluding Remarks

The conversion from INEL IBM version to FACOM version was accomplished. The
FACOM version has been vectorized for using FACOM VP2600 supercomputer. The
vectorization ratio 78% is achieved and the obtained speedup ratio is 2.8 times
compared with scalar calculation for the typical PHR problem (TYPPWR) which was
provided by INEL. This ratio will increase for the practical problems at JAERI
because longer vector length is expected. The computed results of the FACOM
vectorized RELAP5/M0D3 have a good agreement with that of INEL CRAY version.
The computed results also have a good agreement between scalar and vector mode
calculations of the FACOM vectorized RELAPS/MOD3.

The manpower used for implementing FACOM nonvectorized version was three
months by one person and another three months by two persons were required for

the vectorization.

This report is firstly aimed at the information exchange between USNRC and
JAERI under the ROSA-IV project to show the methods applied at JAERI and to help
other IBM or FACOM users of the world to implement own version.

We also hope that the descriptions in this report are useful for the future

code conversion and vectorization at JAERIL.
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