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A 1D hybrid electromagnetic particle-in-cell code with new methods to in-
clude particle collisions and atomic kinetics is developed and applied to ultra-
short-pulse laser plasma interaction. Using the Langevin equation to calculate
the Coulomb collision term, the present code is shown to be fast and stable in
calculating the particle motion in the PIC simulation. Furthermore, by noting
that the scale length of the change of atomic kinetics is much longer than the
Debye radius, we calculate ionization and X-ray emission on Kinetics cells,
which are determined by averaging plasma parameters such as the electron
density and energy over number of PIC cells. The absorption of short-pulse
laser by overdense plasmas is calculated in self-consistent manner, including
the effect of rapid change of density and temperature caused by instantaneous
heating and successive fast ionization of the target material. The calculated
results agree well with those obtained from the Fokker-Planck simulation as
well as experiments, for non-local heat transport in plasmas with steep tem-
perature gradient, and for the absorption of a short laser pulse by solid
density targets. These results demonstrate usefulness of the code and the
computational method therein for understanding of physics of short pulse laser
plasma interaction experiments, and for application to the gain calculation of

short-pulse laser excited X-ray laser as well.

Keywords: Subpicosecond Pulse Laser, Ionization Balance, Heat Flow, Absorp-
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1. INTRODUCTION

Interaction between an ultra short pulse laser and a solid density plasma is interested for
various aspects from basic researches such as laboratory astrophysics and high field science,
to practical applications including development of X-ray sources and particle accelerators.
For example, an overdense plasma irradiated by a subpicosecond laser pulse of moderate
intensity ( 1=1016.1018 W/cmz) is considered as an efficient, high brightness table top
X-ray source [1-5]. Although the X-ray emission should be well characterized for the
optimization for each application, the present experimental diagnostics have limited
temporal and spectrum resolution. Therefore, the self-consistent simulation of the laser
absorption, heat flow combined with atomic kinetics inside the plasma, which can predict
the time dependent X-ray intensity and spectrum, is extremely desirable.

The energy of an ultra short pulse laser is absorbed by the plasma with a steep density
gradient through collisional and collisionless processes including the resonance absorption,
anomalous skin effect, and vacuum heating ( or Brunel mechanism ). When an intense laser
pulse irradiates the target, high energy electrons are produced from variety of interactions
as direct acceleration by the laser electric field or after resonant excitation of plasma waves.
In high density plasmas, collisions may dominate the temporal and spatial evolution of the
energy distribution of electrons, and their relaxation and transport, that eventually leads to
thermalization of electrons and heating of the plasma. The absorption of the ultra short
pulse laser is being investigated theoretically in recent years, mainly using particle-in-cell
(PIC) method for collisionless plasma [7-13], and using the Fokker-Planck equation in the
case collisions are important [14-17]. We develop a PIC code using a rigorous form of the
Langevin equation to calculate the effective rate of change of the velocity of the particles
due to Coulomb collisions. In contrast to semi-empirical representations of the Langevin
equation [18-26] we calculate self-consistently the plasma conductivity including electron-
electron collisions. We can compute the conductivity from the case where the heat flow is
determined by the Spitzer conductivity to in the case of strong electric field in the plasma.
Compared to calculations using the binary collision model ( see, for example, [27,28]), our
present method is shown to be faster and more stable to calculate the particle motion
keeping energy and momentum conserved.

We develop a PIC simulation code with one dimension in space and three dimensions in
velocity (1D3V). In addition, using the two wave approximation considering moving frame
along the target surface, we successfully model the interaction of oblique incident laser

pulses.
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The absorption of the laser is also strongly depends on the atomic kinetics inside the
plasma. Even in the case of ultra-short pulse laser irradiation, the time required to ionize the
target material is shorter than the pulse duration of the laser. Subsequent increase of the
electron density and loss of the electron energy by ionization during the laser pulse modify
the rate of absorption and the penetration depth of the heat front into the target. We
develop a hybrid PIC simulation including the atomic kinetic calculation. We determine a
“kinetics” cell by averaging over number of PIC cells to provide good statistics of plasma
temperature and density in the cell. Ionization and recombination in the “kinetics” cell are
calculated by using the average ion model. The gain and loss of the electron energy is
redistributed to the particles as the effective acceleration and deceleration consequently.
This variable ionization model allows us to calculate the laser-plasma interaction in more
realistic situation from the initially cold, weakly ionized, solid density plasma.

Comparisons of results with those from existing theories and experiments have essential
importance to verify accuracy of the method and to demonstrate its advantage over
conventional methods. For example, the heat flow in plasmas which have a steep
temperature gradient serves a good test case. In the case of heating of a plasma by an
intense laser, the scale length of temperature gradient becomes comparable to the electron
free path, leading the heat flow to depart from classical value which has a T2 dependence.
The non-local heat transport for those cases is so important in laser fusion and other
laser-plasma experiments that number of results from the PIC [29] and Fokker-Planck
calculation have been published [16,17,38].

More recently, results of detailed measurements of the absorption and X-ray spectrum
are reported. In those experiments, high contrast ultra-short pulse lasers are used to drive
the target. Results from these experiments are much more reliable and useful for the
comparison than earlier ones because the absorption, reflection and heating depend critically
on the spatial profile of the plasma produced by prepulse. It is demonstrated in [30] that the
plasma reflectivity for the same ( t=120 fs, A=800 nm, p-polarized) laser pulse changed
from 36% to more than 90% with the prepulse delay increased from 4 ps to 18 ps. The main
process being responsible to the results is the resonance absorption. Detailed analyses of the
process including variable ionization are also important for application of ultra short pulse
laser produced plasmas to find out the ways to increase the X-ray brightness.

The paper consist of four parts. In the first part the method employed is described. In the
second part the heat flow in a plasma with a steep density gradient is computed. In the third
part the heat flow and the ionization balance in a carbon plasma irradiated by a s-polarized
pulse is presented. A good agreement of the results with those of the direct solution of the
Fokker-Planck-Landau (FPL) equation [15] is shown. In the forth part, the absorption
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efficiency of a p-polarized pulse laser and the heat flow into a Si plasma with variable
ionization are computed. The results of the efficiency simulation are close to the
experimental [30] when the plasma expansion due to laser prepulse is assumed. The strong

effect of the elastic collisions and variable ionization on the heat transfer is demonstrated.
2. GENERAL EQUATIONS

Non-ideality and degeneracy of plasma electrons are the main problems in a simulation
of the solid-density plasma-laser interaction at moderate laser intensities. These problems

arise because initially the plasma is cold. The parameter of ideality,
[, =e*4nN,/3)" /T,

is equal unity at T,=€;, where the Fermi energy is already about 5-10 eV. At lower
temperature, plasma electrons are degenerate and can not be considered as particles. The
plasma conductivity may decrease 103 times from metal conductivity with temperature
increasing from 0.1 eV to 1 eV [31]. To avoid such problems we have to assume that a
plasma is heated by a laser prepulse to the temperature when I'.;<1 and electrons can be
treated like particles, but the temperature is still small enough (10-20 eV, see [14,15]) to
simulate the plasma ionization dynamics and the transient X-ray emission .

The self-consistent simulation of a non-degenerate, solid-density plasma should be based
on the Fokker-Planck equation with the collisional integral in the Balescu-Lennard form

[32,33] which includes effects of plasma polarization,

of, of, of
d ARY -—2f |, 1
Ii@t] ol a 2'[ Po¥; v, b)[apaj " apbj a) o
J. (4ne eb) kk0(kv, —kv,)
le(kv, k)1 7
where £ (p,) is the distribution function of particles “a”, e(kv,k) is the plasma permitivity.

For e=1 Eq.(1) is the well known Landau collisional integral. To avoid the complexity in the
direct calculation of Eq.(1) we also assume that the effect of the permitivity is only in the
value of Coulomb logarithm A in the FPL equation [34] - the effective collision
approximation. Hence the Coulomb logarithm A is the parameter of plasma collisionality.

Then following the TKN approximation [31] we set A ;. =2 for an overdense plasma. We
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should note that the method of the rigorous Langevin equation allows, in principle, a direct

numerical solution of Eq.(1), but such an exact solution is rather expensive.

2.1 LANGEVIN EQUATION. METHOD AND NUMERICAL SCHEME

Coulomb collisions play very important role in the heat and particle transports, and in the
jonization balance of a dense, high temperature plasma. There are two approaches to
account for such collisions in the PIC simulation. The first ( see, for example, [27,28]) is the
binary collision (BC) approximation. In spite of its simplicity the BC is very expensive 28]
to compute Coulomb collisions of identical particles in a dense plasma. Moreover, the BC
can not include the effect of plasma polarization at all. Also there is no proof of
conservation of the Maxwellian distribution for a system of identical particles after many
collisions. The second approach firstly suggested in [18] is the Langevin equation technique
(LET). But equations for electron-electron collisions derived in [18] do not conserve energy
and momentum of the system of N electrons even for infinite N. For a real PIC simulation
the LET was used in [19] for a low density plasma where electron-atom collisions are
important. Now the LET is being developed by a number of authors [20-26]. In [20], the
Langevin equation with two dispersion normal random process (a normal process has the
Gaussian probability distribution ) has been derived and successfully applied for electron
runaway simulation by particles. The Spitzer conductivity owned to non-Maxwellian
electron-electron collisions has been obtained. The runaway rate is in brilliant agreement
with the rate got from solution of the Fokker-Planck equation. The approach of two
dispersion normal random process for Langevin equation with Grad approximation for
scatterer distribution function both provides the energy and momentum conservation for a
system of N identical particles and keeps Maxwellian velocity distribution of particles during
self-consistent simulation.

In the frame of the effective collision approximation the PIC plasma simulation, that
conforms to the modeling based on the FPL equation, must use the Langevin equation for a

motion of charged particles. The equation has the following form,

dp,
dt

= qk[E(rk)+$—'-‘c—xH(rk )}+Pk(vk), (2a)

k

where py. is the momentum, ry, is the position , q; ,Mj are charge and mass of a particle,
k k p qy Mg g p

Q.= -€, g;=Z¢€, Zy is the ion charge, E and H are the electric and magnetic fields.
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Y =yMgc* +c’py,

Here P, (v,) is the collisional term of the equation, including both elastic and inelastic

collisions,
P.(v)=1 +(dk§+gkn) (2b)

is the fluctuating acceleration. & , 1} describe the normal random processes with the same

characteristics,

<&(n>=0; <& (& (t+1)>=8,8(1), (2¢)

J’{;kdt' = Pk ‘/;’

<& (M, (t+71)>=0,

where p, is the normally distributed random number.
To determine functions f, d, g in Eq.(2b), Eq.(2a) should be integrated in time [t,t+At]

with E=H=0. A velocity component change due to elastic collisions is

Av, = f At + Z[dij(v+ RAV)Ag; + gij(V+RAv)ij] = 3)
j

ad,

agij
o, Av A, + —Av, Ay, |,

f,At+ Y [d;(V)Ag, +gij(v)ij]+xZ( 5
j ik Vi

where

t+7 t+t +1T t+1T

Ja,nEdi=d (verav) [Ed, Ag = [Ed, Ay, = [ndt

By using Eq.(3) the velocity correlation functions, <Av;> and <AviAvj>, can be calculated.
In the limit At-0 such correlation functions must give the correlation functions that are
determined by elastic cross sections. In the problem under consideration only
non-relativistic particle collisions are important. So the representation of the collisional term
is given in the non-relativistic form, although the equation can be easily transformed to a
relativistic form by using the Budker’s collisional integral. In the limit At-0 these

non-relativistic correlation functions must give the coefficients of the Fokker-Planck
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equation, that are expressed by well known Rosenbluth’ potentials [34] for a plasma with

the Maxwellian ion and electron velocity distributions,

A |
A ) = [im - {Av.ap) = Ny [ £y (v wiPdvy, (42)
0

o1
By (V) = hrgl;@vmﬁm )= Ny [ £ (v wiPdvg,

where

w = _(u“" )(via — vV, —Vgio, (v, = Vgl), (4b)

2
al (0] (Vi — Vi )(V.a—'V. ) 3
wob = | Ho v, — vyl | 8, +— b2k P (26,-=0,)
‘ M 12 IV, — Vgl 2

[+

are the velocity correlation functions owned to elastic collisions with the transport

Cross-sections
o, = I(l— cos8)do,o, = _[(1 ~cos’0)do.

The differential cross-section do depends on a collisional process. The reduced mass L}, is
determined by usual way.
Then the normalized matrices f, d, g can be present in the following form [20]

o(d, +g,)
ov.

]

f.=A, —N(djk +gjk) (5)

d B2 _L B2
ik «/5( + )ikvgik’ﬁ( “iks

where B(_)I/ 2 and Bml/ 2 are the roots of the matrix B. The matrix B has only two different

real, positive eigenvalues, A;>A,>0 and thus the roots can be present in the form
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(B"?), = B+ A,L,E), (6)

et

A, =at+a'-ab+c, a=(B,+B,, +B,)/3
b=B,B,, +B,B, +B,,B,, - B, - B} - B,

¢=B,B,,B,, +2B,,B,,B,, - B,B,, - BB, - BB,

where E is the unity matrix. In a particle simulation

AV zAv AV

i} k
Bikaﬁ(vu’t)': N Zwij(va,vgat),
B k

where {Avx,Avy,AvZ} is a grid in the velocity space, Nj is the number of B particles, and Vﬁk

is the velocity of the kth particles.
The parameter & in the Eq. (5) equals zero for collision of the same mass particles ( Itoh

equation ) and equals 1/2 for collisions of light particles with infinite mass particles.
Appearance of non zero ¥ in Eq.(5) is a results of transformation of the Itoh equation for

the limit M,/M,--0. We have to do it analytically because, already at M,/M,=0.01, errors of
random number calculation affect on results. We should note also that for scattering of light
particles by heavy particles the coefficients (4a) do not depend on the distribution function
of scatterers. For this case the LET technique and the BC approximation are identical.

By substituting the Coulomb cross-sections

1 4meseq A
O'I(IV—V'|)=§0'2(|V-V'|)=m
off

into Eq.(5) and by assuming further that the distribution function of scatterers in the e-e

collision term has the 8th momentum Grad approximation form

f(v)=%exp[— L ][1— q(v—u)(l—g(v_zu) ]J (72)
v S v

)
T Vr Vr T

where the thermal velocity v and the heat flow q are
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v2 =§< (v-u)® >,q= <(V-U)2(V‘“)>’

u is the mean velocity, for electron-electron and electron-ion collisional terms we get the

equation such that [20]

e L 4
P. = —4nA 72 =N “ 4 ——N ZG(w)
m, Mi i3 Vi* e w
€
’ 2
2 |4rAZ°N
4(qw i V(V
- N ®'(w) q )w )+e— l(é— (E)) (7b)
e 5v4 me \ v2
T
€
2
e w w
+ we w/d>(w)—G(w)(C——;(w,C))+ 2G(w)—2(w,n)
e T W w

In Eq.(7) w=(v-w)/vy, n, &, { describe the normal random processes, each of the vectors

has three independent components with the mean equals zero and the dispertion equals to
-1/2

(2)y -

d(w)= 2_[ dxe ™ /\/;t., G(w)=[DP(wW)— wd'(w)]/ (2w?)

The plasma parameters are determined on the “Kinetics” grid. The process € describes
plasma electrons scattering by ions, the process { describes the moment rotation as a result
of electron-electron collision, the process M describes energy redistribution between
electrons after the collision, providing the system ergodicity even if there is no
electromagnetic field in a plasma. The Eq.(7) conserves the energy of the system of N
electrons in contrast to the Monte-Carlo methods that conserve energy of two particles. We
should note also that a modification of Eq.(7) for electron- ion collision by including the
lowest limit of drift velocity like the Fermi velocity vi provides the TKN approximation [31]
down to few eV for solid-density plasma of Al
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By using the Sth momentum Grad approximation for the ion distribution function ( Eq.
(7a) with q=0) the ion collisional term can be obtained in the following form when electron
temperature ,T,, exceeds the ion temperature, T;

2
(Ze)2 4y 262 41tANe
P. = -4nA’ N —=G(y) + 4
1 M i

2y Mi 3 VT 3\/;

T
i €

i

1

i Yy ¥
vy V() - G(y) Cl—yz(v,él) +J2G(y)y2(y,§2) (7c)
T

y=(v,-u)/ v,

The vectors §;, §, describe the random processes for i-i collisions, and §3 describes the
random processes for i-e collisions with energy exchange. u; is the ion mean (fluid) velocity,
Z is the average ion charge. All macroscopic values are determined in the “kinetics” cell.
The Coulomb logarithms A,A’ for i-i and e-e collisions may be different. The ion heating
due to electron-ion collisions is exactly equal to the electron cooling for infinite number of
particles. For the finite number of particles the energy is conserved because of ergodicity of
such systems. It can be demonstrated analytically.

The leap-frog numerical scheme for non-relativistic plasmas used to solve Eq.(2),(3) is

the following ( T=ty,,, E=eE/mccopl,

H=eH/mcu)pl, v is in terms of v,)
- |
vn+l/2 = vn-—l/z _ AI(E(I' n ) + E(VIH'UZ + vn—l/2 )H(r n ))’

n+1/2 -1/2 ~n+l/2
r =r"7"" — ATV
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4(q9)
W= Q-AT(4§G(8)-4¢'(g) ‘;g 9) (7d)

fa's w w
2 =w+\/; dew)—aw)(p—;mp)} 20— 4P

At w w
+J; \/d)(w)—G(w)(s—'“z(w,s))—\/ZG(w);(w,s) +d

where d is the electron mean velocity in a kinetic cell. s and p are vectors of normally
distributed random numbers, <p>=0,<p2>=0.5. The scheme for ion collisions is the same.

The explicit scheme (7d) provides the energy, the momentum, and the Maxwellian
distribution conservation for the number of particles N>100 per a “kinetics” cell and
A1<0.01. The numerical error arises mainly from the random number computing. To
improve (7d) the energy and momentum correction can be applied for every “kinetics” cell.
Velocity of the particles in the “kinetics” cell is corrected to conserve energy and
momentum before and after the calculation of collisions. The correctness of the procedure is
determined by comparing the energy and momentum changes before the correction. With
such corrections the energy and the momentum of electrons in kinetic cells are conserved
automatically, similar to the BC approximation, the Maxwellian distribution is conserved
until N>10, t<1.

The dimensionless units used even for p-polarized wave have a following form [9-15]: a
velocity is in ¢, an energy is in mecz, electromagnetic fields are in e/(m,cw), the time is in
m'l,a coordinate is in ¢/®. In such units the charge density and current are measured in (0,

/(1))2. Here ®, ), are the laser and plasma frequencies
2.2 AVERAGE ION APPROXIMATION. INNER-SHELL X-RAY EMISSION
Even during a short laser pulse there are essential collisional ionization of plasma because

of high plasma density [14,15]. For example, by using the Lotz formula for collisional

ionization cross- section,
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Ine/1,)
- ,C

o, ~4-10¢ = m?, (8)

Z

where I, is the ionization energy in eV, £ is the number of equivalent electrons in an ion
shell, & is the electron energy in €V, and assuming that the plasma density N, is equal to
5x1022 cm and electron energies are about 100 eV, we get the ionization time T; been
equal to 'ci=5x10'2IZ fs and been much shorter than the pulse duration.

In the PIC simulation any ionization process can be included by allowing the change of
superparticle charges. Firstly, we introduce the “kinetics” grid along with the grid for the
PIC ( see, Fig.1). Many PIC cells ( > 20) are enclosed into a “kinetics” cell to provide a
good statistics for the electron density, the temperature, and the average ion charge. For an
ideal plasma the sense of the “kinetics” cell is obvious. The density and the temperature can
be really determined within the length that includes at least some free paths of plasma
electrons and much exceeds the length of the PIC cell that approximately equals to the
Debye length. The “kinetics” grid simply represents the spatial scale length of macroscopic
plasma parameters, as the PIC grid represents that of electro-magnetic field. Any process
with typical length that is less than the Debye length or the size of the PIC’ cell has to be
included in the Langeven equation. If the PIC’ cell much exceeds the Debye length, the
Langevin equation has to be modified to the LB equation (1) to describe the particle
scattering by plasma short wave fields.

The change in the electron charge in every “kinetics” cell is calculated by the standard

balance equations in the frame of the average ion approximation,

dQ ek

dt =N, _Qek(RZNe)+ ZQJVIGZ(V|)+

o
=< (93)
g>1, T(Iz+l 2 Ek )

where Q. is the total electron charge in the kth “kinetics” cell, q; is the charge of Ith
electron superparticle, the ionization cross-section G, is used in the form Eq.(8).

R,=CZ’/T)?, C=6-107cm® ev”? /s

is the three-body recombination rate. Optical field ionization (OFI) can also be included by
introducing the optical field ionization probability, 1(I,,E,) [36], where E, is an effective
electric field in kth “kinetics” cell. In Eq.(9a) « is a normalization constant. The population

of excited states is not included in the present model. The ionization energy I, is
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continuously changed with average ion charge, Z, and is fitted to be equal to the realistic
energy at any integer value of Z. The charge (9a) is determined after every time step and
redistributed over all ion and electron superparticles belonged to a “kinetics” cell. The
charge of the superparticles is changed by adding

Aq, =AQ, /N, Aq, =-AQ, /Ny, (9b)

where Ny . and N}; are the number of the electron and ion superparticles in the cell. The

energy of electrons is decreased as,

Ag, = N,v,0,(v)I, At

to account for the energy utilized for ionization. The recombination heating of plasma
electrons in every “kinetics” cell is included in the following form

Ag, =N R, NI

I, At
The electron temperature, the density, and the average ion charge in a “kinetics” cell are
recalculated after every time step.

Two species of charge are attached for every ion superparticle. The first one, Q;, is the
charge of an ion superparticle which is changed in according to Eq.(9). The second, QikO, is
constant which is equivalent to an unit ion charge and is used for calculation of the ion
charge to include it in the motion equation (2). The electron density is obtained by
weighting the electron superparticle charge density in the “kinetics” cell. The similar
procedure with Qiko is used to obtain the ion density. The temperature and the mean
velocity of the plasma electrons are determined by simply averaging them using the charge
of the superparticle as weight.

To evaluate the inner-shell emission the simplified level population equation in the frame

of the average ion model can be used in every “kinetics” cell in the following form

dNY
dt

=N, ZGZ(VI)qIVI /q, _(FS) +A;)N,,

g>1,
where N, is the density of ith hollow ions, where i=z and z+1, and z is the average ion

charge, q; is the charge density of a superparticle, qj is the normalization constant, I'y is the

autoionization rate (-2x1015 s'l),
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is the radiative decay probability. The inner-shell emission intensity is then computed by the
equation,

, w
Ie,)= Ae, 2 N“’Akhepr:— ZG:hNOh}_cmz ,
k.i

s<k

where A, €, are the radiative probability and energy for the inner-shell transition, h is the

size of the “kinetics” cell, where

n
oo, = 7.9-10"8—Z—§—(1n le,)’

is the Kramers cross-section for photoionization with I the ionization energy from the n
shell. For Li-like ions I'y=0, and the appearance only few percents of Li-like ions in the
plasma drastically increases its X-ray emission. The emission of He- and H-like ions can not
be computed by this way.

2.3 TWO WAVE APPROXIMATION

Since a two dimensional simulation needed to take into account all possible absorption
processes of 0.1-10 ps pulse laser along with the X-ray emission of multiply charged ions is
still impracticable, we try to simplify calculation by reducing the problem to one
dimensional. In order to take into account various absorption mechanisms within 1D
calculation, we use a two waves approximation (TWA) following [9,12]( see, Fig.2) . In
this way we expect to treat correctly the collision absorption, vacuum heating, anomalous
skin effect, and the resonance absorption.

According to the TWA there are two plane waves in the plasma. Considering laser
propagation in the X-Y plane with x axis normal to the target surface, the first wave is the
incoming laser field propagating inward the plasma in X-Y plane at an arbitrary angle 6 with
y axis. The second wave represents the reflected portion of the laser field propagating
outward through a plasma at the angle -0 to its surface. The both waves are coupled by the

plasma current. The wavefronts,

@, =txsinOx +cosBy = @, (x,T=t +cosOy), (10)
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of both waves are parallel to the plasma surface. The TWA assumes that there is no
distortion of such a wavefront during laser-plasma interaction, no backward scattering, and
implicitly uses assumption ®T>>1, where @ is the laser frequency, T is the laser pulse
duration. The last assumption is valid even for subpicosecond pulse lasers.

The TWA equations are derived from the two dimensional Maxwellian curl equations

written in the following form,

- ot ox ot ot

aHz aEL,X +|io + aEST‘X aHZ _ aEL,Y +| i+ aEST.Y
ay at JX ’ JY 2

aEL.Y _ aEL.X - — aI-IZ , a}EST,X + aI':‘S'["Y — p, an + an — _@’ (1 1)
ox dy ot ox ady ox ody ot

where L marks a laser field and ST denotes the plasma electrostatic field. In the vacuum the
fields are determined by the following equations:
the incoming from right side wave (laser fields),

H, =H, cos(t +sin6x +cosBy + @),
E = (E,,i—E,j)cos(t +sin0x + cos Oy + ¢,),
E,, =H,cos6,E, =H,sin6,
the outgoing to the right side (reflected laser fields),
H, =H, cos(t —sin0x + cosOy + ¢, ),
E=(E,i+E,j)cos(t—sinBx +cosBy +¢,),

E,, =H, cos6,E, =H,sin8,

Here ¢, ¢, are constants.

In the frame of the TWA the following equations are obvious,
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and the laser field is the function of variables x and T=t+ycos0. In terms of the variables 1,x,
Eq.(11) can be reduced to the one dimensional form,

cos0

OH, _3E, +(_X , %o ) _3H, OE,,

ot ot ot % o +Jys (12a)
oE, dE oH, aEST,x djx dp
x0T T Tk TP T

By excluding E, x from Ist and 3nd equations of Egs.(12a) and by introducing H,=sinfH,
we get,

oH . 0E., . . dE, | OEg; x 0= —sin® oH,
—a—xo =sinQ . + jy sin6, Ix x t o cos sin ot
r OEsrx J OE,, oH 3E
E x=Hcos0+ |dt| j, +——— | Zx _ 92 ST.X _
LX z ?': [ X ot ™ o cos9, x P, (12b)

Eq.(10b) can be rewritten in the form of two plane waves,

aixA* isirx()aa—":Ai = —%jy sineiécose(jx +8Ea%}
H,=(A,+A_)/sin8,E ,=A, -A_,
Exy =E x +Eqy, E x=(A,+A _)cos0/sin6, (12c)
d(1+%)E « _
dx ’

where A, and A_ are the fields of the incoming and outgoing waves moving with velocity of
-sin@ and sin® in the x direction respectively,  is the implicit susceptibility [36,37]. The
absorption efficiency 1 is determined by the following equation,
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n=1-[dtA2(t,x) /[ dtA? (t,x).

The equations (12) exactly correspond to the one dimensional approximation [9] used a

relativistic references frame moving with u_=-cosf. This can be shown by substituting to the

y
Maxwellian equations in the relativistic reference frame the fields, current components, and

the charge density determined in the laboratory reference frame,
ER = (EY - H cos0)/sin®, Hy = (HY —E}’ cos6)/sin6, E{' =EY’,

¥ = (% +pcosB)/sin, j§ =2 p™ =(p" +jy cosB)/sin®,

where the Lb marks the values in the laboratory frame and the Rl in the relativistic frame.
However the laboratory reference frame is much preferable for non-relativistic plasmas
letting us avoid a noise due to appearance of the plasma charge density in the Maxwellian
curl equations. Equations (12c¢) are the well known s-wave equations [36] at 6=m/2 .

The boundary conditions for Eq.(11) are trivial. The incoming field is equal to laser” at the
right side, and outgoing field is zero at the left side. The plasma electric field outside the

simulation box is zero.

2.4 PARTICLE-IN-CELL PORTION

To solve Egs. (2), (7), and Eq. (12) the 1D3V relativistic electromagnetic code [17] with
the square weighting for the current and charge is used. Both the direct-implicit (C1)
scheme [37] and the leap-frog scheme [36] are employed. We could not use completely the
advantage of the direct-implicit scheme because of a high laser frequency. Collisions are
computed as an effective force after calculation of the velocity and the position of particles.
The kinetic parameters such as the temperature and the densities are determined on the

“kinetics” grid for every calculation step.
2.5 BOUNDARY CONDITIONS
The boundary conditions for superparticles in the system under consideration are not

trivial. In the present calculation a superparticle accelerated over the system boundary in the

laser side is kept at zero x-component velocity all the rest time. The charge of such a
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superparticle is involved in the electrostatic field calculation. The velocity of a superparticle
accelerated over the system boundary in the plasma side is redistributed within the

Maxwellian velocity distribution with the initial plasma temperature.
3. RESULTS OF SIMULATION

To demonstrate the ability of the method presented here first of all the heat flow in a

uniform plasma initially with a steep temperature gradient is considered.
3.1 A STEEP TEMPERATURE GRADIENT DECAY

Firstly we have conducted the simulation of a steep temperature gradient decay following
[16,17] ( see also [38]). Both electron-electron and electron-ion Coulomb collisions are
included in the simulation.

Three numerical schemes have been employed. The leap-frog scheme, and the direct
implicit schemes C1,D1 [37]. To demonstrate the accuracy, temporal evolution of the total
energy calculated using two direct implicit schemes are presented in Fig.3. As possible to
see, even at low energy the accuracy within 10% is kept during t= 2000/0)pl. Such accuracy
1s enough for the simulation of short pulse laser -plasma interaction.

We have calculated temporal evolution of the temperature distribution, and plotted the
heat flux as a function of the local temperature gradient, as shown in Fig.4-6. Calculations
are carried out by setting initial condition as the temperature at the left boundary is 4 times
higher than that at the right boundary. The size of the system is approximately 100 free
electron paths, and the number of electrons in the Debye sphere is set to 10. The average
plasma charge is constant and set to be equal to 4. Two different boundary conditions are
considered. In the first calculation, the heat flux across the boundary is set to zero so that
total energy in the system is conserved. The instantaneous distribution of the plasma
temperature and the heat flow after certain time are shown in Fig.4 a,b and Fig.5 a,b.

Obviously the temperature which initially has a steep gradient relaxes to smooth spatial
profile. In the next calculation, the temperature at the boundaries are kept fixed. The
velocity of the electrons which approach the boundary is redistributed according to
Maxwellian distribution. The results of the simulation with and without electron- electron
collisions are presented in the rest of Fig.4,5. The temperature distribution, initially steep, in
that case almost approach to the steady-state distribution after 400 plasma periods that
approximately correspond to 80 electron-ion collisions. For ion charge Z=4 the

electron-electron collisions do not change the temperature evolution and the heat flow
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because no atomic process is included. The heat flow distribution itself is numerically and
qualitatively similar to one in [16]. The plot of the local heat flow versus inverse local
temperature gradient is presented in Fig.6a. The ratio of the local heat flow, which is
averaged over time of few collisions, to the Spitzer-Harm heat flow determined by a local
temperature gradient is quantitatively correspond to results [16], [17]. In the case of the
steep temperature gradient, the heat flux shows strong inhibition corresponds to that shown
by previous Fokker-Planck simulations. However, due to difficulty of determination of the
temperature gradient ( numerically incorrect problem for any PIC simulation ), the heat flux
doesn’t show clear correspondence with classical values for longer temperature gradient.
The Fig.6b shows the temperature distribution after long time when the profile gets to a
steady-state. The distribution is very close to the steady-state distribution which is

determined by the Spitzer-Harm heat conductivity

,
T.(x) |x [T,T( x)

=| =+ [1-=
T, |L \T, L

where L is the plasma length, T,>T, are the temperature of the plasma at its edges.

207

3.2 HEAT FLOW AND IONIZATION DYNAMICS IN PLASMAS IRRADIATED
BY LASER PULSE

The present calculations of subpicosecond pulse laser-plasma interaction are carried out
for silicon and carbon plasmas of solid-density Nsolid=5"1022 cm3. The plasma size is
varied from 0.25 pm to 1 um depending on the laser intensity and its polarization. The two
plasma density profiles on the target surface, at the right (laser) side of plasma are chosen

for the simulation. The first is a linear profile,

N, x
N(x)=N,(1- N E),Ncr <N, <N_ - (13a),

and the second is an exponential profile,

N(x)lee—I’Nl :Nsolid’ (13b)a

where L is the density gradient in the vicinity of the critical density N. N(x<0)=N;. The
presentations (13) for the plasma density are good approximations for density profile

formed after plasma expansion due to laser prepulse (see, Fig.7). The value of L determined
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by the prepulse delay is varied from 0.0 um to 0.6 pum. The initial electron temperature is
chosen equal to 10 eV and to 20 eV for silicon and carbon plasmas respectively. The initial
velocity distribution of plasma electrons is the Maxwellian. The fluid velocity linearly
increasing toward the plasma surface is suggested. Initially the ion charge is uniform over all
plasma, and the ion and electron densities are equal. The laser wave length, the duration, the
intensity, and also L are the parameters.

To provide stability the number of superparticles used is around 70,000 per 1 um of a
plasma. The number of the PIC cells is varied from 8000 to 16000, the number of the
“kinetics” cells is varied from 200 to 600. The time step is varied from the initial value of
0.1 to 0.36 of the plasma oscillation period due to the ionization. The plasma bulk in the
simulations is divided into two parts, in accordance with Eq.(13), and two different species
of superparticles are used for the simulation. The charges of the superparticles which
represent electrons and ions for each kinetics cell are changed following the rule described

in the previous section. The intensity of the laser pulse is constant.

3.2.1 HEAT FLOW AND IONIZATION DYNAMICS IN PLASMAS IRRADIATED
BY S-POLARIZED PULSE

Calculations of the heat flow and the ionization dynamics in a plasma irradiated by
s-polarized subpicosecond laser pulse using PIC&Langevin simulation provides a good
check of the method by comparing the results with those obtained from direct solution of
the FPL equation.

Following [15] we consider a solid density carbon plasma irradiated by the s-polarized
pulse of KrF laser ( A=248 nm). The initial temperature of the plasma is chosen to be 20 eV
and initial ion average charge is set to Z=1.3. In contrast to Town and Bell’ simulation,
instead of assuming the amount of energy deposited in the plasma surface, the laser intensity
is chosen for the deposited energy to be equal that used in [15] ( 750 TW/cm? x 300 fs).
We have chosen 1=101® W/cm?. The very steep density gradient at the plasma surface,

=0, is considered. Both electron-electron and electron-ion collisions are involved in the
simulation in the frame of the Langevin equation (2),(3) because the collisional absorption
in this case is the dominant.

The results of the simulation are presented in Fig.8,9. The temporal evolution of the
absorption coefficient and the portion of absorbed energy spent for plasma electron heating
including the energy of electrostatic field is shown in Fig.8. The absorption coefficient is
very close to that used in [15], 7.8%. At the beginning of the heating process the ionization

takes a large portion of the absorbed laser energy. After the average ion charge exceeds 4
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(Li-like carbon) the energy of plasma electron is not enough for efficient ionization of He-
and H-like ions. Then the deposited laser energy is mainly utilized by plasma electrons
through the heat transfer.

Spatial and temporal evolution of the plasma temperature and the electron density inside
plasma is shown in Fig.9. Initially the heating occurs only in the skin layer determined by
electron-ion collision. The energy of the quiver in this case is not high, approximately 50
eV, and a certain time is need for plasma heating. As the average ion charge in the skin layer
is increased due to the electron collisional ionization, the heating in the skin layer increases
too so the collisional time is almost fixed. Ionization decreases the skin layer length because
of continuously increasing of the plasma frequency in the skin layer. As a results of
ionization the reflectivity increases. It means that ionization dynamics not only affects on the
heat flow but also on the plasma reflectivity.

In Fig. 9 c,d electron temperature and density inside the plasma calculated by present
simulation are compared with the results of previous FP calculation [15] to show brilliant
agreement.

We should point out that electron-electron collisions do not notably affect on the
absorption efficiency and the ionization balance because of the high average ion charge
(Z>4) in the heated skin layer, but we have to maintain such collisions in the model to
properly include ionization and recombination processes in the low temperature plasma
background. At higher intensity, generation of fast electrons and successive modification of
density gradient may have significant effect on laser-plasma interaction, so that
self-consistent calculation of the laser absorption and the heat flow will become more

important.
3.22 ABSORPTION OF A P-POLARIZED PULSE LASER

The self-consistent simulation of the absorption of a p-polarized pulse laser by solid
density plasmas along with ionization dynamics has not been carried out, although it is
obvious that the ionization process may affect not only on the heat flow but also on the
plasma reflectivity. In the present work the hybrid particle-in-cell method is applied to
model the absorption of p-polarized pulse laser for the parameters of the experiment [30],
A=800 nm and the intensity I=4x1010 W/em? for silicon plasma. The calculations are
carried out for various density gradients and incident angles.

The one dimensional calculation of the laser field in the case of its p- polarization is not
trivial ( see, for example, [9], [12] ). The typical results of the calculation by the TWA,

when the resonance absorption occurs, are presented in Fig.10. The averaged distributions
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of the fields are similar to that obtained by P.Gibbon [12]. Due to the resonance absorption,
the x-component of the electric field is compressed in the vicinity of the critical density and
accelerates a part of the plasma electrons outward plasma. The electrostatic field directed
outward the plasma grows then, and low energy electrons can not leave plasma. As the ion
charge Z increases the return current decreases as 1/Z due to the increase of electron-ion
collision rate. Therefore, the electrostatic field in the plasma increases resulting in the higher
energy of fast electrons.

The result of the anomalous skin effect, vacuum heating, and collisions in the absorption
efficiency can be estimated for the steep density gradient plasma ( see, [6] and references

there). So, the efficiency due to the anomalous skin effect is

2 1/3
. VO
= 2 ’
co,

and, for the parameters of [30], is about 10%. The efficiency of the vacuum heating [7],

3
cos O v,

=3 s
n sin® ¢

where v is the quiver velocity, is small, around few percents. The efficiency of the
collisional absorption,

2 172
w .
n ~ — h ’Yei > w,
Cl)pl O‘)pl

(Y is the collision frequency) is also similar to that of the anomalous skin effect, 10%.
Consequently, the total efficiency owned to these processes is hardly higher than 20%. The
results of the simulation of the s- and p- polarized pulse absorption by a plasma with very
steep density gradient without ion motion is in good agreement with the estimations

Fig.11 illustrates the evolution of the absorption efficiency for the plasma with different
density gradient in the vicinity of the critical density. The linear density profile is determined
by Eq.(13a). Such a distribution is close to that obtained by a solution of the hydrodynamic
equation for an initially steep distribution of the electron temperature (Fig.7). We obtained
the maximum absorption efficiency (N=67%) at N = 1.2x1022 cm3, L=0.22 pm, and the
incident angle at 45°. If initially plasma boundary were heated by a laser prepulse to have
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an expansion velocity of (1-2)x107 cn/s it would pass through the distance S= N,L/N_,
within 7=4-8 ps. Any change in the angle, density, or the length L leads to decreased
absorption efficiency that justifies the resonance character of the absorption. Fig.12
illustrates the evolution of the absorption efficiency at different incident angles. The
absorption efficiency decreases with incident angle to a limiting value which is determined
by the collisonal absorption, anomalous skin effect, and the vacuum heating. The simulation
has reproduced the results [9] in the absent of collisions and ion motion.

The results of the calculation of the absorption efficiency for exponential density profile,
Eq.(13b), are plotted in Fig.13. As in the case of the linear density profile the absorption has
the resonance character. The maximum of the absorption is obtained at the density gradient
L=0.17 um that coincides with the result obtained for the linear density distribution. That
parameters correspond to prepulse duration of 4-8 ps. The results also show that in the case
of exponential profile the plasma can loss the resonance condition during the laser pulse.
Then absorption efficiency decreases. The difference in the absorption efficiency for s- and
p- polarized pulses for the plasma with very steep density gradient ( see, Fig.13 ) is due to
Brunel’s vacuum heating [7]. This process also is responsible for fast electron generation in
very steep density, collisionless plasmas ( see, 3.2.3).

To verify the effect of ion motion on the plasma reflectivity the plasma ion are allowed
to move in the self-consistent field. The ionization process must lead to considerable
acceleration of heavy plasma ions by the compressed electric field, because of high ratio of
Z/M;<1/3my (myy is the hydrogen atom mass) , that results in the resonance absorption
process [12]. The typical evolution of the ion density during laser-plasma interaction (
within 120 fs) is shown in Fig.14a,b. Ion-ion collision is not included in this calculation. As
possible to see there is no notable ion motion in the vicinity of the critical density during
laser-plasma interaction t<120 fs. It means that the effect of ion acceleration by the
electrostatic field is hardly responsible for the absorption increasing with the laser prepulse.
Only in the case of the very steep density gradient, the absorption efficiency is changed a
little due to the ion motion. In this case, the electrons ionize the plasma up to Z=10 to cause
higher electric field and faster ion motion. Nevertheless, the density gradient in the vicinity
of the critical density is still far from the optimal to increase the absorption. The effect of
ion motion increases with laser intensity (see Fig.13). But even for intensity I=4x10'7
W/cm? the absorption efficiency is as twice as less the maximal. Initial fluid velocity of the
plasma is also varied from O up to 2x107 cn/s in the calculations to show no effect on the
absorption efficiency.

The effect of variable ionization is illustrated by Fig.15. Both in the case of the linear and

exponential density gradient the calculation with fixed ion charge results with a lower
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absorption efficiency. The gradual decrease of the absorption in the case of the exponential
density distribution with fixed ion charge, Z=1, demonstrates disability of the ion motion to
maintain the resonance absorption conditions for such a short pulse laser.

Fig.16 represents the dependence of the measured [30] and computed reflectivity of a
silicon plasma for the different density gradient in the vicinity of the critical density (a) and
the prepulse delay (b). The latter was plotted using the measured dependence of the density
gradient on the prepulse delay [30]. The numerical results are in a good agreement with the
experimental ones when the resonance absorption occurs. For the very steep density
gradient the numerical absorption efficiency (28%) is less then the measured (35%) in
Ref.[30]. But for shorter prepulse delay the result of the simulation is very sensitive to
variation of the density gradient. With prepulse delay t=1.5 ps or L/A=0.1 the numerical
efficiency increases up to 50% for the exponential density distribution. Thus any heating of

the very steep density plasma before the laser pulse can change the absorption efficiency.
3.2.3 HEAT FLOW IN PLASMAS IRRADIATED BY P-POLARIZED PULSE

Calculation of the heat flow in the case of irradiation by an intense, p-polarized pulse
laser is carried inward plasma by fast electrons produced by collisionless absorption
processes. Firstly, we estimate the penetration depth assuming that all of whole deposited
power, W, is taken off by fast electrons with energy <e>,

W=nl=<e>j. /e, (14a)

where 1 is the efficiency, 1 is the laser pulse intensity, jg,, is the density of the fast electron
current. To provide the plasma neutrality the fast electron current must be compensated by
the plasma current, jpl’

) . e2ENiolid
.]fast = .]pl = mc'Yei ’ (14b)

where E is the electric field in the plasma, 7,; is the electron-ion collision frequency.
According to Eq.(14b) the density of the deposition energy can be found by following

equation

dW : 2 me'Yei
——==j,E=-W —.-——E—;Z‘,W(O)=T]I. 15)
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The deposition depth can be easily estimated by solving Eq.(15)

l N:"“d <g>? mfv;, <g>?
T nl(my,) AmAnle* <Z>

For T,=100 eV, <Z>=1, <e>=3 keV, 1=4x10'6 W/em?, and 1=0.3 the depth is 0.1 pm
Since the ratio <e>2/1 weakly depends on the intensity, the value of the depth is mainly
determined by the temperature of a solid density plasma. An increasing in the average ion
charge leads to a decreasing of the deposition depth.

The plasma temperature and the electron density distributions in the plasma after laser
pulse are presented in Fig.17-20. Fig.17 represents the results of the electron temperature
and the density calculation in the collisionless plasma (Fig.17 a,c) and in the plasma with
elastic electron-ion and electron-electron collisions (Fig.17 b,d) without ion motion. The
efficiency of the absorption due to collisionless processes such as the anomalous skin effect
and the vacuum heating is not small ( see, 3.2.2 ) , about 10%, and is almost equal to the
efficiency of the collisional absorption. Absence of elastic collisions decreases the
absorption efficiency approximately by 2 times. Distributions of the electron temperature
and density inside the collisionless plasma are totally different from those inside a plasma
with elastic collisions. This is a result of the very small resistivity of a collisionless plasma.
The fast electrons produced by the vacuum heating [7] can easily penetrate into the plasma
bulk. In contrast, the fast electrons in the collisional plasma, been decelerated by the internal
electrostatic field which arises because of the plasma resistivity, deposit their energy near
the plasma surface. The fast electrons produce the return current to hold the plasma
neutrality. The energy of electrons in the return current is much less than that of the fast
electrons, but higher than the ionization energy. As a results the ionization by the return
current electrons is much more efficient. This means even if the absorption due to the
vacuum heating or due to the resonance absorption is dominant the ionization balance and
. the heat transfer into an overdense plasma, and, as a result, its X-ray emission, can be
determined by elastic collisions.

The electron temperature (a) and density (b) distributions obtained without electron-
electron collisions are presented in Fig.18 for the parameters near the optimal absorption.
The dominant portion of the absorbed laser energy is deposited in the low density plasma.
The fast ionization in the solid density plasma leads to the increased electron-ion collision

frequency because of high ion charge and relatively low electron temperature. As a result,
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the penetration depth does not increase during laser pulse. Fig.19,20 illustrate the effect of
the electron-electron collision on the temperature and electron distributions in the solid
density plasma. The abundance of the fast electrons in the vicinity of low temperature, high
density plasma due to electron-electron collisions increases the plasma conductivity and , as
a result, increase the penetration depth of fast electrons produced by the resonance
absorption.

The temporal evolution of the electron temperature and density for higher laser
intensities are presented in Fig.21. During initial 150 fs (t=300) of the laser pulse the
temperature and density evolution is determined by the anomalous skin effect. The plasma
electrons are heated up very quickly to 1 keV at the solid surface, and the ions are stripped
to N-like and B-like states. Then ionization runs slowly because the number of electrons
which are able to ionize ( £>I,) decreases and because the ionization time T~1,32 increases.
The heat transfer is determined by fast electrons accelerated by the vacuum heating and ExH
force. Due to the high plasma resistivity the penetration depth is small, around 0.5 pm.
When the resonance absorption rises because of ion motion ( see Fig.13) the heat transfer is
increased. The high energy electron ( €>10 keV) appear in the vicinity of the critical density
and penetrate into the plasma flattening the temperature distribution near the surface.
Although the absorbed energy is high enough to fully ionize plasma ions, only Li-like ions

exist because the time of 200 fs is not enough for further ionization.

4. SUMMARY

The three approaches are suggested to simulate the heat transfer and ionization dynamics
for solid-density plasma irradiated by a subpicosecond laser pulse of arbitrary polarization:

-the 1D particle-in-cell method in conjunction with the use of the Langevin equation for
electron elastic collisions that conforms to a direct solution of the Fokker-Plank-Landau
equation;

-the two wave approximation allows the p-polarized laser-plasma interaction simulation in
the laboratory reference frame;

-the method of redistribution of variable superparticle charges into the “kinetics” grid cells
to include the atomic physics processes in the PIC simulation.

The method has been applied to simulate the relaxation of the steep temperature gradient ,
where the heat conduction becomes non-local. It is found that the heat flux approaches to
~0.1 of the free streaming flux in the limit of very steep temperature gradient, and to the
Spitzer-Harm in the limit of a steady state. The results of calculation is close to that from
FPL simulation [16,17].
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The method has been used also for simulation of the heat transfer in a carbon plasma, with
elastic collisions and variable ionization, irradiated by s-polarized pulse of KrF laser. The
laser absorption was computed self-consistently. The spatial distribution of the electron
density and temperature after t=0.3 ps of laser irradiation is in an excellent agreement with
those obtained by the direct FPL simulation [15].

The effect of elastic collisions and the variable ionization on the absorption efficiency for
Si solid density plasmas have been explored. The results of the present simulation showed a
good agreement with the results of the previous simulations of the absorption efficiency of
collisionless plasmas by the PIC [9,12]. The calculation of the absorption efficiency of the
p-polarized laser showed that the absorption is mainly determined by the vacuum heating
and anomalous skin effect with a steep density gradient and later it is dominated by the
resonance absorption as the density scale length near the critical surface increases. The
absorption efficiency of an s-polarized pulse is almost half the absorption of a p-polarized
pulse. The inclusion of elastic collisions increases the absorption efficiency about two times
due to the collisional absorption. If the density gradient in the vicinity of the critical density
L/A>0.1, the resonance absorption becomes dominant, increasing the absorption efficiency
up to 65%. The ionization of the plasma has effects on the absorption efficiency both via the
ion acceleration and via the collisional absorption. Because of large charge of ions their
acceleration is efficient, and a lower density plasma is created. However, for considered
short pulse the gradient scale length of the plasma near critical surface does not become
long enough (L/A>0.1), within the pulse duration of the laser, for efficient resonance
absorption. The absorption efficiency of a p-polarized pulse with intensity I=4x1016-4x10'7
W/cm? for Si plasmas with a steep density gradient only increased up to 30% due to ion
motion.

The effect of variable ionization and elastic collisions is found to change the heat transfer
process by fast electrons into the overdense plasma by changing the plasma conductivity.
Due to collisions, the penetration depth of fast electrons is much smaller than that of
collisionless plasmas. The electron-electron collisions lead to efficient ionization by

electrons in the return current.
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Fig.1 The scheme of different grids that are used for the simulation of subpicosecond pulse
laser and solid density plasma interaction. The upper grid is the common used grid for PIC
with cell size is around Debye radius. The second grid is for the laser field calculation. The
cell size of such a grid is larger than PIC’s to avoid the instability produced by high ratio of

At/Axpic >>1 in calculations. The last grid is the “kinetics” grid for calculation of
microscopic parameters of the plasma.
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plasma

Fig.2 The scheme of the two wave approximation.
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Fig.3 The temporal evolution of the full energy of a plasma due the to numerical heating
for D1 and C1 direct implicit schemes [24]. Two open boundary plasma with T,(0)=10 eV,
T;(0)=5 eV, N0=5x1022 cm3, steep density gradients. No laser pulse, electron-electron,

electron-ion, ion-ion collisions, no inelastic collisions included.
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Fig.4 The evolution of the initially steep temperature distribution in a plasma with the

number of electrons in the Debye sphere equals 10 and the average charge <Z> equals 4.

a) T=tw,=100, b) 1=200; the temperature at the edge is not fixed, and c,i) =100,

p

d,j)t=200, ek)t=300, f,)T=400, g,m) =500, h,n) =600 for the fixed temperature. a),b),
c),d).e),f),g) with electron-electron collisions, 1i),j).k),]),m) without electron-electron

collisions.



JAERI—Research 98—068

600

b)

600

600

a/a_
0.2 T T v 0.16 T T
0.12 |-
0.1} — B
0.08 |-
0.04 |-
0.0 - -
L ] 0.00 —
-0.1 L L - -0.04 . L
) 200 400 , 600 [+ 200
X/t
b} a)
Q/Q Q/Q
T
0.2 T T T 0.16 - )
I 1 0.12
0.1 _
0.08
0.04
0.0 -
L ] 0.00
-0.1 L 1 . -0.04 . L
0 200 400 , 600 0 200
r
X D C)
a/Q a/m_
0.12 T T . 0.16 . ,
i 0.12
0.08
i 0.08
0.04 |- 1
L 0.04
0.00 =
1 0.00
-0.04 L L ~ -0.04 . L
200 400 , 600 0 200
x/r
D e)
Q/Q Q@
0.12 r . . 0.12 : T
0.08 |~ 0.08
0.04 (~ 1 0.04
0.00 | 0.00
-0.04 L L L -0.04 . L
0 200 400 , 600 0 200
x/r
o g)
.
Fig.5 a-h

400
x/r

600



JAERI—Research 98—068

a/a Q.
0.2 T T 0.18 T T
b 0.12
0.1 .
0.08
0.04
0.0 -
i 0.00
01 . ! . L . 0.04 . 1 ) 1 .
0 200 400 ; 600 o} 200 400 , 600
x/r ; x/r .
o 1) o i)
Q/QT Q/QT
0.16 T T T 0.16 T T T
0.12 0.12 |- i
0.08 0.08
0.04 0.04 —
0.00 0.00 -
r
0.04 1 s 1 A .0.04 L 1 R 1 R
200 400 600 ) 200 400 600
x/rD k) )</r0 l)
Q/a a/a_
0.12 T T T 0.16 T T T
0.08 - 0121
r 0.08
0.04 |- g
L 0.04
0.00 -
0.00
i 3
-0.04 1 L ! L .0.04 s 1 N 1 N
0 200 400 , 600 [¢] 200 400 600
x/r /r
0 m) *o n)

Fig.5 The evolution of the heat flow in the Plasma with parameters given in Fig.3. a)
1:=t0)p1=100, b) 1=200; the temperature at the edge is not fixed, and c,i) T=100, d,j)t=200,
€.k)T=300, f,))T=400, g,m) 1=500, h,n) T=600 for the fixed temperature. Q=NT,(T/m,)!/2
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Fig.6a The normalized heat flow versus inverse temperature gradient. The line is the
Spitzer-Harm heat flow. All values are defined locally. A is the local mean free path of an
electron. Q;=NT (T /m,) 172,
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Fig.6b The temporal evolution of the temperature distribution. 1- the steady state
temperature distribution, T(x)/T=[(T,/T,)"2(1-x/L)+ x/L)?7, 2-t=300/(x)p|, 3-t=500/,,
4- the boundary of the “heated” region.
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Fig.7 The plasma density profiles are used for the simulation. (1) - the typical density
distribution obtained from a hydrodynamic simulation of plasma expansion with the steep
distribution of the initial density (2) and the temperature distribution shown by the filled
circles. The crosses and the line (3) are the approximations for density distribution Eq.(8a,b)
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Fig.8 Temporal evolution of the time integrated laser energy (1), the absorption efficiency
(2), the portion of energy gone to heat plasma electrons including energy of the electrostatic
field (3) for carbon solid density plasma irradiated by KrF laser with the intensity 1=1016

W/cm? and the duration 1=0.3 ps.
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Fig.9 Temporal evolution of the temperature distribution (a,c) and the electron density (b,d)
in the solid density carbon plasma irradiated by a s-polarized pulse of KrF laser with the
intensity of I=1016 W/cmZ The initial temperature T(y=20 eV.a,b) 1=1500, ¢,d) 1=2300 (0.3
ps). The circles in Fig.3b, d represent the results of the direct Fokker-Plank simulation {15].
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Fig.10 The typical averaged field distributions in the plasma irradiated by a p-polarized
pulse laser. (1).-<E >, (2).-<H,>,(3).-the initial plasma density distribution. See, also, [12].
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Fig.11 The absorption efficiency of a silicon plasma irradiated by the A=800 nm, I=4x1016
W/cm2, a p-polarized pulse laser [30] with the prepulse, Ty=10 eV. The oblique incidence
at 459 angle. The linear density profile, (1), (2) - L=0.11 pm, (3)-L=0.22 um, (1), (3) - N;=
1.22x10%2 cm3, (2) - N;=2.5x1022 cm3.
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Fig.12 The evolution of the absorption efficiency at different angles of incident for the initial
density distribution marked by (1) in Fig.5. The laser pulse parameters are the same.
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Fig.13 The absorption efficiency of a silicon plasma irradiated by A=800 nm, 1=4x1016
W/cm2((1d)-I=4x1017 W/cmz), a p-polarized pulse laser [30] with the prepulse, Ty=10 eV.
The exponential profile. The curves (1b-d), (2), (3), (4), (5) present the absorption of the
oblique incidence pulse at 45° angle. (1) L=0,(2) - L=0.11 pm, (3)-L=0.22 pum, (3)-L=0.17
um, (4)-L=0.41 pm. The curve (la) is the s-polarized pulse absorption for very steep
density gradient. The curve (Ic),(1d) is the p-polarized pulse absorption with ion motion

included.
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Fig.15 The comparison of the absorption efficiency evolution for the plasma with a fixed
jon charge and for the plasma with variable ionization at the linear density approximation (a)
and at the exponential density approximation (b). The plasma parameters are optimal for the

resonance absorption in the case of the variable ionization.
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Fig.16 The comparison the results of the measurements ( solid curve)[30] and the present
calculations for the reflectivity of a silicon plasma. (a)- the dependence of the efficiency on
the initial density gradient in the vicinity of the critical density. Filled circles -the linear
profile, triangles- the exponential profile, squares- results of [30]. The vertical line
represents the maximal measured density gradient [30]. (b) -the dependence of the
efficiency on the prepulse delay T. The open curves is the reflectivity for s-polarized pulse.
The squares represent the reflectivity calculated for the p-polarized pulse (45°) for the
linear density profile.
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Fig.17 The electron temperature (a,b) and density (c,d) distributions in the silicon plasma
irradiated by A=800 nm, I=4x1010 W/cm? ,p-polarized pulse laser [30] with very steep
density distribution.T0=10 eV, 1=0t=200. (a,c) -no collisions included, (b,d) -e-i and e-e

collisions included.
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Fig.18 The typical electron temperature (a) and density (b) distributions in a silicon plasma
irradiated by A=800 nm, 1=4x1016 W/em? ,p-polarized pulse laser [30] with density
distribution determined by Eq.(8a) for L/A=0.22 ( 4-6 ps prepulse delay) .T=10 eV, t=140
fs, k=w/c. Only electron-ion collisions are included.
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Fig.19 The comparison the results of the simulation the electron temperature (a) and density
(b) distributions in a silicon plasma irradiated by A=800 nm, I=4x1016 W/cm? , p-polarized
pulse laser [30] with the linear density distribution, for L/A=0.22 (4-6 ps prepulse delay)
.T0=10 eV, t=140 fs, k=w/c. Solid curves represent the results obtained with the

electron-electron collisions, the dashed- without.
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Fig.20 The electron temperature (a) and density (b) distributions in the silicon plasma
irradiated by A=800 nm, 1=4x10'6 W/cm? ,p-polarized pulse laser [30] with the exponential
density distribution for, L/A=0.17 (4-6 ps prepulse delay) Tg=10eV, t=140 fs, k=w/c.
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Fig.21 The temporal evolution of the plasma temperature and the electron density in a solid
density silicon plasma with the steep density gradient irradiated by a laser pulse with the
intensity I=4x10!7 Wem2 and A=800 nm. a) t=1000, b) t=2000, ¢) t=3000, d) t=4000
(248w=100 fs).
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] 9.80665 1 272407 x 107 | 2.34270 9.29487 x 1073 7.23301 6.12082x 10" =4.1855J (15°C)
{% 36x10° | 3.67098 x 10° 1 859999 x 10° 3412.13 2.65522 X 10° | 2.24694 x 1075 =4.1868 J (BB ALR)
. 4.18605 0.426858 | 1.16279 x 107 1 3.96759 x 107° 3.08747 261272x 10" (L | pPS (ILEH)
[ 1055.06 107.586 293072 x 107 | 252.042 1 778.172 6.58515 x 102! = 75 kgf-m/s
1.35582 0.138255 | 376616 x 107" | 0323890 | 1.28506 x 10~° 1 8.46233 % 10'® — 735.499 W
160218 x 107" | 1.63377 x 107%°| 4.45050 x 1072°| 3.82743 x 10~ | 151857 x 10722 1.18171 x 10~ 1
iy Bq Ci % Gy rad B C/kg R ] Sv rem
&t e 5 &
1 270270 x 107" 5 1 100 ] 1 3876 5 1 100
e & & =
3.7 x 10% 1 0.01 1 2.58 x 107 1 0.01 1
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HYBRID PARTICLE-IN-CELL(PIC)SIMULATION OF HEAT TRANSFER AND IONIZATION BALANCE IN OVERDENSE PLASMAS IRRADIATED BY SUBPICOSECOND PULSE LASERS




