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Abstract

This report describes a coupled geological geochemical/hydrogeological model of the
groundwater system in the Tono area of Gifu ken, central Japan. The project aimed to understand
the coupling between water/rock interactions and mixing processes that cause variations in
groundwater chemistry. Based on the results it was aimed to:

*  suggest generic approaches for integrating hydrogeological and geochemical information so
as to produce self-consistent models;

*  suggest generic approaches for using geochemical information as a test of groundwater flow
models based on physical hydrogeological information;

* evaluate whether or not water/rock interactions coupled to flow can cause significant
variations to the physical and chemical properties of rock-water system over Performance
Assessment (PA) time scales (typically 10° to 10° years).

There are several computer codes that can perform coupled simulations. However even highly
simplified groundwater/rock systems often take impractically long times to simulate. Therefore, a
single numerical model incorporating all possible coupled processes was not constructed. Instead,
several models were developed to investigate separate aspects of coupling.

The coupling between flow and chemical reactions was investigated by batch simulations
conducted for different conditions (to represent different conditions along a flow path) and by 1D
coupled simulations. Because the representation of flow was very simplified, relatively complex
water/rock reactions could be considered while keeping calculation times reasonably short.

The coupling between mass transport (groundwater mixing processes) and flow was investigated
by 3D and 2D simulations. These simulations did not consider water/rock reactions, enabling
relatively complex representations of groundwater flow and relatively short calculation times.

Coupling between chemical reactions and flow was investigated by using the following codes:

*  Geochemist’s Workbench (GWB) v. 3.2.1 (University of Illinois; Bethke, 1996) was used
for equilibrium calculations and kinetic reaction-path calculations.

*  Ozone (03) (Quintessa) was used to investigate the migration of redox fronts and salinity.

* PHREEQC Interactive v. 2.8 (United States Geological Survey; Parkhurst and Appelo, 1999)
was used to investigate the coupling between flow and reactions in the absence of kinetics.

* Raiden 2 (Quintessa) was used to investigate the coupling between flow and reactions,
taking into account kinetics.

Groundwater flow was simulated using the code FEMWATER v3.0 (Lin et al., 2001). Mass
transport was not considered, but the output was used to initialise mass transport calculations
using the code SUTRA (Voss, 1984). The modelling progressed from a 3D regional model (40 x
30 x 10 km) to a 2D local (9 x 3 km) variable density flow and solute transport model.

The 3D regional model included Mt. Kasagi, which is thought to be an important recharge zone,
and extended to the most important rivers, which are considered to be discharge zones. In
addition, Mt. Kasagi exerts a control over the head distribution as far-as the New Construction
Site (NCS), which is located between the two main rivers of the area, but in the Toki river basin.

This regional model was used to define the boundary conditions for a localised 3D model centred
approximately on the NCS. The local model extended from the watershed division between the
Kiso river (North) and the Toki river (South). Lateral limits were coincident with flow lines. The



bottom face was pianar and located some 3 km below the land surface. The resulting block was 9
x 6 x 3 km. Unlike the regional 3D model this local model distinguished between the hydraulic
properties of the granite and those of the overlying sedimentary rocks.

The 2D model considered a 10 km long cross section through the local 3D model. The main
discharge of the model domain was to both sides of the Toki river. The sedimentary rock layers
and with the Tsukiyoshi fault were represented. The sedimentary cover was represented by 5
layers of elements, which enabled the flushing of initial salinity to be simulated more consistently
than in the precursor 3D model.

These various chemical reaction- and groundwater flow- models were used to evaluate one of
several possible scenarios for the evolution of groundwater chemistry in the Tono area. These
scenarios were developed initially, using the available groundwater chemical data.

The total dissolved solid (TDS) contents of the deeper waters near the Toki River valley are the
highest encountered in the investigation area. These groundwaters are dominated by Na-(Ca)-Cl,
whereas contrasting Na-Ca-HCO; dominated deep groundwater has been sampled further north.
The following possible scenarios for the origin of these waters were developed:

* flushing of ‘fossil’ seawater;

e  flushing of ‘fossil’ hydrothermal water;

e flushing of ‘fossil’ magmatic fluid;

*  mixing with present hydrothermal fluid;

*  mixing with present magmatic fluid;

*  acombination of the above scenarios.

It is uncertain which of these possibilities, if any, is correct. However, there is clear evidence that
marine salinity occurred in the area in the past, whereas evidence for the other scenarios is more
tenuous. Therefore, the numerical modelling focused on evaluating the implications of:

e the Toki granite being uniformly saturated with seawater;

* each of the rock formations behaving hydraulically as equivalent porous media;

* the Toki granite being flushed by fresh groundwater under hydraulic conditions broadly
. similar to those of the present.

Evidential Support Logic (ESL) was used to integrate and evaluate the results from the 1D, 2D
and 3D modelling. The approach was to treat each model’s output as a piece of evidence for or
against the hypothesis that there is a self-consistent hydrogeological/geochemical understanding.

Important results are:

e The hydrogeological and geochemical consequences of the evaluated scenario are
inconsistent and therefore the scenario must be rejected. Notably, hydraulic parameters
similar to the present would cause groundwater salinity to be flushed within around 15,000

years, but seawater has not entered the area within this time frame.

*  Variations in the rock mass’s representation (e.g. as a dual porosity medium) could lead to
much longer preservation of the salinity, even to a times of several 10’s of millions of years.

ii



Variations in mineralogy are not predicted to cause a large change in the overall porosity of
the groundwater system.

Kinetic models are required to explain the progressive evolution of pH and PCO,. When
uncertainties are taken into account, Raiden results are consistent with pH increasing and
PCO, decreasing along a flow path as residence times increase.

If fresh granite is recharged, reducing conditions would be attained very rapidly, within a
few 10’s of metres of a recharge zone. The actual depth of penetration of the redox front at
any time will be controlled by the amount of biotite present in the rock.

In the coupled simulations, this redox front migrated through the rock up to several orders of
magnitude slower than the migration of the mixing zone between fresh and saline water.

There is an inconsistency between the observed and modelled penetration of oxygen-bearing
water during the time taken to flush the saline groundwater. The model predicts that
oxygenated water would penetrated much more deeply than is observed.

Replacement of calcic feldspar by clay minerals could be significant. This process could lead
to a reduction of pH which could cause calcite to form, but calcite would form in only very
small amounts and could, under some circumstances, dissolve again soon afterwards.

The following recommendations are made:

The flushing of the sediments should be modelled at an appropriate scale.

" The ingress of water in the model should be changed during the simulation.

To do so, a proper understdnding of the changing rates of the boundary conditions is needed
(based on an evaluation of recent geomorphology).

Several alternative origins to salinity of seawater origin need to be considered.

The possibility that the salinity is a mixture of several components, each with a distinct
origin, needs to be considered. ’ '

The results have several generic implications for integrating hydrogeological and geochemical
interpretations.

Palaeohydrogeological information is essential to interpret the initial boundary conditions.

Even if hydrogeological characteristics and geochemical parameters are very uncertain,
developing and testing alternative groundwater evolution scenarios can give useful insights.

The most appropriate approach is to construct a series of computer models that investigate
different aspects of coupling, and then to evaluate the degree to which the models’ results are

consistent with one another.

Even though available computer codes can simulate many coupled processes, it is usually
inappropriate to construct a single, fully-coupled model for groundwater flow because:

> long computation times are required, preventing adequate evaluation of uncertainties;
> there are many uncertainties that are often inherently unquantiable;
> the spatial distribution of site data is usually inappropriate for direct comparison with

the results of such a model.

i
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Part 1: Alternative concepts and 1D coupled water/rock |
interactions models



1 Introduction

This part of the report describes a coupled geological geochemical/hydrogeological model of
the groundwater system in the Tono area of Gifu ken, central Japan.

The work builds on results from earlier geochemical studies undertaken by JNC in the Tono
area, notably the Tono Geochemistry Research Project (TGRP). This latter project has
identified several water/rock interaction processes that control the chemistry of groundwaters
around Tono. Additionally, it has been recognised that in and around the Toki River valley
(Figure 1), in the south of the Tono area, there is groundwater that is chemically distinct from
groundwater sampled further north. The total dissolved solid (TDS) contents of the deeper
waters near the Toki River valley are the highest encountered in the investigation area. These
groundwaters are dominated by Na-(Ca)-Cl, whereas contrasting Na-Ca-HCO; dominated
waters have been sampled further north.
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Figure 1. Simplified geological map of the Tono area showing the locations of selected
boreholes. MSB-series boreholes (not shown) are located within the planned URL site.

The project described here aims to understand further the coupling between water/rock
interactions and mixing processes that are responsible for these variations in groundwater
chemistry. Based on the resulting improved understanding of the practicalities of constructing
a coupled model it is aimed to:

*  suggest generic approaches for integrating hydrogeological and geochemical information
so as to produce self-consistent models for groundwater flow;

*  suggest generic approaches for using geochemical information as a test of groundwater
flow models based on physical hydrogeological information;

* develop and demonstrate approaches for evaluating whether or not water/rock
interactions coupled to flow can cause significant variations to the physical and chemical
properties of rock-water system over the time scales of PA (typically 10’ to 10° years).



The first two aims are important because self-consistent models for groundwater flow based
on both chemical and physical information will generally be more robust than models based

on physical data alone.

The third aim is important because PA models generally tend to assume invariant rock
properties for any particular scenario over the timescale of an assessment. The validity of this
hypothesis needs to be evaluated on a site-by-site basis.

The following aspects of the work were undertaken by Quintessa:

compiling relevant data for the project;
-development of alternative conceptual models;
simulating the coupling between flow and chemical reactions in 1D;

integration of the final results and preparation of the final report.

Staff of the Barcelona office of ENVIROS have developed coupled 2D and 3D models of
salinity distributions in the Tono area under subcontract to Quintessa. These models are:
described separately in Part 2 of the report. Part 3 integrates the results from the two sets of
models.

2 Approach

2.1 Developing a conceptual model

The basic approach involved the following steps.

The available geochemical and geological data from the Tono area were compiled.

Alternative conceptual models for the initial distribution of the groundwater salinity and
the processes controlling the chemical evolution of the groundwater were then developed,
based only upon:

> the chemical compositions of the groundwaters and the spatial distributions of
chemically distinct groundwater types;

> the geological history of the Tono area.

The conceptual model that is most consistent with the chemical characteristics and
spatial distribution of chemically distinct groundwaters was then used as a basis for
coupled numerical simulations of different types. The aim of the simulations was to
evaluate the consistency of the chemical variations and the characteristics of groundwater
flow based on hydrogeological information.

2.2 The computational approach

Simulations of the coupling between groundwater/rock interactions and groundwater flow are
inherently complex. Several computer modelling codes exist that can in principle simulate the

3



coupling between flow and many different types of water/rock interactions. However, in
practice, numerical models of even highly simplified groundwater/rock systems can require
considerable computing time to complete. For this reason, the present project did not attempt
to construct a single numerical model that incorporates all possible couplings. Instead, several
models were developed to investigate separate aspects of the coupling. These models used
various complementary computer codes and approaches, as listed in Tablel.

To ensure consistency with previous modelling, simulations employing the codes
Geochemist’s Workbench (GWB), Raiden and PHREEQC used thermodynamic databases
developed by JNC as follows:

* The GWB and Raiden simulations used the database ‘thermo.tap’. This is an adaptation
- of the GWB database, ‘thermo.dat’, which is supplied with the GWB package. The
‘thermo.dat’ database was checked for consistency with JNC’s thermodynamic database
‘sprons.jnc’ during the Tono Geochemistry Research Project (Arthur, 2003) and where
necessary data where modified. Subsequently, during the Tono Natural Analogue Project
(TAP), this database was further modified by R.A. Arthur to include more recent data for
uranium minerals and thereby produce the database ‘thermo.tap’ that was used in this
work.

* The PHREEQC simulations were made using a modified version of the database
‘990900c0.tdb’, which was obtained from JNC’s web page. Data for Fe(OH);(am) from
the GWB database ‘thermo.tap’ were added to ‘990900c0.tdb’.
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3 Data compilation

The primary data used in the project are summarised in Table 2.

Table 2. Summary of data compiled for the present project.

Data Title Description Source

Maps and satellite | Birds-eye view of the Togari site JPEG files:

images of the | DH borehole localities and the area for which

Tono area groundwater flow modelling has been carried | ‘BirdViewOfTogariSite’
out : ‘TGC_All_2’
Map of the Shoba sama site ‘TGC_AIL_Y
Map showing borehole locations in the | ‘TGC_All_4
regional hydrogeology study area —DH, SN- | ‘TGC_All_S’
An-, KA- boreholes ‘TGC_AlLL6’
Map showing the locations of boreholes in the | “TGC_All_7°
regional hydrogeology study area — MC | ‘TGC_AIL_S8’

boreholes

Map showing the locations of boreholes
around Tono mine

Landsat images (2) of the Tono area and the
surrounding countryside

Details of river
details flows etc

Catchment and flow rates of major rivers in
the study area. '

Excel file ‘RiverInfo.xls’

Borehole Locations of boreholes numbered in the | Excel file ‘LocationBH.xls’
locations following series: A-, AN-, C-, E-, F-, G-, H-,

HN-, Hy-, IWA-, J-, K-, Kn-, Ms-, Mt-, S-,

Tu-, Z-
Borehole Locations of boreholes numbered in the | Excel file ‘Borehole.xls’
locations following series: DH- AN- MIU- SN- TH-

MSB-

Flow calculation
mesh information

Grid used previously in flow calculations.
Files containing X, Y, Z coordinates of mesh
nodes.

Folder ‘DEM20m’ containing
Excel files
Folder ‘DEMS0m’
Excel files

containing

Water balance | Includes rainfall and data for stream flows, | Excel file ‘balance_moni’
information discharge, recharge etc
Head data Head data for boreholes MIU-1, MIU-2, MIU- | Excel file ‘Head_1’
3, MIU-4, AN-1, AN-3, DH-9, DH-11, DH:13
Head data Data for multi-piezometers, boreholes TH-1, | Excel file ‘Head_2’

TH-2, TH-3, TH-4(1), TH-4(2), TH-5(1), TH-
5(2), TH-6, TH-7(1), TH-7(2), TH-8(1), TH-
8(2), AN-6, SN-4, DH-3, DH-7

Hydraulic test
results (hydraulic

-| conductivity and

transmissivity)

DH-1, DH-2, DH-3, DH-4, DH-5, DH-6, DH-
7, DH-8, DH-9, DH-10, DH-11, DH-12, DH-
13 '

AN-1, AN-3, MIU-1, MIU-2, MIU-3

Excel files:
‘Hydoraulic_test_DH’
‘Hydraulic_test AN,MIU_1v2’
‘status’

Compilation  of
water  chemical
data

All routine groundwater, surface water, onsen,
stream water, drilling fluid and rain water
analyses

Excel file ‘Table_gwchem_ver
up.xls I’

Hotspring data

Historical data (pre-JNC) for hot springs

Excel file ‘chemicaldata’

MSB-Borehole
data

Chemical data for the MSB boreholes in the
New Constrution Site (NCS)

Excel files:
‘MSB-2 GW chem sum’
‘MSB-4 GW chem sum’

Borehole DH-2
data

Groundwater chemistry
Physical chemical parameters

Excel files:
‘DH-2 chem sum’
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Table 2. Continued

Data Title Description Source

Borehole MIU-4 | Geological, hydrogeological and geochemical | Files (Excel, Adobe Acrobat) in
data information from borehole MIU-4 folders:

‘0.0verview’

2.Geology’

‘4. Hydrogeology’ .
‘6.Additional Investigation’
‘Rock Mechanics’

‘1.Drilling’

‘3.Geophysical log’
‘5.HydrochemistryAppendix’

Electro-magnetic | Data used for estimating the boundary | Folder ‘Unc’, containing JPEG
survey data between sedimentary rocks and basements and Word files
using an electromagnetic method

4 Alternative conceptual model development

4.1 Present groundwater chemistry

In the part of the Tono groundwater system that is dominated by Ca-Na-HCO; fresh water,
the groundwater salinity can be explained largely as a consequence of progressive water/rock
interactions (e.g. Iwatsuki and Yoshida, 1999; JNC, 2000; Iwatsuki et al. 2002 and references
therein). These reactions are thought to include cation exchange, most probably on clay
minerals such as smectite, which may explain a general decrease in Ca/Na ratios with
depth/inferred distance along a flow path.

Towards the south of the investigation area, in and around the valley of the Toki river (Figure
1), the slightly more saline (though only brackish' at its most concentrated) Na-(Ca)-Cl
dominated water is of much less certain origin. A possible origin is seawater since the
sedimentary rocks of the Akeyo Formation in particular are marine in origin, indicating that
marine water has been in the area in the past. Additionally, stable isotopic evidence suggests
that marine water has penetrated into the underlying Toki Granite in the past (Iwatsuki et al
2002). However, as pointed out by Metcalfe et al. (2003), the present salinity clearly does not
have the chemical signature of seawater. This can be appreciated by considering the ratios of
dissolved constituents (Table 3). However, it is instructive to consider whether it is possible
that the salinity originated in seawater, but has since been modified, by water/rock reactions
and/or by mixing with other groundwater. Some simple calculations with this goal in mind are -
presented in the following section. :

! Here, the classification of Carpenter (1978) is used to describe salinity, following the practice of other studies
(e.g. Nirex, 1997). Fresh water has Total Dissolved Solids (TDS) < 1000 mgl''; brackish water has TDS = 1000
and < 10,000 mg!™'; saline water has TDS = 10,000 and < 100,000 mgl"'; and brines have TDS = 100,000 mgl"".



Table 3. Comparison between selected chemical ratios for Tono groundwater (GW) and

~ seawater (SW).
Na/C1 Br/Cl Na/Ca Mg/Ca Na/K
Samples
Mass Mass Mass Mass Mass
Average of all except older (1980s) analyses
from U-exploration boreholes and waters 1.00 2.06E-03 9 7.03E-03 166
with <10 ppm CI'
Standard Dev of all except older (1980s)
analyses from U-exploration boreholes and 0.87 3.80E-04 11.22 5.26E-03 87.08
waters with <10 ppm Cl
Number analyses except older (1980s)
analyses from U-exploration boreholes and 30 30 30 25 30
waters with <10 ppm Cl
Average of all except MSB-2, MSB-4, DH-
2, older U-Exploration boreholes 1.74 3.86E-03 13 1.56E-02 148
Standard Deviation of all except MSB-2,
MSB-4, DH-2, older U-Exploration 1.54 6.54E-03 14.71 2.82E-02 79.73
boreholes
Number of analyses except MSB-2, MSB-4, ‘
DH-2 older U-Exploration boreholes 17 17 17 13 17
Average of MSB-2, MSB-4 and DH-2 0.67 1.83E-03 5 6.57E-03 169
Standard Deviation of MSB-2, MSB-4and 1 010 | 1.69E-04 | 085 | 3.12E-03 | 10231
Number analyses frDog.;/ISB-Z, MSB-4 and 15 15 15 14 15
MSB-2 - 79 to 130.5 m 0.69 1.87E-03 7 1.20E-02 465
MSB-2-132t0 154 m 0.58 1.88E-03 5 4.07E-03 68
MSB-2 - 171.50 to 175.50 m 0.58 1.32E-03 4 8.52E-03 100
MSB-4 - 99.50 to 99.00 m 0.77 1.88E-03 5 <0.00714 322
Mean Seawater 0.56 3.45E-03 26 3.13E+00 28

4.2 Theoretical constraints on geochemical trends

4.2.1 Major solutes

Further insights can be gained by calculating likely ranges of species concentrations in
groundwater assuming equilibrium between the granite minerals and chloride-bearing fluids.
In this approach it is assumed that Cl is a conservative or ‘mobile’ ion unconstrained by
mineral-fluid equilibria (i.e. following the approach of Giggenbach, 1984). Here, pH was
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calculated from charge balance constraints and the granite minerals were used to constrain
minerals as shown in Table 4. The code GWB was used to carry out the calculations.

Table 4. Constraints on a model for the equilibration of groundwater with granite.

Species

Constraint

Temperature, °C

25, 50, 100, 150, 200, 250

pH Charge balance
Na Albite
K K-feldspar
Ca Laumontite
Mg Phlogopite
Al Kaolinite

SiO, Quartz

HCO; Calcite

Cl, mgkg™* 10, 100, 1000, 10000

Temperature, °C

25, 50, 100, 150, 200, 250

10000

il l il = . il il il "1 ga HCO: ™ i 10000
a a
¥ 1000 . HCO, sio, 4 1000
S 100 % ' K Na 4 100
- SiO.
§ of = i K 1 w
a H 10, Mg
] 1 Mg 1F Ca . 1
g 0.1 1k 1 o1
S
001 1k 4 ool
25°C 100 °C Mg 250 °C
0001 ul wl 'l ul al d el el ul gnal ul el 0001
1 10 100 1000 10000 10 100 1000 10000 10 100 1000 10000 100000
Cl, mg/kg
lmom 1 T 4 1 T ] T T L) 1 E L L] ¥ T L) 100000
10000 [ 10 mg/ke Cl1 HCO, 1000 mg/kg C1 Heo, +f 10 000 mg/kg C1 HCO, { 10000
Cl
& 1000 /102 sio, 1k Na { 1000
gj 100 Na Na { SIL:)2 ] 100
5 K cl K
-g 10 7—‘ / iF Ca 10
% 1 Ca / Ca | r - 1
= 0.1 / - \-\—.~____ b 0.1
3 ] Mg
001 - - 001
0001 1 ey | 1 1 'l 1 i 1 L i i 1 1 1 0001
0 50 100 150 200 250 50 100 150 200 250 50 100 150 200 250
Temperature, °C

Figure 2. Variations in major cations and ions as functions of temperature and Cl
concentration, assuming equilibrium between the water and the granite.

The results of these calculations are summarized in Figure 2 and reveal that:

* Na is the dominant cation under all conditions.

* Cabecomes increasingly important with increasing Cl.
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e At all temperatures, concentrations of Ca and Mg increase strongly with Cl, while Na and
K increase less markedly.

. HCO3 decreases with increasing Cl at all temperatures.

* SiO, is not very sensitive to Cl concentrations.

* HCQO;, SiO; and K increase strongly with temperature at all concentrations of Cl.

* Concentrations of Ca and Mg are invariant or decrease with increasing temperature.

Water/rock interactions involving dilute groundwaters would tend to cause higher Na/Cl than
seawater. However, if the Cl contents are high, the Na/Cl ratio produced by water/rock
interactions could be comparable to that of seawater. Therefore, the higher Na/Cl ratio of the
Tono groundwaters compared to seawater could possibly be explained by water/rock
interactions provided there was substantial dilution of seawater first.

Water/rock interactions at any Cl content would produce a higher Na/K ratio than seawater
for any reasonable Cl. Therefore, water/rock reactions may explain the higher Na/K ratios of
the groundwater compared to seawater. The increase in the ratio would be enhanced even
further if the water/rock interactions occurred at the same time as a decrease in temperature
along a moderate temperature gradient.

The Mg/Ca ratios of the groundwater are very much smaller than that of seawater. Initial
equilibration of seawater with granite would cause a decrease in this ratio. Any subsequent
dilution would not change the ratio very much.

Na/Ca ratios of the groundwater are also very much lower than seawater. Movement of
seawater towards equilibrium with the rock would decrease the ratio, but subsequent dilution
of this water while maintaining continuous equilibrium with the rock would cause the ratio to
increase again. Variations in temperature would not have much effect.

Taken together these results illustrate the possibility that an initial seawater, undergoing a
combination of dilution and water/rock interaction in a granitic rock could plausibly produce
groundwater with the presently observed chemistry.

4.2.2 Stable isotopes and Br/Cl ratios

The isotopic data indicate a dominantly meteoric origin for all the groundwater. However,
while stable isotopic data may be good indicators for the origins of the water, they are less
sensitive to the origins of the dissolved solutes. This can be appreciated from some simple
illustrative mixing calculations (Figure 3 and Figure 4). From these figures it can readily be
seen that the meteoric isotopic composition of the Tono groundwaters does not rule out an
origin of the salinity in seawater. The most saline water encountered in the Tono area, at
Takasago Onsen in Mizunami, has around 1600 mgkg” TDS. This is only 4.5% of seawater
salinity. In other words, if the water is indeed a mixture of meteoric water and seawater, more
than 95% of the mixture is meteoric water. The small seawater component would cause an
oxygen isotope deviation of < 0.5 % from meteoric values. Any small seawater component
would be indistinguishable using the stable isotopic data.

10



Br/Cl versus 80 for seawater dilution by meteoric water

0.025

0.02

0.015

Br/Cl Mass

0.01

0.005

9 -8 -7 6 5 4 3 2 -1 0

8"%0 %BSMOW

Figure 3. Fresh water (Br = 0.02 mgkg™, Cl = 1 mgkg™, '*Osmow = -8.5 %) mixes with
seawater (Br = 67 mgkg™”, Cl = 19500 mgkg™ Cl, 8®*Osmow = 0 %0). Over a very wide range
of oxygen isotopic compositions, the mixture has effectively the same Br/Cl ratio as seawater.

0.025

0.02

j=
[~
-
w

B1/Cl (Mass)
o
=

0.005

Br/Cl versus Cl for theoretical mixing between meteoric water and seawater. symbol size is

proportional to numerical value of 8'%0

N
%

Cl same as the Takasago Onsen wate]

1 L

))»»»
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Figure 4. Theoretical mixing between fresh water and seawater. The compositions used were
the same as those employed to calculate the curve in Figure 3. It can be appreciated that water
with the same salinity as that occurring in Takasago Onsen, would have a stable isotopic

composition very similar to meteoric water.

Ratios of dissolved Br and Cl are often used to distinguish the origin of groundwater salinity
(e.g. Hanor, 1994, Nirex, 1997). Both Br and Cl are often relatively unreactive in water/rock
systems (at least compared to cations like Mg™*, Na*, Ca** and anions such as HCO5 and
SO4%). Often, the concentrations of Br and Cl in groundwater are higher than concentrations
of Br and Cl in the surrounding rock. In these cases, water/rock interactions will have little
effect on the water’s Br/Cl ratio, which will instead depend on the origins of the salinity
acquired before the water moved into the sampled rock formation.
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In contrast, water/rock interactions could have a major effect on the Br/Cl ratio if the water is
sufficiently dilute and/or there are rocks containing soluble evaporite minerals (notably halite,
NaCl),. In these cases, Br/Cl ratios cannot be used to evaluate any origins of salinity outside
the sampled rock formation.

More specific causes of variations in Br/Cl ratios are:

A dominantly seawater origin for salinity will produce water with Br/Cl mass ratios
around 0.0035 (e.g. Hanor, 1994).

Halite dissolution may cause waters to have very low Br/Cl because Br does not locate
readily within the halite crystal structure (e.g. groundwaters in northwest England have
Br/Cl ratios around 0.0005, caused by halite dissolution; Nirex, 1997).

Evaporation of seawater to halite saturation may produce residual brine with even higher
Br/Cl ratios than seawater. Potentially, these dense brines could descend into underlying
rock formations, thereby forming high Br/Cl groundwaters.

Evaporation of continental waters will also produce saline water with low Br/Cl mass
ratios (e.g. saline lake waters in Australia, produced by evaporation; Vengosh et al., .
1990).

Recrystallisation of halite may cause any small amount of NaBr within the halite
structure to partition into the aqueous phase, producing relatively high Br/Cl residual
waters (Stoessell and Carpenter, 1986).

Water/rock interactions with organic matter could affect Br. In the U.K. Carboniferous
Coal Measures typically contain water with relatively high Br/Cl, possibly reflecting the
release of Br from organic matter during later diagenesis (Edmunds, 1975; Edmunds,
1996).

Water/rock interactions in certain rocks (notably mafic and ultramafic rocks (Kamineni
et al., 1992)), and granite with fresh biotite (Edmunds et al., 1985) may produce water
with relatively high Br/Cl ratios. These rocks may contain significant Br.

Input of magmatic fluids to hydrothermal waters has been suggested as a cause of Br/Cl
ratios that are lower than seawater (e.g. for hot springs in northern Japan; Uzumasa,
1965). '

Membrane filtration has been suggested as a mechanism by which halogen ratios may be
varied. If water is forced through a low-permeability formation such as a mudrock that
acts as a membrane, the Br/Cl ratio on the upstream side will theoretically increase.
There is expected to be a decrease in”the ration on the down-stream side. The
significance of this process is uncertain however (Hanor, 1994).

Incorporation of marine aerosols into rainfall will tend to produce rainwater with
relatively high Br/Cl ratios (Edmunds, 1996). The relatively elevated Br in the aerosols is
thought to come from Br-enriched marine lipids.

Burning of fossil fuels may release Br to the atmosphere and this Br may find its way
into the groundwater system (Edmunds, 1996).

Addition of salt to roads during the winter and the use of certain fertilisers may also
cause the Br/Cl ratios of recharge water to vary locally.

The mean ratio for the Tono groundwater samples, excluding recent analyses from the New
Construction Site (NCS) and older analyses from the uranium exploration boreholes is close

12



to the modern seawater ratio. However, this result reflects the very large ratios of the dilute
samples (Br/Cl was up to 842% of the seawater value in one water sample that contained only
2.74 mgkg™ chloride). In contrast, all the Na-(Ca)-Cl dominated waters have ratios that are
significantly lower than the seawater ratio, the mean being c. 60% of the seawater value.
Together with the strong correlation between Br and Cl concentrations (Figure 5), this finding
suggests the presence of a source of a distinct source of groundwater salinity other than
seawater.

2.5

Br (mg/1)

0 100 200 300 400 500 600 700 800 900 1000
C1 (mg/l)

Figure 5. Plot showing the strong correlation between concentrations of Br and Cl in Tono
groundwater samples and the difference between a regression line through these data and a
seawater dilution line.

Of the other processes listed above, those involving the precipitation or dissolution of
evaporite minerals are unlikely to be important in the Tono area, or indeed in Japan more
generally, where large evaporate deposits are absent. Most of the other reported processes
would tend to produce Br/Cl ratios that are higher than seawater. The process that at face
value seems most likely to explain the relatively low ratios is the introduction of a source of
Cl derived from a magmatic source.

The occurrence of onsen in the Toki river valley, and in particular the occurrence of the most
saline Na-(Ca)-Cl dominated water at Takasao Onsen, apparently supports this hypothesis.
However, the more saline onsen waters originate from uncertain depth in boreholes. It is not
clear that the locations of these onsen actually reflect especially high geothermal gradients.
Thus, there is no clear indication of a magmatic fluid source or an unusual hydrothermal heat
source in the Toki river valley area. Nevertheless, it is possible that fluids originating at
considerable depth and/or a considerable lateral distance from the study area could be
involved. Alternatively, any component of magmatic fluid could be ‘fossil’ water, reflecting
palaeo-conditions.

Based on occurrences of high Br/Cl waters in granitic rocks, several publications have.
suggested that relatively high Br/Cl ratios would be caused by water/rock reactions in such
~ rocks (e.g. Edmunds et al. 1985). However, usually the origins of the waters themselves are
open to debate in such cases and there are actually very few analyses of Br and Cl in
coexisting rocks or minerals with which to support this hypothesis. Furthermore, the few data
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that are available show that the Br and Cl contents of relatively reactive minerals such as
biotite may be very variable. There are consequently large uncertainties in this hypothesis.

During the MIU-4 investigations, analyses of Br and Cl were made on whole-rock samples.
Only one sample gave Cl above the detection limit of 200 ppm and no samples gave Br above
the detection limit of 20 ppm. Thus, the data for the Tono area are inconclusive and cannot be
used to confirm or refute the hypothesis that water/rock reactions might explain the observed
Br and Cl chemistry of the Na-(Ca)-Cl dominated waters.

Taken together, these considerations mean that the possible modification of seawater salinity
by water/rock reactions cannot be ruled out entirely.

Simple scoping calculations are useful to evaluate the plausibility of this hypothesis further.
Here, these calculations assume that the rock contributes only Cl to the water during
water/rock reactions, and that the rock contains 150 ppm Cl (c.f. Toki Granite analyses of 22
ppm (Yoshida et al. 1994) and 230 ppm (MIU-4 borehole report; EXCEL file 'Rock
major&minor' received from JNC on 26th January 2003) and analyses up to 526 ppm for the
Lower Toki Formation (Yoshida et al. 1994)). In this case, undiluted seawater would acquire
Br/Cl ratios similar to those observed only after rather large degrees of water/rock reaction
(Figure 6). In contrast, seawater that had first been diluted to a similar level of salinity as
that observed at Takasago onsen could subsequently acquire the observed Br/Cl ratios after
only relatively small degrees of water/rock interaction (Figure 7).

0.004
® Seawater, 1% Porosity
0.0035 0 . ]
? O Seawater, 5% Porosity |
O —
0.003 U
O 0 O
- Br/Cl ratio of 0 a _
2 0.0025 & Takasago v
= 'Y Onsen water
— 0.002 *
Q .
A ?
M 0.0015 'y .
¢ 3
0.001
0.0005
v J ) \ v
0
0 20 40 60 80 100
% Rock Reacted

Figure 6. Results of scoping calculations showing the possible effect of water/rock reactions
on the Br/Cl ratio of seawater. Granite containing 150 mgkg™ Cl and no Br reacts with
seawater having 67 Br mgkg" and 19400 mgkg™ CI.
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Figure 7. Results of scoping calculations showing the possible effects of water/rock reactions
on the Br/Cl ratio of brackish water. Granite containing 150 mgkg™" Cl and no Br reacts with
water having 3.45 Br mgkg™” and 1000 mgkg™ Cl (i.e. a brackish water with the same Br/Cl
mass ratio as seawater, 3.45 x 107).

Uranium exploration boreholes: comparison between Br/Cl ratios
calculated from 1988 data and those calculated from 1998 data
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Figure 8. Comparison between analyses made in 1988 and 1998.

Finally, it is pointed out that there are also uncertainties associated with the Br and Cl
analyses, which complicate interpretation of these data and the determination of the origins of
salinity. Many of the analyses are close to the limit of detection for Br and consequently there
may be relatively large errors in the Br/Cl ratios. However, there is no information with which
to estimate such errors. Duplicate analyses for groundwaters from 8 of the uranium
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exploration boreholes are also considerably different from one another (Figure 8). One
analysis of each pair was performed in 1988, while the other was undertaken in 1998. Each of
the latter gave a substantially higher ratio than the corresponding earlier analysis.

It is also highlighted that even in the most saline water, from Takasago onsen, the Br
concentration is very low, only 2.2 mgkg. This value would only need to be erroncously
lower than the actual value by 0.96 mgkg™ to explain the observed departure from the
seawater value.

4.2.3 Summary evidence for the origin of Na-Cl dominated groundwater salinity

The origin of the Na-Cl dominated groundwater salinity remains uncertain. It is possible that
the observed cation and anion ratios dominantly reflect water/rock interactions rather than the
original origins of the salinity. In this case the key issue is the origin of the Cl, which is likely
to have been affected relatively little by these reactions.

It is possible that the Cl had an origin initially in seawater, but other origins can also be
suggested, including high-temperature water/rock interactions or an influx of magmatic fluids.
The main difficulty with these other possibilities lies in the lack of evidence for elevated
geothermal gradients in the south of the area, relative to the north of the area.

Thus, while there is clear evidence that marine Cl was present in the area in the past, the
evidence for the presence of Cl of other origins is marginally more tenuous.

4.3 Alternative conceptual models

Based on the review and discussion in Section 5.1, several alternative conceptual models have
been constructed for the origin of the Na-(Ca)-Cl dominated water in the south of the study
area (Figures 9, 10, 11, 12 and 13). It should be noted that:

*  These alternative concepts can be viewed as ‘limiting’ concepts.
*  In detail many variants on these basic models could be suggested.

* Any one concept may not apply across the whole area. For example, there is no evidence
for a present magmatic or hydrothermal source of salinity in the NCS. However, one
possible concept variant is for the salinity here to have a ‘palaco-magmatic’ or ‘palaeo-
hydrothermal’ origin. If this is the case, it does not rule out the possible on-going input of
hydrothermal or magmatic fluid into the groundwater system further south.

* The concepts are not mutually exclusive. For example, one alternative possibility is that a
component of magmatic Cl was added to salinity of seawater origin, which was then
further modified by water/rock interactions. :

A summary of the main features of these concepts and evidence for and against each one is
given in Table 5.
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Table 5. Summary of the main ‘end-member’ concepts for the origins of the Na-(Ca)-Cl
dominated salinity.

No | Concept Description Key evidence for Key evidence against
Name
1 | Flushing of | Seawater infiltrated the | Marine sedimentary | Major and minor
‘fossil’ Toki granite via the | rocks occur constituents have ratios
seawater sedimentary cover . different from those of
sequence and has since | Stable isotopic data for | seawater '
been flushed by dilute | fracture-filling calcite in
Na-Ca-HCO;-dominated | the granite are consistent
fresh water, | with marine water
accompanied by
water/rock reactions
2a | Flushing of | Water/rock reactions at | Theoretical No clear evidence for a
“fossil’ elevated temperature in a | considerations imply | fossil hydrothermal
hydrothermal | hydrothermal system | may be feasible system in many localities
water generate Na-Ca-Cl] ‘ (e.g. the NCS) where
dominated salinity which Na-Ca-Cl - dominated
is then flushed by dilute water occur
Na-Ca-HCOj;-dominated
fresh water, Difficulty of explaining
accompanied by distribution of salinity in
water/rock reactions both the Toki Granite
and in the overlying
sedimentary rocks
2b | Flushing of | Relatively Cl-enriched | Modern  hydrothermal | No clear evidence of
“fossil’ fluid of magmatic origin | systems in northern | magmatism required to
magmatic entered the groundwater | Japan, where there is | produce the low Br/Cl
fluid system in the past and | good evidence for a | fluid
has since been flushed | component of magmatic
by dilute Na-Ca-HCOs- | fluid, have water with
dominated fresh water, | relatively low in Br/Cl
accompanied by | (e.g. Uzamasa, 1965)
water/rock reactions
3a | Mixing with | On-going water/rock | Most saline water occurs | Apparently elevated
present reactions at elevated | in Takasago onsen, | temperature of onsen
hydrothermal | temperature in a | which contains relatively | water may reflect the
fluid hydrothermal system in | hot water water’s origin at depth in

the Toki River valley
generate Na-Ca-Cl
dominated salinity which
then mixes with dilute
Na-Ca-HCO;-dominated
fresh water,
accompanied by
water/rock reactions

a borehole rather than a
locally elevated
geothermal gradient

Difficulty of explaining
distribution of salinity
both in the Toki Granite
and in the sedimentary
rocks where there is
clearly no  present
hydrothermal activity
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Table 5. Continued.

No | Concept Description Key evidence for Key evidence against
Name

3b | Mixing with | Relatively = Cl-enriched | Modern  hydrothermal | Difficulty of explaining

present fluid of magmatic origin | systems in  northern | distribution of salinity

magmatic is entering the | Japan, where there is | both in the Toki Granite

fluid groundwater system and | good evidence for a [ and in the sedimentary

is mixing with dilute Na-
Ca-HCO;-dominated
fresh water,
accompanied by
water/rock reactions

component of magmatic
fluid, have water with
relatively low in Br/Cl
(e.g. Uzamasa, 1965)

rocks (e.g. in the NCS
there is higher salinity in
the Lower Toki
Formation than in the
immediately underlying

granite)

From the perspectives of the origin(s) and distribution of the Na-(Ca)-Cl dominated salinity
these alternative concepts can be summarised as shown in Table 6.

Table 6. Summary of key features of alternative concepts.

Initial Distribution

Timing of Generation Dispersed (throughout the

study area)

Localised (south of the
study area)

Continuous source  of
salinity; on-going

Present hydrothermal fluid None

Present magmatic fluid

Palaeo-source, ‘Fossil’ seawater

flushing

present | ‘Fossil’ hydrothermal water;

‘Fossil” magmatic fluid

5 Modelling flow and water/rock reactions in the present groundwater system

5.1 Features of the flow system to be modelled

While several alternative concepts are consistent with the data, as discussed in Section 4, the
balance of evidence suggests that seawater was present in the area in the past. For this reason,
the numerical modelling focuses on evaluating the geochemical implications of:

* the Toki granite being uniformly saturated with seawater;

* the Toki granite subsequently being flushed by fresh groundwater.

However, it is noted that this modelling also helps to understand the alternative cases in which
palaeo-salinity of hydrothermal or magmatic origin is being flushed at the present.

The work focuses on calculating values for parameters that be compared with actual site data
and/or which would be relevant to PA. These parameters are:

*  Salinity (Cl concentrations and effect on water/rock reactions);
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o fCOz(g).

Previous work as part of the TGRP (Arthur, 2003) has identified a correlation between pH
and log fCOx(g) (Figure 14) in the site data. It was suggested that the pH of the groundwater
becomes more alkaline along any particular flow path and that the correlation between pH and
log fCO,(g) reflects subsequent equilibration of the groundwater with calcite under open-
system conditions. However, the chemical processes responsible for causing the variations pH
were not identified. Additionally, there was no direct evidence that the pH is positively
correlated with the residence time of the groundwater. This would be the case, if this simple
model is correct.

An aim of the modelling carried out here was therefore to evaluate further the relationship
between groundwater flow, pH evolution and log fCO(g) variation. One aspect of this was to
assess how these variations would fit into the overall concept of flushing of marine water by
fresh groundwater.
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Figure 14. Correlation between pCO; and pH for groundwaters in the Tono area. The solid
line is the best fit to the data (From Arthur, 2003).

For these reasons, it was important to make each model a plausible representation of a
possible flow path in the present Tono groundwater system. Therefore, initially the results of
particle tracking calculations supplied by JNC, were assessed.

The results of particle tracking calculations undertaken using the code FracAffinity 2.2 were
evaluated (Table 7). As is to be expected, these tracks show considerable variability, both in
length and orientation. However, it is clear that, other than the borehole in which it originates,
none of the tracks passes close to several boreholes. This means that simulated variations in
groundwater chemistry along a particular flow path cannot be compared with observed
variations in groundwater chemistry along the same flow path.
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Table 7. Summary of particle tracks supplied by JNC on 2nd May 2005. The paths are from a
simulation that covers an area of 35km2 and that includes the Tsukiyoshi Fault.

Path | Borehole tht);?llce ?i)l:?: Co?rdi-nates of path Coordinates of path end
(m) ) termination at borehole furthest from borehole
X Y ¥/ X Y z

49 MIU-4 75.7117 1.18E+08 | 5543.37 | -68703.8 | 150.08 55239 | -68764.1 | 191.585
16 DH-11 127.554 | -1.49E+08 | 7831.93 | -67634.5 | 204.48 | 7777.38 | -67656.9 | 317.169
41 MSB-2 145.895 2.79E+08 6720 -69418.2 68 6689.24 | -69473.3 | 196.937
61 DH-12 157.799 2.38E+08 4200 -70900 -26.74 | 4188.23 | -70911.1 | 129.392
42 MSB-2 173.599 | 4.17E+08 6720 -69418.2 44.5 6664.67 | -69486.2 | 190.503
DH-10 178.283 | -3.21E+08 | 11217.3 | -64094.3 | -354.06 11282 | -63991.5 | 484.569
4 DH-10 188.6 -3.27E+08 | 11217.3 | -64094.3 | 414.06 | 11279.4 | -63986.4 | 555.768
43 MSB-2 197.778 4.96E+08 6720 -69418.2 23 6654.77 | -69497.6 | 186.917
6 DH-10 230.897 | -4.40E+08 | 11217.3 | -64094.3 134.06 | 11259.3 | -63967.3 | 315.325
56 MIU-4 243.575 | -4.76E+08 | 5583.39 | -68615.5 | -22.24 | 5654.18 | -68396.7 | 58.0502
55 MIU-4 248.625 | -3.81E+08 | 55514 | -68686.1 115.5 5576.23 | -68448.4 | 87.1725
19 DH-2 273.864 741E+08 | 6708.8 | -69474.1 -16.17 | 6621.28 | -69602.6 | 183.022
62 DH-12 274,992 5.11E+08 4200 -70900 -142.79 | 416795 | -70907.8 | 127.711
54 MIU-4 292.136 | -4.42E+08 | 5543.37 | -68703.8 150.08 | 5577.7 | -68435.2 | 154.871
20 DH-2 316.375 1.04E+09 | 6708.8 | -69474.1 -43.67 | 6672.54 | -69659.4 | 159.716
63 DH-12 340.371 7.05E+08 4200 -70900 -207.29 | 4154.75 | -70908.6 | 127.031
60 DH-4 354.023 | -9.03E+08 | 4343.19 | -69602.4 78.08 4336.65 | -69339.6 | 246.625
17 DH-11 358.309 | -9.95E+08 | 7831.93 | -67634.5 | -128.12 | 7759.57 | -67624 | 220.066
64 DH-12 382.065 8.27E+08 4200 -70900 -249.79 | 4145.14 | -70904.9 | 125,927
7 DH-13 402.191 8.71E+08 | 8897.29 | -65673.8 | 257.01 | 8518.79 | -65683.6 | 290.506
65 DH-12 426.659 9.76E+08 4200 -70900 -292.12 | 413544 | -70911.8 | 126.337
8 DH-13 437.372 | 9.06E+08 | 8897.29 | -65673.8 | 203.36 | 8498.02 | -65678.5 | 258.952
66 DH-12 469.964 1.12E+09 4200 -70900 -335.12 | 412851 | -70913.9 | 126.223
50 MIU-4 517.004 | 9.00E+08 | 55514 | -68686.1 115.5 5678.51 | -69107.9 | 187.865
21 DH-2 584.966 2.76E+09 | 6708.8 | -69474.1 | -111.37 | 6633.87 | -69880.8 | 175.312
22 DH-2 590.654 | 2.81E+09 | 6708.8 | -69474.1 | -114.22 | 6632.5 | -69888.8 | 174.446
23 DH-2 596418 | 2.83E+09 | 6708.8 | -69474.1 | -118.37 | 6632.61 | -69892.3 | 173.968
24 DH-2 601.001 2.84E+09 | 6708.8 | -69474.1 | -121.67 | 6632.7 | -69895.1 | 173.588
25 DH-2 623.065 2.95E+09 | 6708.8 | -69474.1 | -135.07 | 6630.39 | -69914.3 | 171.386
47 MSB-4 680.371 3.15E+09 | 6741.56 | -69123.3 115.45 | 6244.47 | -69042.2 | 193.161
51 MIU-4 698.718 1.24E+09 | 5583.39 | -68615.5 -22.24 | 5765.34 | -69144.5 | 169.253
26 DH-2 703.69 343E+09 | 6708.8 | -69474.1 | -156.47 | 6611.47 | -70004.6 | 170.146
44 MSB-2 709.676 | -2.01E+09 | 6720 -694182 [ - 68 72629 | -69269.1 | 256.057
52 MIU-4 770.446 | 2.66E+09 | 5641.25 | -68487.8 | -271.44 | 6158.8 | -68368.8 | 212.723
27 DH-2 781.913 | 3.83E+09 | 6708.8 | -69474.1 | -174.17 | 6572.58 | -70083.5 | 173.839
53 MIU-4 827.632 | 2.65E+09 | 5666.31 { -68432.5 | -379.375 | 6216.33 | -68393.5 | 198.486
9 DH-13 890.956 | 2.78E+09 | 8897.29 | -65673.8 | -164.54 | 8289.58 | -65827.1 | 261.261

48 MSB-4 918.579 | -1.91E+09 | 6741.56 | -69123.3 | 11545 | 7084.74 | -68395.1 | 86.782
46 MSB-2 927.491 | -3.61E+09 | 6720 -69418.2 23 7276.96 | -69052.7.| 297.589
45 MSB-2 948.581 | -3.63E+09 6720 -69418.2 445 7278.44 | -69058.9 | 309.401
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Table 7. Continued.

Path Boreilole D’ils‘(t);zlce ”}:(i)l::: Co?rdipates of path Coordinates of path end
(m) s) termination at borehole furthest from borehole
X Y Z X Y zZ
31 DH-2 983.713 -3.99E+09 | 6708.8 | -69474.1 | -43.67 72822 | -69044.4 | 296.37
30 DH-2 996.112 -3.99E+09 | 6708.8 | -69474.1 | -16.17 | 7283.11 | -69046.7 | 301.504
10 DH-13 1064.2 -3.01E+09 | 8897.29 | -65673.8 | 257.01 | 9069.46 | -64824.7 | 393.343
28 DH-2 1121.52 5.80E+09 | 6708.8 | -69474.1 | -254.67 | 6564.45 | -70374.1 | 154.203
11 DH-13 114731 | -3.44E+09 | 8897.29 | -65673.8 | 203.36 | 9080.85 | -64695.3 | 403.427
59 DH-4 1185.28 3.09E+09 | 4343.19 | -69602.4 | 78.08 | 4254.02 | -70653.1 | 150.068
29 DH-2 1213.71 6.36E+09 6708.8 | -69474.1 | -266.37 | 6563.08 | -70478.2 | 170.837
40 DH-2 1383.81 -438E+09 | 6708.8 | -69474.1 | -266.37 | 7302.11 | -68379 | 13.5139
39 DH-2 1393.87 | -442E+09 | 6708.8 | -69474.1 | -254.67 | 7321.73 | -68378.6 | 19.3806
38 DH-2 1572.55 -4,64E+09 | 6708.8 | -69474.1 | -174.17 | 723223 | -68327.2 | 52.4236
37 DH-2 1586.09 | -4.59E+09 | 6708.8 | -69474.1 | -156.47 | 724229 | -68321.4 | 46.9898
13 DH-11 1610.6 6.03E+09 | 7831.93 | -67634.5 | 204.48 | 8700.81 | -68107 | 219.941
33 DH-2 1617.71 -4.87E+09 | 6708.8 | -69474.1 | -114.22 | 7604.88 | -68324.9 | 224.971
36 DH-2 1629.08 -4 74E+09 | 6708.8 | -69474.1 | -135.07 | 7699.21 | -68327.1 | 78.9633
32 DH-2 1629.8 -491E+09 | 6708.8 | -69474.1 | -111.37 | 7611.68 | -68319.7 | 206.385
34 DH-2 1632.57 -4.79E+09 | 6708.8 | -69474.1 | -118.37 | 7713.81 | -68336.7 | 103.48
35 DH-2 1632.82 -4.79E+09 | 6708.8 | -69474.1 | -121.67 | 7714.34 -68337.2 | 101.38
12 DH-13 1934.48 | -5.77E+09 | 8897.29 | -65673.8 | -164.54 | 9419.8 -64093 | 452.051
15 DH-11 2019.12 1.7SE+10 | 7831.93 | -67634.5 | -667.62 | 6437.66 | -68359.8 | 191.392
14 DH-11 2456.25 2.29E+10 | 7831.93 | -67634.5 | -128.12 | 6455.54 | -68488.7 | 173.991
1 DH-10 33168 | 1.31E+10 | 11217.3 | -64094.3 | 414.06 | 10970.8 | -66780.7 | g 4j305
2 DH-10 4369.72 1.71E+10 | 112173 | -64094.3 | 354.06 | 10671.1 | -67183.6 | 68.9214
3 DH-10 4598.95 1.80E+10 | 11217.3 | -64094.3 | 134.06 | 10723.8 | -67366.8 | 104.413
18 DH-11 6496.23 -4.49E+10 | 7831.93 | -67634.5 | -667.62 | 10037.1 | -62709.2 | 599.974
58 MIU-4 8458.96 | -9.01E+10 | 566631 | -68432.5 | 502 c | 7506.99 | -63255 | 421.686
57 MIU-4 10049.4 | -9.40E+10 | 5641.25 | -68487.8 | -271.44 | 8721.03 | -62306 | 674.791
70 DH-12 25416.4 -7.06E+11 4200 -70900 | -249.79 | 21275.5 | -66482.3 | 192.42
69 DH-12 25561.2 | -6.76E+11 4200 70900 | -207.29 | 21277.7 | -66577.1 | 378.565
68 DH-12 26321.3 -7.03E+11 4200 -70900 | -142.79 | 21384.8 | -66698.1 | 785.256
71 DH-12 28428 -8.32E+11 4200 -70900 | -292.12 | 20978.6 | -66183.6 | 455.031
72 DH-12 28624.2 -8.15E+11 4200 -70900 | -335.12 | 20973.7 | -66174.8 | 472.39
67 DH-12 348943 | -1.29E+12 4200 -70900 -26.74 | 21814.6 | -68087.6 1627
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Additionally, uncertainty in the characteristics of groundwater flow paths was investigated
during a separate project ‘Development of uncertainty judgment methods for Tono’ which
was undertaken at the same time as the present work. The results of this project highlight
considerable uncertainty in the precise lengths and orientation of flow paths relative to the
locations of actual groundwater sampling points (Figure 15).

1 =05 1©=0.0

Recharae @& Discharge O

Figure 15. Uncertainty in groundwater migration pathways in the central part of the area.
Each figure shows the results of 100 particle tracking simulations, each one using hydraulic
parameters sampled randomly from ranges that depended upon the particular fuzzy
membership class (u). Particles are tracked from a point at 1414 m depth in the centre of the
NCS forwards (red lines) towards the discharge points (red points), and backwards (blue
lines) towards the recharge points (blue points). The uncertainty in the location of the
recharge areas and discharge areas increases from left to right as the rock mass is modelled
with increasingly dual-porosity characteristics. Details are explained in the report of project
‘Development of uncertainty judgment methods for Tono’.

For these reasons, rather than attempt to simulate one particular flow path, the present work
uses the results of the particle tracking as a basis for constructing generic 1D flow models.
The particle tracking results are used to ensure that path lengths are reasonable and that
temperature variations considered by the modelling are reasonable, given the maximum
depths of the particle tracks.

The major part of the transport modelling considered a path of 10 km length, which is similar
to the maximum length of a northerly-directed track derived from the FracAffinity 2.2
modelling (Track 57 from MIU-4; Table 7). Longer tracks were calculated, from DH-12, but
these are directed in an easterly direction and lie mostly outside the present investigation area.

At these length scales, the sedimentary cover sequence is considered to have an insignificant
effect on the groundwater chemistry. Modelling instead focuses upon the granitic rocks.
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5.2 Equilibrium geochemical models

When developing coupled models it is necessary to consider only the minimum number of
chemical reactions necessary to answer the questions being addressed. This is because even
small increases in the complexity of a model can produce very large increases in the time
required to undertake a simulation. Highly complex simulations often take too long to allow
meaningful alternative cases to be explored.

Simple chemical scoping calculations are therefore valuable to identify which chemical
reactions are likely to be most important. Subesquent coupled modelling can then focus on
these. ' .

Equilibrium geochemical calculations were carried out using the ‘Tact’ and ‘Act’ modules of
GWAB, to evaluate the importance of various mineral buffers as possible controls on pH and
pCOx(g) (Table 8, Figures 16 and 17).

A key observation is that the CO, fugacity could potentially be buffered by pH-independent
reactions (Table 8 and Figure 16). It can be envisaged that as temperature increases along a
flow path, the CO, fugacity will also decrease, owing to the water moving progressively
towards equilibrium with higher-temperature mineral assemblages (i.e. the water would move
from bottom right of Figure 16 towards the top left). There is no need for pH to be an
independent variable that controls the fugacity of CO,.

On the other hand, pH could also be controlled by progressive reactions with one or more of
the minerals in the rock (Table 8, Figure 17). Reaction with feldspar to produce clay minerals
such as kaolinite or montmorillonite would consume H’, leading to an increase in pH.
However, at the low temperatures of the present groundwater system, this process would not
reach equilibrium, as can be appreciated from the large, positive equilibrium constants of the
pH-influencing reactions in Table 8.

Figures 17B and 17C illustrate that over much of the range of CO, fugacity and pH in the
present groundwater system, calcite is stable relative to anorthite. Additionally, depending
upon the concentration at which dissolved Ca is buffered, the solubility of calcite could result
in pH values which, for a given CO, fugacity, are similar to those observed (c.f. Figure 14 and
Figure 17C).

In this case, the mineral reaction controlling the dissolved Ca concentration is uncertain.
However, a mixture of kinetically controlled, non-equilibrium and equilibrium reactions could
potentially control the overall evolution of chemical conditions. One possible combination of
processes are described below.

*  Along a flow path, dissolution of feldspar (a non-equilibrium process) and formation of
clay minerals may cause the concentration of dissolved Ca and pH to increase.

e Eventually, the solubility limit of calcite is exceeded and calcite precipitates.

e Thereafter, the pH is controlled by reactions involving the calcite (an equilibrium
process).

e At the same time as these reactions, the CO, fugacity moves towards equilibrium with
the calcite-bearing mineral assemblage, though equilibrium may not be attained.

The coupled modelling described in Sections 5.5 and 5.6 was designed to shed further light on
the feasibility of these processes.
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Table 8. A selection of possible CO,- and pH- controlling mineral phase assemblages.

Equilibrium Constants

Equilibrium Relation Equilibrium Equation o°c | 25°c | 60°C 1(2)

Laumontite+CO,(g) = Calcite logK=2*loga{H,0]-logf[ CO,(g)]

. . 6.5394 5.1929 3.6638 2.2955
+Kaolinite+2*Quartz +2*H,0

Laumontite+CO(g) =Calcite+ logK=2*loga[H,0]-log f{CO4(g)]

. 5.9474 4.6505 3.1784 1.8621
Kaolinite+2*Chalcedony+2*H,0

Laumontite+CQO,(g)=Calcite+Kaolinite | logK=2*loga[H,0]-logf[CO,(g)] 35236 | 26215 | 15304 | 05077

+2*Si0,(am)+2*H,0
Anorthite+2.79*Quartz+ logK=-1.066*loga[H,0]-
1.066*H,0+0.1317*Phlogopite+ 0.8024*log f{CO4(g)]
0.8024*CO,(g)=0.8024*Calcite 11,5058 | 9.6455 | 7.4907 | 5.5022
+1.198* Montmor-Ca +0.1317* K-
feldspar
Anorthite + H + H,0 + HCO5 = log K = - log a[H'] -
. .. 19.9482 | 17.9192 | 15.6292 | 13.5837
Calcite + Kaolinite log a[H,0] - log aflHCO;]
Anorthite + 0.01198*H* + 2.79*Quartz | log K = - 0.01198*log a[H"] -
+ 0.7904*H,0 + 0.8024*HCO; + 0.7904*log a[H,0] -
0.3952*Mg++ = 0.8024*Calcite + 08024*10g a[HCO3'] ) 12.0914 | 10.9466 | 9.6743 8.5516
1.198*Montmor-Ca 0.3952*log a[Mg“]
Albite + H* +0.5*H,0 = log K = - log a[H+] +
0.5*Kaolinite + Na* + 2*Quartz log a[Na'] - 0.5*log a[H,0] 80277 | 7.3580 | 65912 | 5.9030
Albite +0.4072*H* +0.3952*H,0 + | log K = - 0.4072*log a[H*] +
0.0988*Ca** +0.1976*Mg** = log a[Na'] - 0.3952*log
0.5988*Montmor-Ca + Na* + a[HZO] ] 00988*10g a[Ca“] 3.8794 3.6891 3.4821 3.3104
0.6048*Quartz -0.1976*log a[MgH]

Temperature (°C)

Py —
-10 -9

Log fCO,(g)

Figure 16. Relationships between temperature and log fCO,(g) for various possible buffering
assemblages. The equilbria were calculated using the ‘Tact’ module of the code GWB.
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Figure 17. A. Stability relations between temperature and pH in the presence of quartz and
calcite. B. and C. stability of calcite and laumontite in CO, fugacity — pH space in the
presence of kaolinite and quartz. In B., the coexisting anorthite is pure. In C. the coexisting
anorthite has an activity of only 0.001. The equilbria were calculated using the ‘Tact’ (A.) and
‘Act’ (B. and C.) modules of the code GWB.

5.3 Reaction path models

Kinetic reaction path calculations were carried out using GWB to gain further insights into the
role of reaction kinetics, prior to constructing the fully-coupled models.

The code was run in ‘flush’ simulation mode at 25 °C (Figure 18). In this simulation, 1 kg of
saline water, with a composition modified from that of seawater (Table 9) was equilibrated
with granite minerals (Table 9) and then flushed by 5 kg fresh water (Table 10) over a time
interval of 10 000 years.

There are uncertainties associated with the:

* thermodynamic and kinetic models used;

* thermodynamic and kinetic data;

* representation of natural minerals.

Generally, each natural mineral must be represented within a model by the most similar
mineral for which there are data. Thus, the anorthite component of natural plagioclase might

be represented by thermodynamic data for pure anorthite. The significance of these
approximations is considered qualitatively when interpreting the output from the calculations.
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Laboratory data for mineral reaction kinetics were used for primary minerals (Table 11) and
simple geometrical relationships were used to estimate reactive mineral surface areas. These
areas were calculated by assuming that 1 kg of water (the default amount with which GWB
carries out calculations) occupies a planar fracture with an aperture of 1 mm. This gives a
rock surface area of 2 m” in contact with the water. The surface area of a mineral was then
calculated by dividing this total surface area by the mineral’s fractional molar abundance.

Secondary minerals were assumed to precipitate or dissolve instantaneously, once they
become over-saturated or under-saturated respectively.

While highly simplified, this approach to calculating surface areas is considered adequate for
assessing the significance of the relative rates of mineral reactions. These calculations in turn
form a basis for setting up the fully coupled simulations described in Section 5.6. The
limitations of the reaction kinetics treatment are discussed more fully in Section 5.6.

Water
etc|3 2 1 Water
movement
4 3 2
etc < Waters - Water
equilibrafes movement
with-rock-,
5 4 3 2o
etc . Water " . :>
equilibrates:
- with rock

Figure 18. Schematic illustration of a ‘flush’ model as implemented in GWB.

Table 9. Summary of constraints on the composition of groundwater initially present in the
Toki Granite.

A TAbundance of | Reactive area
. queous . . -
Component Constraint . constraining of constraining
Concentration . .
mineral mineral
Moles kg’ water | Moles kg’ water | m’ kg™ water
Na Charge balance 0.565 N.A. N.A.
Ca ‘Seawater 0.01 N.A. N.A.
K K-feldspar N.A. 21 0.22
Fe Annite N.A. 2 0.02
Mg Phlogopite N.A. 0.4 0.004
Si Quartz N.A. 132 1.38
Cl Seawater 0.545 N.A. N.A.
S Seawater 0.028 N.A. N.A.
C Seawater 0.002 N.A. N.A.
Notes: :

"Mineral abundances are calculated to be consistent with the whole-rock analysis from 738 .12 m in
MIU-4 (coarse-grained, un-weathered biotite granite), supplied by JNC in EXCEL file 'Rock
major&minor', on 16th January 2003. This sample has the lowest Fe(III) content among all the samples
from this borehole. The calculation assumes that all P is located in apatite, all Ti is in ilmenite, all Na is
in albite, all Ca not in apatite is in anorthite, all Fe(II) not in ilmenite or pyrite is in annite, all Mg is in
phlogopite, all K not in these other minerals is in K-feldspar, all Si not in these other minerals is in
quartz, all sulphur is in pyrite, and all Fe(III) is in amorphous Fe-oxyhydroxide.

’Not Applicable.

*Modified from a mean seawater composition reported in Henderson (1982).
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Table 10. Summary of the recharge water composition used in the simulation of flushing of
seawater by fresh water.

Component Constraint Concentration
- moles
pH MC-21 5.4
fO,, bars Atmosphere 0.2
Na MC-21 7.48e-5
K MC-21 3.27e-5
Ca MC-21 2.00e-5
. Mg MC-21 ' 2.06e-6
Fe ' MC-21 3.76e-6
SiO, MC-21 2.59¢-4
Cl MC-21 3.86e-5
"HCOy *Log fCO(g) pars = -1.50 4.50e-4
SO, MC-21 1.11e-5

Notes:

! Most acidic soil water reported in Microsoft Excel file ‘Table_gwchem_ver up.xls 1’, which was supplied
by JNC and which contains all the groundwater from the Tono area that were available on 25" February 2003,
2-CO, fugacity set to be 100 times greater than the atmosphere, to reflect the fact that soil-zone CO,

concentrations are higher than concentrations controlled by the atmosphere.

Table 11. Summary of information used to calculate the rates of reaction in simulations of
flushing of a seawater-saturated Toki granite by fresh water.

Mineral log k Surface Source of log k
area, A
kin mol m”s™ m’

Anorthite -11.6 0.06 Brady and Walther (1989)
K-feldspar -12.5 0.22 Schweda (1989)

Annite -7.3 0.02 Malmstrém and Banwart (1997)
Phlogopite -7.3 0.004 Malmstrom and Banwart (1997)

Quartz -13.4 1.38 Knauss and Wolery (1988)

Reaction rates were modelled using the rate law:

_ 9
Rate = k.A.(l K) | 1

where:

A = surface area (m°)

Q = activity quotient for the reaction

K = equilibrium constant for the reaction

The results of these calculations are summarized in Figures 19 to 24.
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Figure 19. The variation in Cl concentration of groundwater as 1 kg of seawater (containing
Na, Ca, SO,, Cl, HCOs), equilibrated with granite minerals (quartz, annite, phlogopite,
anorthite, K-feldspar) is flushed by 5 kg fresh recharge water over 10 000 years.
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Figure 20. Variations in pH accompanying the flushing shown in Figure 19. A rapid increase
in pH from 5.4 to 10.2 occurs in <100 years due to silicate mineral hydrolysis. A later
decrease to pH 8-9 is associated with the growth of sheet silicates.
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Figure 21. Reaction rates during reactions accompanying the flushing shown in Figure 19.
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Figure 22. Variations in the mineral assemblage accompanying the flushing shown in Figure
19. All primary minerals except K-feldspar show progressive dissolution with time.
Secondary minerals characterised by carbonates, sheet silicates, zeolites, pyrite and magnetite,
but the amounts of secondary minerals are small (<0.1 moles over 104 years).
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Figure 23. Variations in the aqueous species concentrations accompanying the flushing
shown in Figure 19. Cl shows progressive dilution in accord with flush model (final
concentration = 125 mg kg™). Other seawater species show greater decreases due to

precipitation reactions, e.g. Na, SO,.
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Figure 24, Variations in the CO, and O, accompanying the flushing shown in Figure 19.
fCO, mirrors pH behaviour. fO, decreases rapidly in first 100 years of simulation due to
annite dissolution.

The most important aspects of these results are:

*  Mineral reaction rates are dominated by biotite (annite and phlogopite; Figure 21).

e Simulated flushing of seawater from the granite by fresh water reproduces some features
of Tono mineralogy (pyrite, sheet silicates, zeolite precipitation; Figure 22). However,
although kaolinite is actually present in the rock (Iwatsuki and Yoshida, 1999; Gillespie
et al. 2000), this mineral is not predicted by the model.

*  Calcite appears (c. 3500 a) and then disappears (c. 8000 a) (Figure 22).
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* The modelled groundwater chemistry has significant differences from the observed
chemistry (Ca > Na; K > Na; Figure 23).

*  Reducing conditions (Eh ~-350 mV) are attained very rapidly and reflect dissolution of
annite and precipitation of amorphous Fe(OH); and/or pyrite (Figure 24).

*  The modelled CO, and pH are inversely correlated, as seen in the actual groundwater
system, but actually show a relationship with respect to age that is the opposite of the
conceptual model developed by Arthur (2003) and expanded further in Section 5.2.

Several of the major differences between the modelled and actual water-mineral systems
could be due to the short timescale of the simulation compared to the timescale over which the
actual groundwater system has been flushed. Additionally, the assumption of instantaneous
precipitation could explain why no kaolinite forms, but instead other sheet silicates precipitate.

The simulation time of 10,000 years is comparable to the timescale over which the
groundwater system (horizontal length scale 10 km, depth 2 km) could be flushed once by
inflowing water (see Part 2). However, the initial mineralogy in the model is pristine granite.
In contrast, the rock has probably been flushed many times and the present mineralogy of the
rock at present reflects a long history of water/rock reactions.

It can be concluded from the calculations that clay minerals would have formed early in the
history of the groundwater flow system. They are therefore expected to have been important
parts of the system throughout most of the system’s evolution and to remain so at the present.

The abundances of the secondary phases are all small compared to the abundances of primary
phases. The overall chemical buffering capacity of the primary silicate mineral assemblage is
unlikely to be exhausted during the timescales of interest to PA (1 million years).

The tendency of biotite to dissolve relatively quickly has two important implications for the
coupled simulations:

e Other minerals will tend to be ‘protected’ by this dissolution, because the aqueous
concentrations of dissolved constituents will be maintained at relatively high levels. Any
kinetic coupled simulation that does not include Fe-biotite will tend to over-estimate the
dissolution rates of other silicates.

e Oxygen consumption by the Fe(Il) released from biotite oxidation is likely to be an
important control on the migration of redox fronts.

These results indicate that coupled models need to include a representAation of clay minerals
and to allow silicate mineral hydrolysis and calcite precipitation. Oxygen consumption by the
oxidation of Fe obtained from silicate minerals must also be considered.

5.4 Coupled 1D models of redox and salinity variations
5.4.1 Modelling approach

Simulations of both redox-dependent and non-redox dependent reactions that are fully
coupled to flow are computationally highly complex. The Raiden code used in this project
(Section 5.6) is able to perform such computations. However, several weeks may be required
for a single simulation. Therefore, instead of coupling many transport processes and
water/rock interactions an alternative, more rapid approach was adopted. The evolution of
total groundwater salinity and the penetration of oxygenated groundwater into the rock were
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simulated separately along a single flow line (1D) using the code ‘Online-Object-Oriented PA
Environment (OZONE(O3); Figure 25).
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Figure 25. Schematic illustration of the Ozone(O3) simulation cases. Configuration A. was
used to evaluate both salinity evolution and redox front migration. Configurations B. and C.
were used to evaluate only salinity evolution. A. shows only a single fracture for clarity and
corresponds to the results in Figures 26 (‘f-cases’) 27 and 28. B. is similar, but each fracture
conducting flowing water is cut by a second fracture of equal volume that contains stagnant,
reducing water (Figure 26 ‘t-fract’). The stagnant water exchanges by diffusion with the

flowing water.
with stagnant,

fract). In

In C. water flows through the rock matrix (upper) and exchanges by diffusion
reducing water in a separate but equal volume of matrix (lower; Figure 26 ‘p-
some simulations, this stagnant volume was absent (Figure 26 ‘p-cases’).
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The different model cases are tabulated in Table 12 and the results are summarised in Figures
26, 27 and 28. The Reference Case is based on the Reference Case of the H12 PA reported in
JNC (2000). Case 1 is similar to the 2D base case simulation of groundwater flow in the Tono
area that was undertaken by Enviros (Part 2).

Table 12. Summary of simulations using Ozone. For the Reference Case and cases 1 to 4
there are corresponding ‘f-‘ and ‘p-' sub-cases in Figure 26. The ‘p-cases’ were the same as
the ‘f-cases’ except that the fracture was not represented (the ‘p-cases’ correspond to Figure

25C, without the matrix volume containing stagnant water). There are also ‘t-frac’ and ‘t-

porous’ sub-cases corresponding to the Reference Case.

5 o) o a a a &
component ® '_:; o : & : 3' ;
Length .

S . 1000 1 1000 10000 10000
(Salinity calculation) [m] 0 0000 0 Not Applicable
Dispersion length . .

er ! 1 1
(Sahinity caloubation) | ™) 000 000 1000 1000 1000 Not Applicable
Length .

. 1000 1000 1 Not Applicabl 1000
(Redox calculation) [mm] 000 ot Applicable 1000
Dispersion length . .

: 100 1 1 Not Applicabl
(Redox calculation) [m] 00 00 ot Applicable 100 100
Distribution 3. 1

: k 0 0 0

coefficient [m”ke") 0 0 0 0
Flow cell number .

Ve ! - 500 500 500 icabl
(Salinity calculation) -] 500 500 Not Applicable
Flow cell number

€ - 1 100 icabl 1
(Redox calculation) [-] 00 100 Not Applicable 00 100
Matrix proportion [-] 10 10 10 10 10 10 10
‘ Fracture (not applicable to ‘p-cases’ in Figure 26)
Hydraulic gradient [mm] 0.01 0.1 0.01 0.01 0.01 0.01 0.01
Coefficient of [m?s’] | 1.02E-10 | 1.00E-08 | 1.00E-08 | 1.00E-08 | 1.00E-08 | 1.00E-09 | 1.02E-10
tl'allSmlSSlVlty
S Aperture width [m] 202E-05 | 0.0002 0.0002 0.0002 00002 | 632E-05 | 2.02E-05
Fracture frequency [m™] 03 03 0.3 03 03 03 03
Matrix
Porosity -] 0.02 0.02 0.02 0.02 0.02 0.02 0.02
Diffusion depth [m] 1 1 1 1 1 1 0.1
Contribution (%] 50 50 50 50 50 50 50
proportion
Density [kgm?] | 2640 2640 2640 2640 2640 2640 2640
Effective diffusion | ' 2 | 300812 | 3.008-12 | 3.00B-12 | 3.00B-13 | 300E-14 | 300E-12 | 3.00E-12
coefficient .
Coeff. of hydraulic | ;| 307E-11 | 3.008-09 | 3.00B-09 | 3.00E-09 | 300E09 | 300E-10 | 3.07E-11
conductivity
Darcy velocity [my’'] | 9.69E-06 | 0.00947 | 0000947 | 0000947 | 0000947 | 947E-05 | 9.69E-06
Flow line velociy [my'] 1.60 158 15.8 15.8 158 5.00 1.60
Aperture area per [m*m?] | 6.07E-06 | 0.00006 | 000006 | 000006 | 000006 | 1.90E-05 | 6.07E-06
unit section area
Diffusion areaper | 2 5) | | 655405 | 1.67E+04 | 167E+04 | 167E+04 | 1.67E+04 | 527E+04 | 1.65E+05
unit volume .
Diffusion coefficient | [m*y"] | 4.73E-03 | 4.73E-03 | 4.73E-03 | 4.73E-04 | 473E05 | 473803 | 4.73E-03
Effective diffusion | 2 o | 947805 | 9.47E-05 | 9.47E05 | 9.47B06 | 947E07 | 947E05 | 9.47E-05
coefficient
Notes:

! Reference Case values are from the PA Reference Case described in the H12 report (JNC, 2000).

% The rock properties used in Case 1 are closest to the base case for the simulations of groundwater
flow in the Tono area undertaken by Enviros and reported in Part 2,
? Only applicable to simulation of salinity evolution.

4 Only applicable to simulation of redox front migration.
S Apertures for the fractures are effective apertures, calculated to be consistent with the transmissivities.

The values are substantially less than the actual observed apertures of the fractures.
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5.4.2 Salinity variations

The simulations of salinity evolution aimed to evaluate the influence of varying rock
properties on the time taken to flush saline water from the rock. It was assumed that
water/rock reactions would have a negligible effect on the total salinity and that density
effects could be neglected. Consequently the precise level of the salinity in the model was not
significant and therefore the rock was initially saturated with water containing 1 mol m® of
total dissolved solids. The rock was then flushed by fresh water containing no solutes.

Figure 26 shows the normalised flux of saline water on a log scale and the most important
features of the diagram are the points where the salinity begins to decrease. These points can
be thought of as representing the time where the inflowing fresh water breaks through to the
end of the flow path, 10 km distant from recharge. The initial fluxes are different, reflecting
the different rock properties and hydraulic gradients of the different cases.
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Figure 26. Variations in flux of salinity versus time, normalized to a total dissolved salt
content of 1 mole in the entire transport field.

There is little difference between each pair of simulation results (the ‘p-case’ and
corresponding ‘f-case’). This reflects the fact that the fracture properties were constrained to
produce the bulk hydraulic properties of the rock. Thus, the two models are very similar from
the point of view of simulating the distribution of salinity.

The flushing time for Case 1 is in the order of 10* years, similar to the flushing time
calculated by Enviros for the 2D base case (Part 2). The Cases 2, 3, and 4 give flushing times
that are in the order of 10° years, which are still comparable with some of the alternative cases
considered by Enviros (reduced flux Case 9; Part 2).

In contrast, the Reference Case, and the ‘t-fract’ case based upon it, have fractures with very
low transmissivities and corresponding small apertures, compared to the other cases. These
constraints are reflected in the very long times required for the salinity of water leaving the
flow line to decrease significantly from the initial value. Approximately 30 Ma is required,
which is greater than the age of the sedimentary rocks in the Tono area.

The cases with stagnant water volumes (‘t-fract’ and ‘t-porous’) take the same time for lower
salinity water to break through as the Reference Case on which they are based. However, both
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The cases with stagnant water volumes (‘t-fract’ and ‘t-porous’) take the same time for lower
salinity water to break through as the Reference Case on which they are based. However, both
these cases with stagnant water volumes have long ‘tails’ in their flushing curves. These
extend to 1000 Ma, the limit of the simulation time. In the ‘t-frac’ case, the tail occurs at a
very low flux, in the order of 10° lower than the initial flux. Therefore in this case the final
flux and the corresponding salinity are effectively zero. However, the tail in the ‘t-porous’
curve is only 107 lower than the initial flux.

These results illustrate that a very wide range of flushing times may be possible, depending
upon the particular rock parameters and the model that is chosen to represent the permeability
characteristics of the rock. If Case 1 is an accurate representation of the Toki Granite, then an
initial seawater origin of the salinity is unlikely. In this case, any seawater salinity would be
flushed in a very short time compared to the time since seawater is known to have been
present in the area. However, if the other cases are in fact more representative of the bulk
granite, then an original seawater source for the groundwater salinity cannot be ruled out.
More information is needed concerning the permeability distribution in the granite in order to’
reach a firm conclusion about the flushing time.

5.4.3 Redox variations
The simulations of redox variations were based on several assumptions.

* The rate of oxygen consumption by water/rock reactions was assumed to be fast
compared to the rate of oxygen supply by advective groundwater flow. The calculations
carried out with GWB in section 5.3 support this conclusion (Figure 24).

* The water/rock reactions were assumed to be controlled by the accessibility of reactive
minerals to the dissolved oxygen-bearing water.

¢ All the minerals in the rock were assumed to be available for reaction, once they come
into contact with oxygenated water.

e  Diffusion from fractures, where the water moves by advection, was assumed to transport
oxygenated water into the rock matrix, where redox reactions may take place.

These assumptions meant that it was unnecessary to represent the mineralogy of the rock
explicitly within the calculations. Instead, the total oxygen uptake capacity of each unit rock
volume was calculated from a reported bulk-rock chemical analysis. An analysis of a sample
from DH-10 was used (Table 13), since this sample had the largest apparent concentration of
reduced elements reported for the granite in the Tono area.

The assumptions mean that for a given permitted matrix diffusion depth, the redox front
propagation distance in a given time for a given inflowing oxygen concentration is a
minimum value. The propagation of the redox front will be more rapid if one or more of the
following occurs: '

* the rate of oxygen consumption by the rock is slower than the rate of supply by
advection;

* the effective capacity of the rock to uptake oxygen is lower, than assumed by the model,
 which will occur if:

» the actual reduced minerals in the rock are less abundant;

> the actual reduced minerals in the rock are less accessible to oxygenated water;
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> the depths over which matrix diffusion may occur is less.

Table 13. Derivation of the whole-rock composition used in the Ozone, PHREEQC and
Raiden modelling.

Whole-rock analysis !Calculated mineral composition
Moles
Mineral in Starting
Borehole DH-10 Mineral (Camgted) (all(::?i‘l:ll; for c:;ng?:.:.l:;:
10% models
porosity)
Depth 645.5m mol kg™ H;0 | mol kg™ H;0
(mabh)
Rock Type Alle;:ntiilémte
Component
SiO; 76.71 Quartz 44.36 179.61 179.61
TiO, 0.05
ALO; 12.25
FeO 0.59 Annite 0.20 0.096 0.10
Fe,0; 0.48 Fe(OH);(am) 0.67 1.52 0.00
Fe™/Fe* 1.3661 '
MnO 0.00 -
MgO 0.01 Phlogopite 0.04 0.02 0.02
CaO 0.09 Anorthite 0.40 0.35 0.35
Na;0O 1.86 Albite 16.38 15.20 15.20
KO 6.04 K-Feldspar 37.02 32.36 32.36
P,05 0.01
H,0" 0.95
H,Or <0.76
CO, -
S 0.4137 Pyrite 0.81 1.63 1.63
C -
Totals 100.21 99.88
Notes:

"Mineral abundances are calculated to be consistent with the whole-rock analysis analysis of sample
from 645.5 m in DH-10, from Table 2.5.9 of Iwatsuki et al. (2000). This sample has the highest redox
buffering capacity (Fe(II)/Fe(III)) of any of the samples. The calculation assumes that all P is located in
apatite, all Ti is in ilmenite, all Na is in albite, all Ca not in apatite is in anorthite, all Fe(II) not in
ilmenite or pyrite is in annite, all Mg is in phlogopite, all K not in these other minerals is in K-feldspar,
all Si not in these other minerals is in quartz, all sulphur is in pyrite, and all Fe(IlI) is in amorphous Fe-
oxyhydroxide.

In all the simulations, the redox front at which dissolved oxygen effectively disappears,
migrated through the rock up to several orders of magnitude slower than the mixing zone
between fresh and saline water (c.f. Figures 26, 27 and 28; note that the flow lines used to
simulate salinity and redox variations were 10 km'and 1 km long respectively). However, the
penetration depths of the redox front are still substantial given the timescales considered. For
example, in Case 1, the redox front propagated around 200 m from the recharge zone in the
same time interval as it took for fresh recharge water to flush through the 10 km flow line. If
this situation persisted for PA-relevant timescales of around 1 Ma, then the rock would be
oxidised throughout the flow path (Figure 27).
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Figure 27. Calculation of O,(aq) concentration as fresh water moves through fractures and
exchanges by diffusion with porewater in the matrix. This porewater becomes instantaneously
reducing owing to its reaction with minerals in the rock. The cases are those described in
Table 12. Note that the length of the flow line is 0.1 times that in the salinity simulations of

Figure 26. '
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If the Case 1 flow rate is taken as a standard, that of Case 2 is 1/10, that of Case 5 is 1/100 and that
of the reference case is approximately 1/1000. The flow-dependent O,(aq) influx in the Case 2 at
the upper left and Case 1 in the upper right are equal. The diffusion-dependent fluxes are different.

Figure 28. Comparison between the results from Case 1 and the results from the other cases.
The cases are those described in Table 12. The upper left diagram compiles results from
Figure 27. The other results illustrate the effect of decreasing the oxygen content of the in-
flowing water by one order of magnitude (upper right) and two orders of magnitude (bottom).
Note that the length of the flow line is 0.1 times that in the salinity simulations of Figure 26.

This result is inconsistent with the site observations. Possible explanations for the apparent
discrepancy are:

*  The rock properties assumed for Case 1 are in fact different to the actual properties of the
Toki Granite.

*  The oxygen content of the inflowing water has in reality been lower than was assumed
by Case 1.

The simulated variability in rock properties caused substantial variations in the rates of redox
front propagation (Figures 27 and 28). If the bulk Toki granite in fact behaves more like
‘average’ granite (e.g. the Reference Case) then more reasonably slow redox front
propagation rates would result. In this case, even in 30 million years the redox front would
penetrate only around 150 m.

The depth of diffusion is an important control on the propagation rate. However, it is likely
that the 1 m depth assumed in all cases except for Case 6 overestimates the likely diffusion
depth. Evidence for this comes from the observed depths of reddening around fractures, both
in the Toki Granite and elsewhere. If the diffusion depth is in reality substantially less than 1
m, propagation rate could more rapid than calculated (c.f. Case 6 where diffusion could occur
to only 0.1 m with the Reference Case where diffusion could occur to 1 m; Figures 27 and 28).

The oxygen content of 8 mgl™” in the calculations illustrated in Figure 27 is consistent with air
saturation and is therefore a maximum value. It is expected that the actual oxygen content
water flowing into the granite would be less than this, owing to redox reactions occurring in
the soil zone and possibly organic-rich sedimentary rocks. Such reduction in oxygen contents
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was found as Aspd in Sweden (Banwart et al., 1996). The calculations in the present study
demonstrate that an order of magnitude reduction in oxygen content would result in an order
of magnitude decrease in the rate of redox front propagation (Figure 28).

5.5 Semi-coupled flow and salinity transport models using PHREEQC
5.5.1 Purpose of PHREEQC simulations and their relationship to Raiden simulations

Even when chemical reactions are considered independently of redox reactions, simulations
of the coupling between reactions and flow are computationally challenging and require
considerable time. A major cause of the long times required is the need to include rate laws
describing reaction kinetics.

Test simulations were carried out using both the USGS code PHREEQC and Quintessa’s own .
code Raiden (see Section 5.6), in order to establish how best to optimise the speed of the
simulations. Both these codes can carry out simulations of 1D transport using user-defined
rate laws. However, the representation of transport by PHREEQC is very simple in
comparison with the representation in Raiden.

In PHREEQC transport simulations the flow path is divided into cells of equal length and
volume. At each step of the simulation all the contents of one cell are transferred to the
next cell. Thus, if the time step needs to be very short in order for the simulation to converge
to a solution (which is usually the case during complex simulations), many cells are needed to
represent a reasonable overall transport time. A consequence of this is that overall
computation times are large. The durations are particularly long if dispersion is considered,
because PHREEQC represents dispersion as a mixing process between adjacent cells. If the
cell size is very small in order to achieve realistic overall transport times when the time step is
short, a geologically reasonable dispersion length may require the mixing calculation to
consider many cells. :

In contrast, Raiden transport calculations are fully coupled. The cells need not be all of the
same length and volume and only a proportion of the contents of each cell need be transported
at each time step. This is because the code calculates flow explicitly, using input values for
the hydraulic properties of the rock and hydraulic gradient. Thus, if the time step duration
needs to become short to achieve convergence of the simulation, the volume of water
transported at each step also becomes small. This in turn means that very small cells are not a
pre-requisite to achieve realistic travel times. Simulations that incorporate dispersion may
therefore be more rapid than equivalent simulations using PHREEQC.

However, to make kinetic calculations run to completion in a reasonable time requires a very
simplified representation of the reacting mineral assemblage. It is highly desirable to
understand the significance of such simplifications by first undertaking non-kinetic coupled
simulations incorporating a more realistic mineral assemblage. Unfortunately, Raiden cannot
readily be used for this purpose owing to the numerical approach that it uses to solve the
relevant equations. If kinetics are not included the simulations are less likely to converge and
in any case will tend to take longer. In contrast, PHREEQC can more readily handle transport
simulations with instantaneous reactions involving a complex mineralogy.

5.5.2 PHREEQC simulation cases

The rock composition used in the PHREEQC simulations is summarised in Table 13. Each
PHREEQC calculation reported here involved 1 kg of water and 1 kg of water was present in
each cell. Therefore the abundances of minerals in each cell were set to be the same as listed
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in the final column of Table 13. The water compositions used are summarised in Table 14.
Both the initial saline water and the recharge water compositions were calculated using a
combination of analytical data and theoretical constraints. The code GWB was used to do this.

The PHREEQC simulations evaluated the effects of varying dispersion and the effect of a
temperature gradient along the flow line. The model cases are summarised in Table 15.

Table 14. Summary of the water compositions used in the PHREEQC modelling.

Initial saline groundwater" Recharge water
] . o
S g g 3 g 2
=] = = o = 4]
= @ -8 = a =
g ] =4 = =
- -E. g E. -]
~ = =3 ] =3
- -] - (=]
-] 1
pH | pH Seawater 8.0 MC-21° 5.4
Eh mV Pyrite -240 Atmosphere 900
Na molal Seawater 4.58e-001 MC-21 7.48e-005
Al molal Kaolinite 1.14e-007 Kaolinite 3.96e-009
Ca molal Calcite 3.30e-003 MC-21 2.00e-005
K molal Seawater 9.49¢-003 MC-21 3.27e-005
Fe molal Annite 2.57e-006 Fe(OH);(am) 8.34e-006
Mg | molal Seawater 5.18e-002 MC-21 2.06e-006
Si molal Seawater 6.93e-005 MC-21 2.59¢-004
Charge
Cl molal Balance on 5.20e-001 MC-214 3.86e-005
Cr
S molal Seawater 2.76e-002 MC-21 1.11e-005 -
Charge
C molal Seawater 2.28e-003 balance on 1.00e-003
HCOy

yotes:

Modified from a mean seawater composition reported in Henderson (1982).

Total concentration of the indicated element.

3 Most acidic soil water reported in Microsoft Excel file ‘Table_gwchem_ver up.xls 1’, which was supplied
by JNC and which contains all the groundwater from the Tono area that were available on 25™ February 2003.

4 Charge balanced on HCO; when defining initial solution, but subsequently during the transport
calculations charge was balanced on CI for consistency with the charge balancing constraint on the
initial modified seawater solution.

2

The model cases are summarised in Table 15.
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5.5.3 Results of the PHREEQC simulations

The results of all the model cases are given in Appendix Al. The cell lengths and time steps
are arbitrary since kinetics were not considered, the cell volumes are equal and flow rates are
not calculated by the code. The results are therefore presented in terms of relative distances
(percentages of the overall flow path length) and times (fractions or multiples of the time
taken for the inflowing water to exit the flow line).

Key features of the results are:

In each model the abundances of the minerals present initially in the rock change only in
the first few percent of the flow line, except in the case of anorthite.

Anorthite abundances decrease to zero over time and a front at which anorthite is lost
completely propagates through the rock. After 100 pore volumes have passed, anorthite
is absent from the flow line (Figure 29).

The dissolution of anorthite is mirrored by the formation of calcite. A front of calcite
precipitation propagates along the flow line. At high water/rock ratios, the calcite formed
already begins to dissolve once more near the inflow. A second front, with calcite absent
towards the upflow side therefore propagates through the rock (Figure 29).

The abundances of the initial minerals decrease over time, with the exception of annite
which shows an increase in abundance.

This increase in annite abundance is an artefact of the thermodynamic data for the
relevant phases and the fact that kinetics are not considered. The simulated precipitation
of this phase illustrates the importance of considering kinetics. In reality dissolution of
annite would probably occur much more rapidly than any other phase (Section 5.3,
Figure 21) and therefore the abundance of this component would decrease. However, in
the modelled case, the abundance of annite reflects only solubility constraints. Since the
feldspars are more soluble than annite, the net effect is for these to dissolve very close to
the inflow and for some of the dissolved components to be re-precipitated as annite
slightly further along the flow path.

The abundances of the dissolving and precipitating minerals are small. Overall, very little
change in the porosity is predicted by the models, except very close to the inflow point
after several 10s of pore volumes have flushed the system.

Dispersion has a significant effect on the concentration gradients of dissolved species,
but only a small effect on the abundances of minerals.

In contrast temperature gradients have a relatively large effect on the abundances of
secondary minerals, but a less significant effect on concentration gradients of dissolved
species. :

The primary mineral assemblage would buffer the pH at very alkaline values, between
about 9.5 and 11.1, depending upon the model case. Only when the anorthite is
effectively removed does the pH begin to drop. A front where the pH falls towards the
upstream, side propagates through the rock.

The simulations illustrate that the value chosen for the dispersion coefficient could
influence the relationship between CO, fugacity and pH. '

When dispersion is neglected, the relationship between pH and CO; fugacity is similar to
that identified by Arthur (2003), except where the pH is calculated to be buffered at very
alkaline values by the initial silicate mineral assemblage (Figure 30). This discrepancy
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between the model results and the groundwater observations suggest that in the Tono
area, the pH-CO, fugacity relationship is effectively controlled by equilibrium with
calcite, whereas the evolution of pH is controlled by a kinetic process; equilibrium with
the silicate assemblage is approached but not attained.

The pH increases away from the inflow point. This is consistent with water of longer
residence time having higher pH and lower CO, fugacity.
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Figure 29. Propagation of fronts at which anorthite dissolves (upper) and calcite dissolves or
precipitates (lower). The output is from case JNC 2073A Phq coup inst v4.
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5.6 Fully-coupled flow and salinity transport models using Raiden

5.6.1 Purpose of Raiden simulations

The GWB and PHREEQC models described in Sections 5.3 and 5.5 indicate that the simplest
fully-coupled kinetic models that mlght simulate major features of the groundwater/rock
system should include:

* replacement of anorthite by clay minerals;

*  precipitation and dissolution of calcite.

These reactions are also consistent with observed mineral textures (e.g. Iwatsuki and Yoshida,
1999; Gillespie et al. 2000).
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The Raiden calculations described here were designed to investigate the coupling between
groundwater flow and these reactions. An aim was to evaluate the degree to which this
coupling could explain the major observed variations in groundwater chemistry in the Toki
Granite.

Similar uncertainties to those that applied to the GWB simulations described in Section. 5.3
also apply to the Raiden calculations. As previously, these uncertainties were taken into
account qualitatively when interpreting the output from the calculations.

5.6.2 Raiden simulation cases

The mineral assemblages considered in the Raiden simulations were based on that given in
the right hand column of Table 13. However, in each simulation, the mineral assemblage was
simplified by removing some of the minerals and then adding quartz of equal volume to these
removed minerals. In this way, the overall porosity of the mineral assemblage was preserved.

The simulations did not consider annite because it contains reduced iron. Therefore, inclusion
of this mineral would have introduced the complexity of redox reactions, causing the time
required to perform a simulation to become prohibitively long.

A major effect of neglecting annite would probably be that the dissolution rate of anorthite is
over-estimated (Section 5.3). A consequence is, in turn, that the rate of calcite production at

any location is likely to be a maximum value.

The water compositions used in the simulations are summarised in Table 16 and the modelled -
cases are described in Table 17.

Table 16. Summary of the water compositions used in the Raiden modelling.

1

Modified from a mean seawater composition reported in Henderson (1982).
2 Total concentration of the indicated element.

Initial saline groundwater" Initial fresh groundwater Recharge water
§ o » o
T| g o 2 e 2 o 2
= -2 = ® = @ = o
3 g 2 g 2 g 2
s g 2 g 2 g 3
5 = =] = 2 =2
" L " s - g
Middle of
pH pH. Seawater 8.0 observed 85 MC-21 54
range
Na | Molal Seawater 4.58e-001 MC-21° 7.48¢-005 MC-21 7.48¢-005
Al | Molal Kaolinite 1.14¢-007 Kaolinite 1.10e-007 Kaolinite 3.96e-009
Ca | Molal Calcite 3.30e-003 Calcite 4.00e-004 MC-21 2.00e-005
K | Molal Seawater 9.49¢-003 MC-21 3.27e-005 MC-21 3.27¢-005
| Mg | Molal Seawater 5.18¢-002 MC-21 2.06e-006 MC-21 2.06¢-006
Si | Molal Seawater 6.93e-005 Quartz 1.09e-004 MC-21 2.59e-004
Charge '
Cl | Molal Balance on 5.20e-001 MC-21 3.86e-005 MC-21 3.86e-005
Cl-
S | Molal Seawater 2.76e-002 MC-21 1.11e-005 MC-21 1.11e-005
Charge Charge
C | Molal Seawater 2.28e-003 balance on 8.00e-004 balance on 1.00e-003
HCO;5 HCOy
Notes:

3 Most acidic soil water reported in Microsoft Excel file ‘Table_gwchem_ver up.xls 1°, which was supplied by
JNC and which contains all the groundwater from the Tono area that were available on 25™ February 2003,
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The rock properties, hydraulic gradients and groundwater types in the 3D local model and the
2D base case of Enviros (Part 2) are represented in the multi-cell cases swpCO2pH 25Ka 10
¢ 270803v2, swpCO2pH 25Ka 10 ¢ 270803v2a and a28cv2. Additionally the rock properties
and hydraulic gradients in these Enviros simulations are represented in the cases
fwpCO2pH25Lmd100v1, fwpCO2pH25Kad100, fwpCO2pH25Kad100a,
fwpCO2pH60Kad100v1, fwpCO2pH60Kad100vla, prC02pH 25Ka 10 c 270803v1,
fwpCO2pH 25Ka 10 ¢ 270803v1a.

5.6.3 Incorporation of mineral reaction kinetics

The simplified modelling of reaction rates in Section 5.3 allowed the relative rates of the
mineral reactions to be calculated and provided important insights into the mineral reactions
that would control overall reaction rates. However, this approach is very much an
approximation of the real world, notably:

e The reaction rates are appropriate for neutral conditions, but in fact the pH varies
markedly from neutral (e.g. Figure 20).

e  The geometrical approach gives minimum mineral surface areas available for reaction,
assuming that all the surface area of each mineral species is in contact with the
groundwater. In reality, the surface area could be much greater for some minerals and
less for others (though in most cases it is likely that the geometrical surface area under-
estimates the true surface area (e.g. White, (1995)).

*  The kinetics of secondary mineral precipitation are not considered.

The Raiden modelling attempted to produce a more realistic representation of the real world
by:

*  using rate laws that take into account pH variations;

*  specifying rate laws for precipitating minerals.

Additionally, since the surface areas used in the GWB modelling probably under-estimate the
actual reactive surface areas, experimental surface areas were chosen from the literature,
- consistent with producing:

e realistic relative reaction rates;

*  reasonable overall degrees of reaction within the timescale considered.

The aim was not to use more realistic surface areas since there are too many uncertainties to
evaluate whether the surface areas are in fact ‘realistic’. Instead, the aim was to use plausibly
large surface areas to provide a basis for comparison with the earlier results and hence gain
insights into the significance of uncertainties in surface areas.

The dissolution of silicate minerals is strongly dependent upon pH, due to catalysis by surface
reactions involving protons and hydroxyl ions (Brady and Walther, 1989). Typically, the
following dissolution regimes can be defined:

. an ‘acidic pH regime’ where rates increase with increasing H+ concentrations;

*  a ‘neutral pH regime’ where rates are independent of pH;

* an ‘alkaline pH’ regime’ where rates increase with decreasing H+ concentrations.
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The extent of each of these regimes is mineral specific and relates to mineral structure and
composition. '

The GWB modelling described in Section 5.3 did not take into account this pH-dependence of
the rate law and instead used rate constants appropriate for a ‘neutral pH regime’ (Table 11).
In contrast, the Raiden modelling implemented more sophisticated rate laws that took into
account this pH-dependence.

* An empirical rate law for silicate dissolution under far-field conditions was defined as follows,
where dissolution behaviour is separated into H'-catalysed (ku), pH-independent (k;) and
hydroxyl-catalysed (kon) regimes:

fe_rate = kHA(H+ r +kyA+ kOHA(H+ y @)
where:

fe_rate is the rate under far-from equilibrium conditions;

A is the mineral surface area (m°);

m and n are coefficients describing the dependency of rate upon H;

Dissolution kinetics data for anorthite and quartz are presented in Table 17. .

Table 18. Dissolution rate constants and reaction coefficients for silicate minerals at 25 °C
(mol m?s™), as defined by release of Si.

Mineral log ky m logky | logkon n_| Source
Anorthite -4.8 1.7 -11.6 | -13.5 -0.3 Brady and Walther (1989)
"Biotite -4.5 0.9 -7.3 -11.3 -0.5 | Malmstrém and Banwart (1997)
Quartz - - -13.4 -16.3 -0.5 Knauss and Wolery (1988)
Notes:

. The biotite CO]TlpOSitiOﬂ was: K0_79(Mg0.83FCHI.03FCIHO.19A10.58)(Si3.17A10.67Femo.16)010(0H)2. The data
were assumed to be applicable to phlogopite in the simulations here.

To allow for the decrease in mineral precipitation rate as equilibrium is approached, the rate
calculated by this equation was found by:

. _ _ g
Rate = fe__rate.(l K) ?3)

where: :
Q is the activity quotient for the reaction;
K is the equilibrium constant for the reaction

The formation of secondary silicate minerals was assumed to be fast compared to the
dissolution of the primary minerals and was modelled using the rate law:

Rate =kA.(1-2) , @)
: K

where:
k is the rate constant

Here log k was set to -2, thereby ensuring that the precipitation rate is fast compared to the
dissolution rate (numerical convergence is aided by treating all reactions kinetically).
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Calcite dissolution and growth were simulated using an overall rate law described by
Plummer et al. (1978):

rate = Alk,|H" |+ k,|H,CO; |+ k,[H,0]- &,|ca* |HCO; ) )

where at 25 °C:

log k; = -0.29;

log k; = -3.47,

log k; = -4.88;

[H,COs*] = [H2COs] + [CO4(aq)];

k4 is a function of both temperature and PCO, and can be expressed as:

Ky 1
k4 = K—' kl + —(kzaHZC% + k3aH20) .
. sp Ay ’ (6)

where:

K, is the second dissociation constant of carbonic acid (i.e. HCOs = H* + CO5*; -10.30 at
25°C); . L

K, is the equilibrium constant for calcite (-8.475 at 25°C);

k’, is the first:order mechanistic rate constant for H* attack (here approximated by k;, but note .
that k’l > k]),

and k; and k; are as defined above.

The units of the rate constants are mol m™>s™.

Table 19. Summary of mineral surface area data.

Mineral Surface Source Comments
Area
m?g" .
Quartz 2.5 White (1995) | Middle of range quoted for fresh quartz.

Data in White (1995) suggest that feldspar and
quartz crystals of similar size would have similar
specific surface areas. However, the anorthite here
Anorthite 03 White (1995) | represents the calcic component of dominantly
sodic plagioclase. Therefore, the surface area was
scaled according to the compositional boundary
between albite and oligoclase (10% anorthite).
The choice of log k means that the rate of
Santamarina | precipitation will be high relative to the dissolution
etal. (2002) | rate of anorthite, irrespective of the choice of
surface area. -
Calcite is a secondary mineral and was predicted to
form in only very small quantities, which makes an
evaluation of surface area even more uncertain than
Calcite 0.02 White (1995) | for other phases. Consequently, the surface area
used corresponds to a grain size of 1 mm, chosen
arbitrarily, on a regression through -measured
surface area versus grain size for various minerals.
Appelo and Surface area reported for biotite.
Postma (1994)

Kaolinite 15

Phlogopite 0.5

The choice of log k means that the rate of
Santamarina | precipitation will be high relative to the dissolution
etal. (2002) | rate of anorthite, irrespective of the choice of
surface area.
The choice of log k means that the rate of
Wilkin and precipitation will be high relative to the dissolution
Barnes (2000) | rate of anorthite, irrespective of the choice of
surface area.
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Montmorillonite 600

Laumontite 20




The Raiden simulations all used laboratory surface areas derived from the literature (Table
19). These areas are around 5 orders of magnitude larger than the surface areas calculated
geometrically in Section 5.3 and given in Table 11.

5.6.4 Results of the Raiden simulations

The results of all the model cases are given in Appendix Al. The most important features are:

* Anorthite is replaced by kaolinite in the simulations where kaolinite is allowed to

precipitate (Figure 31).
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Figure 31. Simulated distributions of anorthite and kaolinite versus distance along a flow path
at various time intervals. The simulation was carried out using Raiden, with a 10000 m long
flow line discretised into 28 cells of varying lengths and the input constraints given in Table
18 (model a28cv2).
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As expected, the rate of anorthite replacement bj/ kaolinite is proportional to the rate of
water flow, which in turn depends on the head gradient and the hydraulic conductivity.

» In1 cell simulations where the head changes by 950 m along the 10 km flow path
anorthite is replaced completely after 500000 years. In contrast when the head
difference is only 100 m head difference only 25% of the anorthite is replaced after
1 million years. :

» Similarly, decreasing the hydraulic conductivity by an order of magnitude, decreases
the dissolution rates of primary minerals by an order of magnitude.

When the flow rate is varied, the duration for which the silicate mineral assemblage can
control pH and logfCO, also varies. However, for as long as the actual silicate minerals
present do not change, the values of pH and CO, remain invariant.

» Single cell models with a large head gradient (950 m) have two steps in the curves
of pH and log fCO,(g) versus time. These parameters decrease and increase
respectively very rapidly initially, effectively instantaneously. They are then
constant until 500,000 years at which point they decrease and increase respectively
to constant values that are maintained until the end of the simulation at 1 Ma.

> Single cell models with low head gradient (100 m) have effectively instantaneous
decreases and increases of pH and log f CO,(g) respectively. These then remain
constant until the end of the simulation.

In simulations that allowed calcite to form only very small amounts were produced.
These would have an insignificant effect on porosity.

There are differences between the single cell and multi-cell cases that can be attributed to
the averaging effect of mixing. In the single cell cases the volume of inflowing water at
each time step is mixed with a very much larger volume of water that is already present.
However in the multi-cell cases, the inflowing water at each time step mixes with only
the proportion of the total water that is present in the first cell. These effects are readily
appreciated by comparing the occurrences of calcite in the single cell:

> In the single cell flushing cases that allowed calcite to form, calcite formed initially -
and then dissolved again within a few years to 10s of years. From the perspective of
the 1 million year time scale considered this is effectively instantaneous.

> In contrast, in the 10 cell and 28 cell flushing cases, calcite forms initially and is
then removed from the rock as a front at which calcite disappears propagates along
the flow line. This front reaches only 5000 m in 1 Ma (Figure 32). .

In the 28 cell model, all changes in silicate mineralogy occur within the first 100 m of the
flow line (Figure 31).

There are only small differences in the evolution of mineralogy, pH and pCO, between '

the cases which consider only fresh water and the cases that consider flushing of
seawater by freshwater.
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Figure 32. lllustration of the propagation of a front at which initially-formed calcite
disappears in the 28 cell model (Table 18, model a28cv2). Note that only very small amounts
of calcite are formed.

e Multi-cell models, either with or without calcite precipitation, show propagation of a
front at which pH decreases and log fCO, increases (Figure 33). This front takes around
10,000 years to propagate to the end of the flow line at 10 km.

*  Negligible amounts of calcite precipitates in the multi-cell models that allow calcite to
form. These amounts effect the pH and pCO; buffering insignificantly. There is no step
in the pH- or log fCO4(g) versus distance curves that corresponds to the disappearance of
calcite that is formed initially. The pH is buffered by the silicate mineral assemblage
throughout.

*  Porosity changes are almost always effectively zero and never greater than 2% of the
initial porosity, even after 1000000 years.

*  Changing the porosity along from 0.1 to 0.01 makes very little difference to the results.

* A temperature increase causes little change to the overall sequence of reaction, but does
change the rate of reaction. The simulations at a temperature of 60°C produced kaolinite
at about 1/3 of the rate as the corresponding 25 °C simulations. The pH tends to a value
that is about 0.75 pH units lower in the 60 °C cases. Correspondingly, log fCOx(g) is
about 0.5 units higher in the higher temperature case. Calcite is formed very early at low
temperatures, but is not formed at all at the higher temperature.

*  When montmorillonite, rather than kaolinite is allowed to precipitate, none actually
forms.
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Figure 33. Simulated variations in pH and log fCO,(g) along the 10 km flow line in the 28
cell model. A front at which pH and CO, fugacity vary rapidly propagates along the flow line
and takes about 10,000 years to reach the end. Once the anorthite in the rock is consumed
near the beginning of the flow line a second front begins to propagate through the rock.
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e If laumontite is allowed to precipitate then all the anorthite disappears in only a few 1000
years. This result reflects the relative solubilities of laumontite and anorthite.

It is impossible to fully quantify the significance of the various approximations underlying the
models for the overall predicted mineral evolution. Particular causes of uncertainties are:

* the highly simplified representation of the natural mineral assemblage;

* crystallographic and chemical differences between natural minerals of interest and pure
minerals used in the laboratory experiments from which thermodynamic and kinetic data
were obtained;

e the validity of the rate laws is uncertain (considered to be the least significant
uncertainty);

*  unknown reactive surface areas of natural minerals.
However, the significance of these uncertainties can be gauged qualitatively.

A combination of the results from the GWB modelling reported in Section 5.3 and
mineralogical observations suggests that the simplified mineral assemblage should allow the
actual evolution of pH, pCO; and porosity to be determined, at least qualitatively.

As noted in Section 5.3, the actual dissolution of Fe-biotite in the real groundwater system
would tend to slow the silicate dissolution of other silicate minerals. Therefore, the
simulations that did not include biotite would tend to have over-estimated the dissolution rates
of silicate minerals.

The most significant uncertainties related to mineral composition are due to:

*  using pure anorthite to represent the calcic component of plagioclase;

. using phlogopite to represent biotite (two simulations only);

* using kéolinite or montmorillonite alone to represent a complex clay mineral assemblage.

The effect of plagioclase being dominantly sodic is partly taken into account by scaling the
surface area (Table 18). However, the solubility calculated for pure anorthite in the simulation
will be higher than the actual solubility of the plagioclase. Thus, the calculated dissolution
rate will be higher, owing to the term (1-Q/K) in the rate law (Section 5.6.3).

Similarly, by using phlogopite to represent biotite the calculated rate of Mg release to the
water will tend to over-estimate the actual release of Mg,

The net effect of these higher modelled release rates would tend to be increased precipitation
rates of any Ca- and Mg-bearing minerals. Therefore, even though a very simplified mineral
assemblage is modelled, the conclusion that calcite would form in very small quantities and
be present for relatively short time scales is unaffected. Likewise, the conclusion that no
montmorillonite will form is unaffected by this approximation.

The validity of using the simplified clay mineral assemblage is supported by actual
observations. The dissolution of calcic feldspar coupled to the precipitation of kaolinite is
consistent with textural information (Iwatsuki and Yoshida, 1999; Gillespie et al., 2003).

The rate laws and associated parameter values used in the work are appropriate for
calculations at a temperature of 25°C. All except two of the simulations were undertaken at
this temperature. Two simulations were undertaken at 60°C (fwpCO2pH60Kad100v1 and
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fwpCO2pH60Kad100v1a). However, there is probably only a relatively small variation in
rates between 25°C and 60°C. The chief effect of increasing the temperature would probably
be to increase the overall reaction rates (rate constants) rather than the general form of the rate
equation. Therefore, the simulations at the higher temperature probably over-estimate the
actual rates.

The general forms of the rate laws used for dissolution of primary silicate minerals and calcite
are fairly well known and relative variations in dissolution rates with respect to pH are
considered to be well reproduced. The rate law of Plummer et al. (1978) is known from
experimental data to be applicable to calcite precipitation while none of the primary minerals
precipitate or else are close to equilibrium (quartz). The greatest uncertainty is in the validity
of the rate law for simulating precipitation of secondary silicate minerals and the assumption
that far-from equilibrium precipitation rates of these minerals are fast compared to the
dissolution rates of primary minerals. If this assumption is incorrect, the chief effects will be
that at any given time or distance along the flow path:

* the simulated pH is higher than the actual pH;
* the simulated fugacity of CO, will tend to be lower than the actual fugacity of COy;
e the simulated porosity will tend to be lower than the actual porosity.

The greatest uncertainties in the kinetic calculations concern the mineral surface areas. In
nature, the surface areas can vary over several orders of magnitude.

The mmeral surface areas that are available for reactlon are a function of many un-quantified
factors, including:

*  crystal shape;

* crystal size (for a given mineral, smaller crystals have higher specific surface areas than
larger crystals);

¢  crystal surface characteristics (e.g. whether fresh and smooth or weathered and irregular);

*  petrographical relationships (e.g. whether or not a mineral is overgrown by another
mineral and therefore isolated from the groundwater);

e structural setting (e.g. whether in the rock matrix or in a fracture).

Furthermore, a given mineral species may occur in different forms within a single rock.
Therefore, the surface areas used in the present work are unlikely to accurately represent the
actual reactive surface areas in the rock. However, the most likely implications of the
uncertainties are as follows:

* The rate of anorthite reaction will tend to control the rate of calcite formation since
anorthite dissolution adds Ca to the water and supplies Si and Al to the solution that are
necessary for the formation of clay minerals (represented by kaolinite), which control
the pH to be alkaline.

* In the simulations with phlogopite, the rates of anorthite dissolution are reduced relative
to those in simulations without anorthite. This effect is due to the relatively rapid rate of
phologopite dissolution. However, the extent to which this is important depends on the
relative surface areas of phologopite and anorthite. Assuming that biotite and feldspar
crystals had the same specific surface, the biotite dissolution rate would be about two to
four orders of magnitude faster than the anorthite dissolution rate over most of the pH
range considered. Thus, the specific surface area of phlogopite would need to be reduced
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by the same order relative to that of anorthite, before the effect on calcite precipitation or
dissolution rates would become significant.

*  The surface area used for the calcite is likely to under-estimate the actual surface area.
This means that the precipitation and dissolution rates will tend to be underestimated,
leading to calcite being predicted to form earlier and dissolve later than would actually
be the case.

*  The specific surface area chosen for anorthite probably overestimates the actual surface
area since it is appropriate for a small grain size of around 0.005 mm. Therefore, the
dissolution rates would tend to be over-estimated, which would in turn tend to enhance
the precipitation rate of calcite. This effect would lead to calcite being predicted to form
earlier and dissolve later than would actually be the case.

6 Summary and Conclusions

6.1 Summary of modelling

Geochemical and physical hydrogeological information can be used fogether to model
groundwater flow directions and fluxes more confidently than could be done with either type
of information alone. A common approach is to:

*  establish initial conditions for the spatial distribution of groundwater salinity at a time
of interest in the past;

* using physical hydrogeological models, 51mulate the movement of the groundwater
salinity to the present time;

*  compare the predicted distribution of salinity with the observed distributions;

* compare calculated flow times with groundwater residence times estimated from
geochemical data;

* if there are differences between predicted and observed salinity distributions, and/or
differences between flow times estimated from the hydrogeological model and residence
times calculated from geochemical data, then:

> modify the initial geochemical conditions;
> modify the physical hydrogeological model.
* Repeat the above process until self-consistency is achieved.

The approach is most easily applied when water/rock interactions do not significantly affect
the salinity distribution during the timescale of the modeling. This situation may occur in
saline groundwater systems and where the water chemistry is dominated by relatively un-
reactive solutes such as Cl. However, if water/rock interactions are significant, this approach
is much more difficult. Water rock reactions may be particularly important when the
groundwater is dilute, as in the Tono area. In this case, it is necessary to consider coupling
_ between groundwater flow and water/rock reactions. The work reported here has considered
the best way to take this coupling into account.

In the Tono area there are large uncertainties concerning both hydrogeologlcal and
geochemical information, notably:
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* the initial conditions, principally:
> distribution of groundwater salinity;
> hydraulic boundary conditions;
* the origins of the Na-Cl dominated groundwater salinity, principally:

> whether salinity is being flushed passively (that is, salinity is not produced
continuously) or produced continuously as it is being flushed;

> alternatively whether salinity is being produced continuously at the same time as it
is being flushed.

For these reasons, it was inappropriate to continuously adjust these model constraints to
achieve consistency. There would be many valid solutions that match both physical and
chemical information. Instead, the approach adopted was to consider a possible scenario for
- the characteristics of the flow system and then to evaluate whether or not this is self-
consistent (and hence possibly correct) or inconsistent (and hence incorrect).

The evaluated scenario was that the area was initially uniformly saturated with seawater and
then subsequently flushed by meteoric water. The rock permeability remained the same as the
present throughout the flushing. Similarly, driving head gradients were similar to the present.

An important result from the modelling is that this scenario is inconsistent and must be
rejected. The work has therefore resulted in a reduction in the number of valid scenarios.

The Na-Cl dominated water in the south of the area is chemically very different from
seawater. However, it is possible that initially there was a component of seawater salinity that
was then modified by water/rock interactions. In this case it is most likely that the water/rock
interactions occurred after or during dilution of the original seawater salinity.

Groundwater flow modelling is reported in detail in Part 2. The present part of the report
considers the coupling between the flow and chemical reactions.

The coupled models show that hydraulic parameters similar to the present (similar to the base
cases in Part 2) would cause groundwater salinity to be flushed within around 15,000 years.
This result is inconsistent with the conceptual model, since seawater has clearly not entered
the area within this time scale. However, the modelling also shows that variations to head
gradients within reasonable limits and/or variations in the representation of the rock mass
could lead to the salinity being preserved for much longer, even to a time scale of several 10’s
of millions of years.

The CO, fugacity could potentially be buffered by pH-independent reactions. It -can be
envisaged that as temperature increases along a flow path, the CO, fugacity will also decrease,
owing to the water moving progressively towards equilibrium with higher-temperature
mineral assemblages. There is no need for pH to be an independent variable that controls the
fugacity of CO,. :

On the other hand, pH could also be controlled by progressive reactions with one or more of
the minerals in the rock. Reaction with feldspar to produce clay minerals such as kaolinite or
montmorillonite would consume H, leading to an increase in pH. However, at the low
temperatures of the present groundwater system, this process would probably not reach
equilibrium.

Kinetic models are required to explain the progressive evolution of pH and PCO,. When
uncertainties are taken into account, the kinetic model results with Raiden are consistent with
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pH increasing and PCO, decreasing along a flow path as residence times increase. This result
is also consistent with the correlation identified by Arthur (2003) using site data.

The observed ranges of pH are not reproduced very well by the model. This may be due partly
to an inaccurate representation of secondary clay minerals which in turn is partly due to
uncertain kinetic data for these minerals.

Kinetic simulations suggest that if fresh granite is recharged, reducing conditions would- be
attained very rapidly, within a few 10’s of metres of a recharge zone. However, this is due to
the rapid reaction of the biotite, which is rapidly consumed. The actual depth of penetration of
the redox front at any time will be controlled by the amount of biotite present in the rock.

In the coupled simulations, this redox front migrated through the rock up to several orders of
magnitude slower than the migration of the mixing zone between fresh and saline water.
However, there is an inconsistency between the observed and modelled penetration of
oxygen-bearing water during the time taken to flush the saline groundwater from the system.
The model predicts that oxygenated water would penetrated much more deeply into the
groundwater system than is in fact observed. This result suggests one or a combination of the
following: ‘ .

e the hydraulic properties of the rock mass are represented.incorrectly;

* the amount of oxygen in the water recharging the granite is actually lower than modelled
(the model assumed atmospheric equilibration);

» the groundwater fluxes were actually lower than modeled (implying lower driving head
gradients than modeled). -

The modelling suggests that replacement of calcic feldspar by clay minerals could be
significant. This process could lead to a reduction of pH which could cause calcite to form.
However, calcite would form in only very small amounts and could, under some
circumstances, dissolve again soon afterwards.

Variations in mineralogy are not predicted to cause a large change in the overall porosity of
the groundwater system.

The concentration gradients of dissolved species would depend upon whether or not seawater
is being flushed and upon dispersion. However, these processes would have only limited
effects on the abundances of minerals. In contrast variations in temperature gradients have a
relatively large effect on the abundances of secondary minerals, but a less significant effect on
concentration gradients of dissolved species. Within a reasonable range of temperatures, the
sequence of mineral formation would show little change, but the abundances of the secondary
minerals would change.

6.2 Implications for integrating hydrogeological and geochemical interpretations

The work has several generic implications for integrating hydrogeological and geochemical
interpretations. - '

e Palaeohydrogeological information is essential to interpret the initial boundary conditions
to be used.

e Even if there are large uncertainties in both hydrogeological characteristics and
geochemical parameters, useful insights can be gained by developing and testing
scenarios for the possible evolution of the groundwater system.
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The most appropriate approach is to construct a series of computer models that
investigate different aspects of coupling, and then to evaluate the degree to which the
results of these models are consistent with one another.

- Even though available computer codes allow coupling of many processes to be simulated,
it is inappropriate to aim to construct a single, fully-coupled model for groundwater flow
because: '

> a great deal of computation time is required, which prevents adequate evaluation of
uncertainties;

> there are many uncertainties that are often inherently unquantiable;
> the spatial distribution of site data is usually inappropriate for direct comparison

with the results of such a model (e.g. in the present work, no single predicted flow
line passed through several boreholes).
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Part 2: 2D and 3D coupled models of salinity distributions
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7 Introduction to coupled modelling of salinity distributions

7.1 Framework

This part of the report describes work done by ENVIROS-Spain for the project ‘Development
of a coupled geochemical/hydrogeological model of the Tono area (hydrocoupling)’, under
subcontract to Quintessa, K.K. for the JNC Tono Geosciences centre. The project aims at
integrating the current knowledge of the geochemistry of the Tono area with the results of the
hydrogeological investigations. It is intended that the results serve for methodological
purposes in the context of PA exercises during the site investigation/selection for deep
underground storage of radioactive waste in Japan.

A particular issue of the Tono area is the presence of salty water at considerable depths (>500
m) in certain boreholes. One of the tasks of the projects is to develop a conceptual
understanding of such water. Such conceptualisation should be supported by a numerical
model.

7.2 Scope and Objectives

The objective of this part of the report is to propose hypotheses and/or conjectures after a
short discussion on the potential origins of salinity in groundwater in Tono, and to test one of
these hypotheses/conjectures by means of a numerical approach.

To fulfil this objective, a methodology is proposed.

7.3 Methodology

First, the chemical composition provided by the client, essentially the file
‘Table_gwchem_ver_up.xls’, was reviewed. Data in this file have been checked and analysed
to highlight potential explanations for the salinity.

The most significant contribution of ENVIROS-Spain to the project has been the numerical
modelling of one of the plausible origins of salinity, which is seawater flushing. For this
purpose, targeted numerical models at different scales are presented.

7.4 Stfucture of the document

Section 8 contains the description of some potential sources of groundwater salinity based on
the data provided by the client. Since one of these possible sources is Tertiary seawater, when
the sedimentary cover of the Toki granite was formed, numerical modelling of the evolution
of this salinity has been performed. This is described in Section 9, where the specific
methodology aimed at producing the detailed and regional models is presented. The
discussion the modelling results is further expanded in Section 10, where they are placed in
the framework of the project and in the light of PA exercises. Finally, some conclusions from
the project of a methodological and targeted nature are outlined in Section 11 along with
some recommendations.
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8 Review of existing information

8.1 Existing chemical data

The first step of the methodology followed involved reviewing the chemical composition
provided by the client, essentially the contents of the file “Table_gwchem_ver_up.xls’. Data
in this file have been checked and carefully analysed to highlight hydrogeochemical processes,
i.e. plotting some components against other analytical data (isotopic, depth, etc.). The
following section illustrates the most significant results.

8.2 Analysis of information

Figure 34 shows that most of the registered temperatures lie in a trend consistent with a
normal geothermal gradient (30°C km™"). However, some samples deviate from this behaviour.
One group of samples have a lower temperature than that corresponding to this geothermal
gradient: they are surface waters (river waters) which have temperatures that vary according
to seasonal changes. The other group of samples have higher temperature values: they are
sampled from deep boreholes and their high temperatures (up to 32°C) can only be explained
by means of an underground heat source. While this may or may not be significant for the
study, the fact that most groundwater temperatures fall in a normal geothermal gradient shows
that the thermal source is either far from the sampling points, or that there is a high renovation
rate with cold (meteoric) water.

Chloride content vs. depth could eventually show whether there is a clear origin of salts with
depth. Actually, Figure 35 shows that in some cases there is such a trend (borehole DH-12)
but it also shows that there are many other sampling points at lower depths displaying higher
chloride contents than DH-12. In fact, several uranium exploration boreholes show chloride
contents in the same range or even higher than the deepest samples from DH-12. Apparently,
such boreholes are drilled in the sedimentary cover of the Toki granite.
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Figure 34. Temperature vs. depth graphic for samples from the Tono area. Note that the
origin of Onsen samples is from uncertain depths in deep boreholes.
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Figure 35. Chloride content (log scale) vs. depth in the Tono area.

Other relationships that are usually useful for discerning the origin of groundwater and its
salinity are the stable isotopic ratios (Figure 36) and bromide/chloride ratios (Figure 37).

Figure 36 shows the stable isotope composition of waters of the area (rain and groundwater).
For comparison, the seawater composition has been plotted. This figure shows that while the
rainwater extends over 6 and 60 units of '®0 and D respectively, groundwater samples are
concentrated over a 2 and 20 units interval, but within the same range of values as for
rainwater. Such a range of concentrations favours a meteoric origin for the groundwater, but
the seawater component lies much further away.
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Figure 36. Stable isotopes plot. Blue diamonds are rainwater analyses. The black dot is the
seawater composition and coloured circles are groundwater samples from the Tono area. The
dashed line with a corresponding equation is the regression of the rain water samples and the

solid line is the relationship for Japanese meteoric water (Sheppard, 1986).
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Finally, Figure 37 displays the available bromide / chloride analyses. The highly linear
regression coefficient points to a common origin for the salinity of all samples. For
comparison with the conjectured origin of these conservative components, we plot the
dilution line of seawater, which results from proportional dilution of seawater with chloride
and bromide contents of 19,350 and 67 ppm respectively (Drever, 1997). The difference
between these lines - seawater dilution line and samples’ correlation line - is further discussed.
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Figure 37. Chloride vs. bromide plot. The dashed line is the regression line for all available
samples, whereas the continuous line represents seawater dilution.

Interpretative salinity contour lines are presented in Figure 39, together with some additional
geological and hydraulic information.

8.3 Potential sources of groundwater salinity

The presence of salty water in the Tono area is indicated by samples taken from selected
boreholes. Furthermore, anomalies in salt content are also displayed by a hot ‘spring’ in the
area, in which the water is supplied by a deep borehole. The origin of water with such a
composition is suggested to be:

*  Residual seawater with a composition modified by water-rock interactions.

e Water rock interaction in an area of small water renovation close to a discharge zone
(Toki river). '

*  Magmatic origin.

The first hypothesis is partially supported by carbon and oxygen isotopic data from calcite
fracture fillings. While these data have not been used directly in the present interpretation, it
is likely that during Miocene times, seawater intruded the Toki granite. However, the present
samples indicate that the groundwater composition clearly departs from that of a water of
marine origin. That is, if marine water is present, both the chloride/bromide plot and the stable
isotopes would indicate it to be the case. In fact, Figure 36 and Figure 37 show that
groundwater samples displaying a relatively high salinity do not have a clear link with present
seawater composition, but this hypothesis deserves further consideration.
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The second hypothesis can hardly explain the relatively high salinity observed. It is difficult
to propose a mass balance in a system that by simple water — mineral weathering could
explain chloride contents as high as determined in DH-12. Favouring this hypothesis however,
is the fact that residence times might be long, since it is a discharge area close to a low
groundwater renovation zone.

The third hypothesis is favoured by the fact that several hot springs exist in the area —at least
seven spas are located in an area smaller than 10 x 10 km, which is the scale of the domain of
some hydrogeological models-. It is well known that during magmatic crystallisation at depth
high-salinity fluids are formed by the so-called secondary boiling process (Burnham &
Ohmoto, 1980; Burnham, 1997). These brines usually stay in the upper part of the intrusive
body and rarely migrate from this point due to their high density (Giggenbach, 1995; Roedder,
1984; Sasaki et al., 1998). Such fluids may become mixed and diluted by fresh water (Henley
et al., 1984; Giggenbach, 1995, 1997; Mahon et al., 2000; Evans et al., 2002), which
topographical driving forces cause to circulate down to depths of generally less than 1 km.
Deeper than this threshold, topography or gravity driven flow may become negligible against
density or compaction driven effects. Such dilution of magmatic waters, which leads to an
increased salinity and temperature of meteoric waters, has also been observed in other areas
of Japan (Shinohara et al., 1993; Sturchio et al., 1996).

A fourth explanation combines the most plausible hypotheses. In this case, observed salinities
are mixtures of different proportions of salinity of different origin. Checking all the
hypotheses in a quantitative manner falls beyond the scope of this project. Instead, the
following sections are devoted to verifying or rejecting the first hypothesis, a potential ocean
water origin for salinities detected in the Tono area.

9 Modelling of salinity flushing

This section deals with the performance of the models aimed at simulating the flushing of
seawater from the domain of interest. The tasks progress from defining the objectives and
approaches to the models produced: from 3D regional scale (some 35 x 35 x 10 km)
groundwater flow to 2D local (9 x 3 km) variable density groundwater flow and solute
transport models. The results are compared with existing data when available, and discussed
in the context of the project and with the existing geochemical information presented in
Section 8. Sensitivity analyses are also performed and discussed.

9.1 Objectives

The objective of this modelling exercise is to provide quantitative evidence of the likelihood
that current salinity detected in the boreholes of the MIU site and surrounding areas, could or
could not have a seawater origin.

9.2 Approach: from regional to local scale

We attempt to model the impact of the regression of ocean water that once covered the Tono
area and the NCS during the Tertiary period. To do so, the uplift of the modelled area, the
variable position of the coast line and consequently, the variable recharge rate over geological
time needed to be considered. A consistent model that accounts for these processes needs to
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incorporate realistic data on their values and variability and also, the modelled domain should
extend from the present coast position to the MIU site and surrounding areas. This certainly
would have been a challenging activity, and approaches should have followed those that have
been employed to simulate groundwater flow in evolving basins (Mailloux et al., 1999; Wieck
et al., 1995; Toupin et al., 1997 among others), where the natural boundary conditions can be
changed according to known geological processes. However, it should be kept in mind that
the target salinity samples are located in the sedimentary cover above the Toki granite and in
the Toki granite itself. Therefore, such an extended model domain is simply not suitable for
our purposes.

Hence a more restricted model around the area of interest is preferred, and the effects of the
important processes mentioned above are taken into account in a lumped manner in the
sensitivity analyses.

The restricted model in the area of interest is depicted in Figure 38. Such an area is considered
suitable since it contains the main natural hydrogeological boundaries that currently affect the
groundwater flow pattern in the vicinity of the NCS. At this point it should be noted that the
available head values for the project (from files Hydraulic_test DH.xls and Head 2.xls
provided by the client) have been displayed in a cross section to gain some knowledge of the
natural groundwater flow trends in the area. However, no clear trends are visible (Figure 39).
Hence, we opted for a homogeneous domain, with flow boundaries far enough from the NCS
site that they do not have a huge impact on the calculated values. This model was primarily
used to define the local boundary conditions for groundwater flow.

A second, more restricted 3D model domain was selected in the vicinity of the NCS site
(Figure 38) with the flow boundaries and initial conditions extracted from the regional model.
Both models were performed at steady-state. The second model was more refined, and
contained relevant information such as the sedimentary layers and the Tsukiyoshi fault. Also,
the hydraulic conductivity of the granite and the sedimentary layers was considered to be
anisotropic.

Despite the possibility of the code to cope with the selected model domain in 3D, in fact the

problem could easily be represented in 2D. The advantages of such simplification are mainly
connected with mesh definition (it can be more refined) and also of a computational nature.
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Figure 38. Selected model domain for the regional flow model in plan view (blue contour). In
yellow, the local domain is also displayed.
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Figure 39. Cross section with head values and chloride content contour lines at selected

boreholes.
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9.3 Regional flow model
9.3.1 Conceptual model

The conceptual understanding of the model developed at a regional scale, which is based on
scarce hard data with which to constrain model zones and parameters, is quite a simplification
of reality. Hence, we opted for a fully saturated homogeneous and isotropic domain, where
recharge occurs on the top with values according to data provided by the client (file
balance_moni.xls) and discharges in naturally occurring discharge zones (present rivers). It is
noted that from now on the boundary conditions as well as the models’ parameters are kept
constant through each simulation performed —they do not vary during one simulation-, and
they are consistent with currently measured or estimated values. It is likely that such
conditions, especially the boundaries, have changed during geological times. However, this is
not explicitly considered in the calculations.

9.3.2 Domain and dimensions

Figure 38 shows the domain of interest for the regional model in plan view. It is worth
noticing that it extends from Mt. Kasagi to the most important rivers, since they are
considered to be important zones of recharge and discharge respectively. In addition, Mt.
Kasagi exerts a control over the head distribution as far as the NCS. The site falls between the
two main rivers of the area, but in the Toki river basin. Hence it is important to constrain the
model in order to obtain local boundary conditions that are as realistic as possible.

The initially discussed dimensions (35 x 35 km in plan view) have finally turned out into 40 x
30 km, which is suitable for our purposes.

While the limits in plan view are supported by hydrogeological evidence, the bottom
boundary is relatively arbitrary. Given that the depth of interest is restricted to the upper 1000
m, we opted for an extension down to 10 km. Hence, the modelled domain has an
approximate volume of 12000 km’.

9.3.3 Mesh

The regional groundwater flow model has been solved by the finite element (FE) method.
Hence, a 2D mesh was created and refined to conform to the zones of interest, and was
extended to depth, forming prisms in layers of variable thickness. The GMS v3.1 package
(EMRL, 2001) has been used to create the mesh and the model has been solved with the code
FEMWATER v3.0 (Lin et al., 2001).

Figure 40 shows the 2D mesh used with the local scale area of interest around the highlighted
NCS. It should be noted that the extreme refinement in the centre results in more exact values
being calculated, which permits their export and solution with a transport code. Such a mesh
contains explicit nodes that follow the Mt. Kasagi and Toki and Kiso rivers, and which are
considered to be boundaries of the domain.

Figure 41 shows the extension of the 2D mesh to depth. Note that the height of the prisms
increases with depth to permit a higher definition close to the area of interest.
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Figure 40. Plan view of the 3D finite element mesh used for the regional modelling (40 x 30
km) including Mt. Kasagi and the main rivers used as head boundary conditions (red circles).
Note the refinement around the NCS.

Figure 41. 3D mesh-of the regional-model (30x40x10 km). Note that the model is
homogeneous.
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9.3.4 Boundary conditions

The external boundary conditions of the domain have been taken to be prescribed flows at
most of the nodes. Given that the domain satisfies the watershed divisions, this flow is nil at
. the lateral nodes. The external nodes that correspond to the Kiso and Toki river basins, have
been assigned prescribed head values equal to 10 m below the corresponding elevation. The
distance from these nodes to the NCS prevents major effects due to the arbitrary choice of the
value. Nodes of the bottom face are also of prescribed flow, which are equal to zero. The
nodes of the top face have been assigned a prescribed flow equal to the recharge (initially 250
mmy'), exceptions being made at the Kiso and Toki river nodes, which are of prescribed head,
equal to the elevation. It should be noted that to permit mt. Kasagi to control the flow in the
area, few nodes have been assigned prescrlbed heads equal to 10 m below the corresponding
elevation.

9.3.5 Parameters

As mentioned in the conceptual model, the block has been considered as homogeneous and
isotropic. Thus, the selected initial hydraulic conductivity falls in the range of values provided
by the client. This value was 5.787-10° ms™.

9.3.6 Results

Figure 42 and Figure 43 show the head results after some calibration on the hydraulic
conductivity and recharge values. They have been finally selected as 5-10 md™ (5.787 x 107
ms”) and 125 mmy" (3.96 x 10° ms™) respectively and remained unchanged. Figure 44
shows the computed vs. measured head values of some key boreholes in the area. In spite of
some values departing notably from the measurements, there is a remarkable correspondence
for a such a simplistic model (homogeneous and isotropic), especially in the boreholes near
the NCS (DH-9 and DH-11). This provides confidence in the initial values used for the local
models as well as the boundary conditions.
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Figure 42. Head contour map of the regional flow model. The line depicts the position of the
cross section shown in Figure 43.

5

Figure 43. Steady piezometric head computed for the regional model (for a Toki River-
transversing cross-section). The rectangle shows the area of interest in the local model.
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Figure 44. Computed vs. Measured head values (m.a.s.l.) of some of the relevant boreholes
in the area. Note that in spite of some values departing by more than 20 m from the measured
values, data from boreholes close to the NCS (DH-9 and DH-11) are reasonably reproduced.

9.4 Local 3D models

3D models at the local scale comprise groundwater flow-, variable density flow- and solute
transport models. The first two have been performed to produce initial conditions for the last
one. Due to the highly non-linear character of the problem and difference from conventional
groundwater flow and solute transport models, variable density problems need to define the
initial conditions more precisely, otherwise the risk of non-converging solutions is high.

9.4.1 Domain and dimensions

The domain of the local model has been carefully selected in order to obtain not only natural,
but sensible boundary conditions for the variable density modelling. It should be noted for
instance, that prescribed head boundaries are not suitable in variably density problems, if
concentration is expected to change along them, since pressure will change during the
simulation according to the change of concentration. Hence, based on the results of the
regional flow model, all lateral and bottom faces have been selected to match a nil flow Base
Case (BC). The domain extends from the watershed division between the Toki and Kiso
rivers (North) to the Toki river (South). Lateral limits are coincident with flow lines. The
bottom face is planar and located some 3 km below the topographic surface. The resulting
block is of some 9 x 6 x 3 km.
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9.4.2 Mesh

The code used to solve for the flow was FEMWATER while solute transport problems were
solved using SUTRA (Voss, 1984). Both codes are based on the FE method. However, in
contrast to FEMWATER, which was used for the regional flow model and for flow
simulations, the elements in SUTRA need to be either quadrangular, in the cases of 2D
problems, or hexahedrons in 3D. Hence, the mesh needed to be different to a locally refined
version of the regional one, which used triangular prisms. At the local scale, the mesh was
suitable to include zones of different parameter values from the granite ones, such as the
Tsukiyoshi fault or the sedimentary layer. Figure 45 shows the block mesh, in which the fault
and the sediments are displayed explicitly. The total number of elements and nodes is 7488
and 8778 respectively, which is a compromise imposed by the capabilities of the code and the
_duration of the runs. Such mesh dimensions did not permit, for example, a proper refinement
at the discharge boundary in the Toki river. If the number of nodes was to have been
maintained and a refinement included, then larger elements would have been needed far from
such a boundary to compensate for the extra refinement. It should be noted, however, that the
problems — parameters, mesh, stepping, etc. - should be posed so as to conform to the Courant
(C) and Peclet (Pe) numbers: '

)

where q stands for the Darcy flow, AL is the nodal distance in the flow direction, ¢ is porosity,
Dm is the matrix diffusion term and oL is the longitudinal dispersion length. Usually, the
term ¢ Dm can be neglected and the Peclet number is defined as.

Pe=iA£

% | ®)
Traditionally, an upper bound is imposed to this ratio to ensure stability:
Pe=2 9
The Courant number is defined as:
clala

pax (10)

where At is the time step selected for calculation (time interval) and Ax is the mesh size
(similar to AL).

And the classical stability condition is:
C=1 - (11)

Hence, large elements would need extra large dispersion coefficients to conform to the Peclet
number, which in turn would have made transport by dispersion dominant over transport by
advection or originating in density effects. Also, while the 2D solver of SUTRA permits the
use of highly irregular meshes, the 3D solver does not permit the use of highly irregular
quadrangular prisms. Thus, the mesh depicted in Figure 45 was the best solution to conform
to the requirements of the project.
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Figure 45. 3D mesh at local scale. Note the presence of the sedimentary layers on top,
conforming to the mapped outcrops and the presence of the Tsukiyoshi fault. Also, the top
altitudes correspond to the topography.

9.4.3 Boundary and initial conditions

Lateral and bottom faces were defined to have prescribed flows equal to zero. The reason was
the resulting head distribution after regional simulations. Water entered into the domain
through the top face with a prescribed flow value of 12.5 mmy™ (recharge).

The recharge value provided by the client was initially 250 mmy™. We contended that such a
value was very high for the present precipitation occurring in the area, which is 650 to 700
mmy'. Hence this value was reduced by a factor of half. It is not likely, however, that such
water enters into the whole rock formation; rather, most of the infiltrated water in granite
environments flows through the upper, weathered rock layer and only a very small proportion
enters into the deeper rock mass (Carrera et al., 1996, 1997, Guimera et al., 1997). Also,
given the nature of the simulation, with constant recharge during the simulation, an averaged
value, lower than the present one, was preferred. An order of magnitude lower was chosen
because, although uncertain, it still permits the simulation results to be calibrated to lie within
the range of measured head values, with the hydraulic parameters employed lying within the
same orders of magnitude as the measured conductivities.

The recharge value (R;) was distributed homogeneously and was proportional to the areas of

the elements related to a given node, since SUTRA uses the recharge condition as a
prescribed nodal flow:

80



R;=0.25'* Y a; ' , (12)

Where r is the recharge value [L/T] and a; is the area of each element (irregular polygons)
associated with the node i computed as follows:

a; =abs [(Xo — X1)*( Yo — Y1)+ (X1 = X2)*( Y1 = Y2)+ (X2 — X3)*( y2— ¥3)
+ (- X) X (¥3-¥0)] /2 13)

X; , i are the coordinates of node i (i =1,4 in adjacent order)
The concentration of dissolved solids in the recharge water was set to zero.

Nodes corresponding to the intersection of the lower end of the top face and the
corresponding lateral boundary, the Toki river, were given prescribed head values,
corresponding to the topographic elevation. Hence, water enters the domain through the top
face and leaves the domain through this string of nodes.

Initial conditions for flow were those resulting from the regional flow simulations. In the
transport simulations, the concentration was set equal to 20800 mgl™ CI" which is the present
day concentration of chloride in ocean waters. Given that transport simulations were of
variably dependent density, initial pressure at each node for such simulations was corrected
for density according to: :

Pi=pgh (14)

The salt water density being 1027 gl

9.4.4 Parameters

On the one hand, the pafameter values were selected to be consistent with the regional model,
which is the result of a given combination of recharge and a value which falls in the range of
K values for the region. On the other hand, the local 3D model includes the top sedimentary
layer and the Tsukiyoshi fault. Initially, the parameter values were those shown in Table 20.

Table 20. Initial hydraulic conductivity values for the 3D local model. Note that the K in the
granite is reduced with respect to the regional model proportionally to the reduction in

recharge.
Material Ky (ms™) K,,(ms™) K, (ms™)
Tsukiyoshi Fault 5.788x10° [5.788x10° [5.788:10”
Sedimentary rock 5.788-10° 5.788x10° [5.788x10°
Granite rock 7.810x107 [7.810x107 . [7.810x 10"

9.4.5 Results

Both the parameter values and the recharge BC were “tuned” (manually calibrated) to obtain a
reasonable reproduction of the measured heads in borehole DH-9, which is a deep borehole
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located in the center of the target area. Figure 46 shows the calculated vs. measured values
and Table 21 the resulting values after calibration.
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Figure 46. Calculated vs. measured values for borehole DH9.

Table 21. Initial and final parameter values of the 3D local model. Units in m and sec.
Granite Fault Sediments

Kx ini 7.810x 107 5.788 x 10” 5.788 x 10°®
Kx fin 7.810 x 10 5.788 x 10° 2.890x10°
Ky ini 7.810 x 107 5.788 x 10° 5.788x 10"
Ky fin 5.670x 10° 5.788 x 10” 2.890x 10°®
Kz ini 7.810x 107 5.788 x 10” 5.788 x 10
Kz fin 7.810x 10° 5.788 x 10” 5.780 x 10”
¢ 1x10” 1x10” 2x 10"

aL 1x10° 1x10° 1x 10°

aT 10 10 10

Despite the uncertainty of the K value for such a “homogeneous” model, which is highly
conditioned by the recharge value, an outcome of this model is the convenience of using an
anisotropic value of K, which points to a lower K value in the Y direction compared to the X
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direction. This is coincident with the direction of the Tsukiyoshi fault. That the Kz is equally
low, suggests that the K distribution with depth might spread over very low values.

Transport simulations with this model were performed over a simulation time of
approximately 30000 years. Time discretisation, the variation of At within the simulation time,
progresses from 0.1 years at the beginning, up to 500 years after 1000 years of simulation.
Such progression in the time intervals is promoted to speed up the CPU times. It is important
to note that such stepping is problem dependent.

Despite all precautions, the combination of large elements and reasonable dispersion
coefficients and likely large At, lead to some numerical instability during the simulation. Such
instabilities are evident at the end of the run. It is worth noticing that instabilities tend to
speed up the rate of flushing. Having found it difficult to increase the size of the problem or
its duration, this prompted us to explore the possibilities of the 2D simulations.

Despite the difficulties, it is worth noticing that the flushing of the domain is almost
accomplished a long time before the end of the simulation (30000 years) and that a residual
corner of salt water is left, due to the nature of the problem (the lowest renovation area).

9.5 Local 2D model with variable density

An outcome of the 3D local models with variable density was that the size of the problem
required a much more refined mesh than that used and likely, the results were being affected
by such restriction. Also, as depicted in the previous section, the 3D domain was selected in a
~way that could easily be reproduced in a 2D section (from the watershed division between
rivers beyond the Toki river). Hence, a 2D section has been selected to model the salinity
flushing at a local scale. The base case is described below and the sensitivity analyses are
explained in the next section.

9.5.1 Domain and dimensions

The model domain is a cross section located in the vicinity of the NCS that is coincident with
the regional groundwater flow direction returned by the regional and local 3D flow models.
Figure 47 shows the position of the section in the overall context of the area of interest. It
extends from surface to -3000 m.a.s.l vertically and from the watershed division between the
Toki and Kiso rivers to the entire Toki river valley. Thus, the main discharge of the model
domain is the Toki river and discharges from both sides: North and South. The longitudinal
extension is of some 10 km.
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Figure 47. Location of the 2D section.

9.5.2 Mesh

The mesh has been structured to conform with the geometry of the sediment layers (upper 200
m when present) and with the presence of the Tsukiyoshi fault. The dimensions of the 2D
domain permit a proper refinement close to the target areas with a reasonable problem size:
the total number of elements and nodes is 3594 and 3785 respectively. The sedimentary cover
is represented by 5 layers of elements, which will reproduce the flushing of the initial salinity
in a more consistent manner than in the former 3D model. The mesh is depicted in Figure 48,
along with the distributions of the different materials considered.
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Figure 48. 2D mesh used for the variable density dependent problem. Note the location of
the different materials and the position of “observation” points along the domain, which will

9.5.3 Boundary and initial conditions

Lateral and bottom boundary conditions are of prescribed flow equal to zero. The recharge
occurs on top of the domain (the upper string of nodes) according to the equation (12) with
the value discussed in Section 9.4.3 (12.5 mmy™). Concentration of chloride in recharge water
is zero and the initial pressure conditions are provided by the steady state with pressures

according to the fluid with corresponding ocean salinity.

9.5.4 Parameters

Initially, parameters selected for the base case were in agreement with those resulting from
the local 3D models. No calibration was performed in this case, and porosity was assigned to

be used to show the evolution of the salinity along the runs.

be 0.01 in the granite and in the fault and 0.2 in the sedimentary cover (Table 22).

Table 22. Parameter values used for the 2D base case. Values in m and s.

Granite Fault Sediments
Ky 5.670x 10° 5.788 x 10° 2.890x 10°
Kz 7.810 x 10 5.788 x 10° 5.780 x 10”
o 1x10° 1x 107 2x107
aL 1x10° 1x10° 1x10°
aT 10 10 10
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9.5.5 Results

The results of this run are shown on a plot of relative concentration evolution with time at
selected nodes (Figure 49) and some selected cross sections of concentration at different times
during the simulation (Figure 50).

Considering the nature of the problem, the simulation times were initially selected to be 10°
(1M) years, in order not to restrict the salinity flushing by the duration of the run. It is clear
however, that complete flushing is achieved much earlier. In fact, with the exception of MSB-
¢, MSB-a and Toki, the observation points achieve 80% of flushing after 5000 years and
complete flushing at 10000 years. MSB-c is located in an area of highly active flow and hence,
achieves complete flushing much earlier than the rest of the domain. In contrast, the points
located below the Toki river and MSB-a are in a slow flow-renovation area, and salinity is
displaced more slowly than in the rest of the domain. '

Figure 49 illustrates that those granitic zones in the upper part of the domain are flushed very
effectively due to the combination of both high conductivity and low porosity. In contrast, the
sedimentary cover is flushed more slowly than the granite, which is consistent with the
parameters assigned to this material. The observation points situated 1000 m deep, however,
achieve the same flushing rates as the sediments at a later stage. This is due to the fact that the
fresh recharge water moves below the sediments following a tongue shape as shown in Figure
50, and the original salty groundwater in the deep granite is only replaced when almost
complete flushing is achieved above it. As a matter of fact, both the results of the 3D model
and the 2D cross sections are consistent and show the same buoyancy effect.

An additional effect that it is worth mentioning is that the flushing of the sediments is
enhanced when fresh water is underneath them. The density difference between the “native”
water of the sediments and the water recharging through the granite enhances the movement
of the former, which in any case is mainly promoted by the recharge water.

It is also worth noticing that the presence of the Tsukiyoshi Fault, although relevant for the
flow conditions, is not important for the flushing of the salinity, at least for very long time
scales.

In general terms, it could be concluded that the results obtained from the 2D model are
consistent with the conceptual model and it was justified to give priority to this model rather
than the local 3D model.

A general result from this run is that in fact, with the restrictions of this model, complete
flushing is achieved at depths of 1000 m in 10,000 years, regardless of the parameters or-
materials. If such boundary conditions and material parameters have prevailed for geological
times, the present salinity would certainly not be consistent with a marine origin.

The next section further explores such a possibility. A sensitivity analysis was carried out and
involved changing model parameters and boundary conditions (recharge).
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Figure 49. Concentration evolution within time of the selected observation nodes depicted in
Figure 48.
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Figure 50. Concentration over the entire section at selected times. Note the tongue shape of
the fresh recharge water underneath the sediments. Concentration in gl™.

9.6 2D sensitivity analyses

This section explores the response of the model to changes in fundamental parameters and
boundary conditions. Given that the ocean regression and continental emersion is not
explicitly modelled, conditions are given to impose flow velocities that are more slowly than
the base case presented in section 3.5. It should be kept in mind though, that the recharge
value of 12.5 mmy™' which was used in the base case is uncertain.

9.6.1 Cases
Cases have been structured to test the influence of changing the main parameters used in the
base case presented in the former section, 9.5. Table 23 shows the cases tested and the

changes introduced

Table 23. Summary of the cases used in the sensitivity analyses

Case Changes in hydraulic conductivity Changes in recharge
6 = Base case Base case x 0.1

7 = Base case Base case x 10

8 Base case x 10 = Base case

9 Base case x 10 Base case x 0.1

10 Base case x 10 Base case x 10

11 Base case x 0.1 = Base case

12 Base case x 0.1 Base case x 0.1

13 Base case x 0.1 Base case x 10

14 Sensitivity to dispersion lengths = Base case
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9.6.2 Results

The results for each case presented in Table 23 are summarised below. Some of the cases did
not converge or showed strong numerical instabilities, which prompted us to reduce the time
stepping of the calculation, thus conforming to the Courant number (equation (10)). By doing
so, the CPU times were increased, making the full run to times of geological significance
prohibitive.

Case 6

This case illustrates the effect of reducing the recharge by an order of magnitude. Strong
numerical instabilities are observed, which has been solved by reducing the time stepping (At)
with respect to the original distribution by a factor of 100.

The four plots of Figure 51 show a behaviour that, while resembling the base case, have
curves that are shifted to the right one order of magnitude (the flushing takes longer).
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Figure 51. Breakthrough curves for the case 6 using four different sets of At.
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Figure 51. Continued.
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Case 7

This case is opposite to the former, in that the recharge has been increased an order of
magnitude with respect to the base case. Consequently, complete flushing is accomplished
approximately 10 times earlier than in the reference case (Figure 52).
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Figure 52, Breakthrough curves for the case 7.
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Case 8

Hydraulic conductivities of the 3 different materials have been increased by an order of
magnitude, while keeping the recharge as in the base case. Note that in spite of reducing the
time stepping by a factor of 1000, a couple of points (perhaps 3, including MSB-b) show a
behaviour that can be considered unstable (Figure 53, top). Note that the velocity distribution
prevents complete renovation in the deepest part of the domain (point MSB a; Figure 53,
bottom). We contend that this effect is caused by the increased hydraulic conductivity of the

granite.
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Figure 53. Breakthrough curves and groundwater velocity distribution for the case 8, where

At= base case x 0.001.
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Case 9

In this case, recharge was reduced and conductivity increased both by a factor of 10 with
respect to the base case. It could be expected then, that flushing would take place at a similar
rate. However, this is not the case. Rather, flushing takes longer, caused by the reduction in
recharge (Figure 54).
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Figure 54. Breakthrough curves for the case 9, using three different At.
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Case 10

This case illustrates the effect of increasing both the hydraulic conductivity and the recharge
by a factor of 10. While in general terms the flushing is speeded proportionally in time with
respect to the base case, it is worth noticing that DH-12-c, one of the deepest points, displays
a retarded flushing in the early part of the curve (Figure 55). This is a similar effect to the one
observed in case 8, where the increased conductivity enhances the buoyancy effect of the
recharge water, which is less dense than the salty water in the domain.
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Figure 55. Breakthrough curves for the case 10.

95



Case 11

The same recharge rate has been maintained for this case, and the hydraulic conductivities
have been reduced by a factor of 10. Note that the results are almost equal to the base case
(Figure 56).
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Figure 56. Breakthrough curves for the case 11.
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Case 12

Both the recharge and conductivities have been reduced in this case. In accordance with the
reduction of the recharge, and similar to other cases, curves are shifted to the right of the plot,
since the effective flushing of the domain is retarded (Figure 57). Note that in this case, and in
contrast to cases 8 and 10, no buoyancy effects are noted, since the low conductivity prevents
more effective flushing in the upper part of the domain.
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Figure 57. Breakthrough curves for the case 12.
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Case 13

The result of this case resembles very much case 7, where recharge was increased and
conductivity was maintained equal to the base case (Figure 58).
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Figure S8. Breakthrough curves for the case 13.
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Case 14 Sensitivity to dispersion lengths

Two additional runs under the name of case 14 have been performed to check the effect of the
dispersion lengths on the calculations. The base case parameters and recharge have been
maintained, while the values of the dispersion lengths have been increased by a factor of 1.5
(Figure 59) and reduced by a factor of 2 (Figure 60). No significant differences were observed

at long time scales, although some numerical instabilities were observed when the values
were reduced.
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Figure 59. Breakthrough curves for the case 14 with alL = 150 m and oT = 15.
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Figure 60. Breakthrough curves and velocity field for the case 14 with aL. = 50 m and aT = 5.
Note the change in direction of the velocity vectors.

10 Discussion of the models

The models performed present a set of common observations that are discussed below.

The model is very sensitive to the ingress of water on top, that is, to the recharge. The greater
is the recharge, the more effectively flushed is the salinity. This has been highlighted in
numerous cases of the sensitivity analysis, which is worth exploring in more detail in further
models. Similarly, the model is also sensitive to the increase of the hydraulic conductivity of
the granite, making evident the effect of buoyancy, since the recharged fresh water flows
more effectively through the upper part of the domain. The model is not very sensitive to the
increase of the hydraulic gradient when the conductivity of the granite is reduced.

100



The effect of the hydraulic conductivity distribution on the flushing is relevant though.
Considering the granite as a block, if the conductivity gently decreases with depth, which is a
common situation in this type of media, then higher salinities can be expected in the deepest
parts of the domain than on top. While this origin of salinity has not been supported by the
chemical data, this hypothesis can not be completely discarded.

Summing up all the cases, it can be concluded that in all of them complete flushing is
achieved earlier than 500000 years. This is consistent with some geochemical observations
presented in Section 8, and could also be consistent with some relict salinity in the deepest
parts of the domain. However, while consistent with the conceptual understanding, it fails at
matching the time scales proposed. In other words, the effective flushing is achieved much
early than 1000000 years and hence the present salinity of the sedimentary layer still remains
unexplained with the current model. Figure 61 helps to understand the range of possibilities
explored in a location which is some 1000 m below the NCS.
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Figure 61. Summary of the runs for MSB_a observation point, 1000 m below surface of the
NCS.

It could be contended, however, that the results are an artefact of the recharge distribution
adopted. One could expect that if lower recharge rates are adopted for the sedimentary cover
than for granite, then the salinity would remain for millions of years. In order to simulate this
situation with the model, differences of several orders of magnitude between the recharge
occurring on top of both formations should be adopted, which could be inconsistent with the
natural understanding of hydrologic phenomena.

11 Conclusions from coupled models of salinity distributions

Several models attempting to simulate the groundwater salinity in the Tono area were
developed. The scales of the models ranged from 30 x 40 x 10 km to 9 x 3 km, with different
particular objectives.
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The assessment of current geometry, geochemistry and hydrodynamic properties of the
geological formations in Tono have made evident the presence of salty water at different
concentrations depending on the borehole and depth, which origin is at present uncertain. One
of the potential origins is relict salty water of Miocene age, when the sedimentary cover of the
Toki granite was formed. In order to verify or falsify this hypothesis, the flushing of salty
water has been simulated with a model of quite a simplistic nature. The boundary conditions
were kept constant through the simulation, instead of varying them according to the recent
geological history of the area.

Simulations of variable density groundwater flow and solute transport have been performed
. without geochemical interactions. In order to account for the likely variable distribution of
recharge or hydrodynamic parameters with time, sensitivity analyses were performed to
evaluate the significance of the most sensitive parameters of the model.

The conclusions of such a modelling exercise can be summarised as follows:

All cases performed show a complete flushing before simulation times of 500000 years,
despite the fact that the recharge has been varied from 1.25 to 125 mmy™, and hydraulic
conductivities over two orders of magnitude as well.

Dispersion lengths play a minor role and porosities were maintained during the simulations.

The model is very sensitive to recharge, and less to changes in hydraulic conductivity.
Increasing or decreasing the recharge, changes the flushing regime proportionally. Instead,
increasing the conductivity enhances buoyancy effects or preferential c1rculat10n on top of the
domain. Decreasing conductivity causes little impact on the results

In general terms, the conceptual understanding has been reproduced properly by the models,
and the results show that a seawater origin of the salinity is very unlikely if the model
assumptions are valid.

From a PA perspective, it is fundamental to set up a reliable geochemical model that it is
consistent with the characterisation results and that integrates the PA hydrogeochemical
models. The present understanding of the Tono area needs to enhance the understanding of
the salinity, since it is unlikely that, after the few data reviewed and the modelling performed,
its origin is relict seawater. The role of post magmatic events and origins must be carefully
evaluated. This is important in terms of setting the proper conditions for geochemical stability -
of a potential repository.

It is fair to say that the model exercise was limited in scope and potential hence, the followrng
recommendations should be given priority if future works are undertaken.

*  The flushing of the sediments should be modelled at an appropriate scale.
*  The ingress of water in the model should be changed during the simulation.

* To do so, a proper understanding of the changing rates of the boundary condltrons is
needed (based on an evaluation of recent geomorphology).

*  Several alternative origins to salinity of seawater origin need to be considered, such as
other origins of a geological nature, for example magmatic origins.

*  The possibility that the salinity is a mixture of several components each with a distinct
origin, needs to be considered.
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Part 3: Integrated evaluation of results from 1D, 2D and 3D coupled
models
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12 Approach to developing an integrated evaluation

Evidential Support Logic (ESL) is used to undertake an integrated evaluation of the results
from the 1D, 2D and 3D modelling. The approach is to treat each model’s output as a piece
of evidence for or against the hypothesis that there is a self-consistent understanding of
hydrogeology and geochemistry.

If the evaluated scenario, namely that the Tono area was initially saturated with seawater,
which was then flushed under hydraulic conditions broadly similar to the present, then the
present groundwater system should have certain hydrogeological and geochemical features.
The approach is to evaluate to what extent the various codes can actually reproduce these
conditions, indicating that the underlying understanding is self-consistent. This approach
cannot lead to the scenario being proved, since self-consistency does not in itself prove
validity. However, in contrast, inconsistency would effectively disprove the validity of the
scenario, thereby leading to a reduction in overall uncertainty.

13 Background to Evidential Support Logic (ESL)

The version of ESL used is based on computational methods that were proposed by Baldwin
(1987) and that have since been applied in the petroleum and civil englneermg industries (e.g.
Foley, et al. 1997; Hall et al. 2004). :

An assessment is made of evidence from a number of sub-processes in support of a process of
interest (e.g. Cui and Blockley, 1990; Foley et al. 1997; Hall et al. 1998). Compared to
classical (point) probability theory, ESL has the major advantage that uncertainty in an actual
evaluation of support is taken into account (Figure 62).

The initial step in an evaluation using ESL is to construct a hierarchy of processes (a process
model) to link the process of interest to data or information, usually v1a intermediate sub-
processes (Figure 63).

To evaluate the ‘evidence’ for the process of interest, which is the degree that it is dependable
or not, the extent to which information (i.e. evidence) leads to confidence in the dependability
of each sub-process corresponding to data (i.e. support for the process) is estimated. The
evidence at this latter level is then propagated through the process model (Figure 63). The
evaluation of confidence in each process is made relative to a criterion for the success of the
process.

To represent evidence and propagate the uncertainties, ESL uses Interval Probability Theory.
This theory allows statements of the type: ‘The degree of confidence that evidence supports
the proposition lies between p and p+u’. Here, p is the minimum probability that evidence
supports a proposition and u is the uncertainty in this probability. The minimum degree of
confidence that some evidence does not support the proposition is 1-p-u (Figure 63). In
contrast, the classical (point) probability theory requires that if evidence supports a
proposition with probability p, then the probability against the proposition is automatically 1-
p (Figure 62).

In practice, in ESL the evidence for and against each process corresponding to data is usually
elicited from experts. Linguistic confidence scales are typically used to achieve this goal. For
example, the confidence in the evidence for a process could be expressed using terms such as
‘Very confident’, ‘Confident’, ‘Intermediate’, ‘Not confident’, ‘Not at all confident’.
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In Figure 63 ‘sufficiency’ of an individual piece of evidence or supporting proposition can be
regarded as the corresponding conditional probability. That is, the ‘sufficiency’ of some
process as support for another process is the probability of the latter proposition being true
when the supporting proposition is true and other processes are false. A parameter called
‘dependency’ represents the degree of overlap in the sources of the evidence for the process.
This parameter is introduced to avoid double counting of support from any mutually
dependent pieces of evidence. In addition, a Boolean operator, ‘necessity’ '

Evidence- Ev;::cllcezsmr EVidesnce Against ®  2.value logic leads to false
based 3- o — Shows what is assertions — e.g. lack of
value logic e not known evidence that uplift has not
used by Based on Supporting Based on occurred implies the evidence
ESL Evidence Refuting evidence that uplift has occurred
' Remaining Uncertainty ®  3-value logic differentiates the
. “Remaining Uncertainty” from
Probability of Probability of the “Evidence For” and allows
Classical S . Failure Lack.of knov.vledge better analysis of how to tackle
. //» not differentiated the remaining uncertainty.

2-value logic

Figure 62. Distinction between the ESL approach (above) and the classical approach (below).
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Figure 63. Evaluation of confidence using Interval Probability Theory.

is sometimes used to represent evidence without which the top process cannot proceed. The
values assigned to the ‘sufficiency’ and ‘dependency’ parameters are once again subjective
and are obtained by expert judgment.

Though the structure of a process model is subjective, it enables information from diverse
sources to be integrated and sensitivity calculations performed to assess the relative
importance of different types of information.

14 An evaluation using ESL

The computer code TESLA, developed by Quintessa, was used to construct a process model
to assess the hypothesis that hydrogeological and geochemical concepts are consistent (Figure
64). In this process model, this appears in the top left corner and the supporting information
is given towards the right margin. The processes in this model and their criteria for success
are listed in Table 24.

The information in Figure 64 is also summarised in the ratio plot given in Figure 65. This plot
shows the ratio of evidence for a process divided by evidence against the process on the
vertical axis. The horizontal axis shows the residual uncertainty. Finally, the sensitivity of the
hypothesis of interest to each type of evidence was evaluated using a tornado plot (Figure 66).
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0.3 G=0 8, Evaluating output from coupled flow and chermical models
t:o.nmasvmummwmwmumm&
0.8 E==310, Evahuating cutput from full-coupled fow and salinity ransport models
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Figure 64. An ESL process model to evaluate the degree to which the hypothesis that the
hydrogeological and geochemical concepts are consistent (process 1, top left) is valid.
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Figure 65. Ratio plot corresponding to the process model in Figure 64. The vertical axis
represents the ratio of evidence for to evidence against, whereas the horizontal axis
represents uncertainty.

From this evaluation, the following conclusions can be drawn:

*  The balance of evidence indicates the hypothesis that seawater has been flushed under
conditions broadly similar to the present to be invalid (there is more evidence against
than evidence for the hypothesis), but there is still a large uncertainty (Figures 64 and
65).

¢  The greatest deficiency in the hypothesis is that it cannot explain the time taken to flush
the seawater. The calculated flushing times are generally too fast. Some of the 1D dual-
porosity simulations could explain the actual long flushing time, but this in itself lends
indirect support to the suggestion that the rocks do not behave as equivalent porous
media. This is a contradiction of the evaluated hypothesis.

* There is generally greater uncertainty associated with the interpretation of mineralogical
fronts than with the interpretation of aqueous geochemical gradients.

* There is no evidence that the hydraulic properties of the rock would vary during the
simulated time intervals.
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18. Evaluating time taken to flush seawates in 3D simulations

21. Evaluating time taken to flush seawates in 1D simulations

22 Evaluating safinity gradients calculated in 1D simulations

38. Evaluating chemical gradients calculated in fully-coupled flow and chemical medets

16. Evaluating safinity gradients calcudated in 2D simulations

27. Evaluating cutput from kinetic reaction-path models

37. Evaluating time taken to produce present chemical conditions in fully-coupled flow and chemical modets
10. Evaluating output from full-coupled flow and safinity transport models

35. Evaluating chemical gradients calculated in semi-coupled flow and chemical modets

44, Evaluating output from 10 coupled modetls of redox and safinity variations

19. Evaluating safinity gradients calculated in 3D simulations

15. Evaluating tima taken to flush seawates in 2D simulations

50. Evaluating time taken to produce present mineral assemblages in fully-coupled flow and chemical models
34. Evaluating time taken to produce present chemical conditions in semi-coupled flow and chemical models
30. Evaluating time taken to produce present redox conditions in 1D coupled models of sedox and safinty variations
9. Evaluating output from semi-coupled flow and saiinity transport modets

51. Evaluating mineral ronts calculated in fully-coupled flow and chemical models

31. Evaluating chemical gradients calculated in 1D coupled models of redox and safinity variations

48. Evaluating mineral fronts calculated in semi-coupled fiow and chemical models

26. Evaluating output fiom equiibtium geochemical modets

5. Evaluating output from kinetic reaction-path models

4. Evaluating output from equilibrium geochemical modets

42 Evaluating output from kinetic reaction-path models

47. Evaluating time taken to produce present mineral assemblages in semi-coupled flow and chemical models
7. Evaluating output from 1D coupled models of redox and safinity variations

41. Evaluating cutput from equiibrium geochermcal models
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Figure 66. A tornado plot showing the sensitivity of the hypothesis 1 in Figures 64 and 65 to
each of the processes corresponding to information (those towards the right of Figure 64).
Process 18 (evaluating the time taken to flush the seawater using 3D models) has the greatest
impact against the hypothesis, whereas Process 38 (evaluating chemical gradients calculated
using fully-coupled flow and chemical models) has the greatest impact in favour of the
hypothesis.
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Table 24. Criteria for success of processes in Figure 64.

No. Description Criteria for success
The concept that the rocks of the area behave as equivalent
Hydrogeological and porous media which were initially saturated with seawater and
1 geochemical concepts then flushed by fre§h water. under hydraulic conditions similar to
’ are consistent the present, is consistent with the observed variations in
groundwater salinity and rock mineralogy and with the inferred
chemical evolution of the groundwater system.
Chemical processes During the time required to flush the seawater present initially,
2. could not change the hydraulic properties of the rocks did not change due to
hydraulic properties chemical processes.
3 Evaluating output from Geochemical models suggest that no significant volume changes
: geochemical models would occur during water/rock reactions.
4 fgﬁﬁzzﬁi Ogég:}tlgn(:;g al Equilibrium geochemical models suggest that no significant
’ models volume changes would occur during water/rock reactions.
Evaluating output from S.iml.llations using kinetic reaction-path modf:ls suggest that no
5. kinetic reaction-path mgmﬁcant volume Fhaqges would occur during water/rock
models reactions over the time interval required to flush seawater from
the rock.
Evaluating output from Simulations with 1D coupled chemical-flow models suggest that
6 1D coupled chemical- no si_gniﬁcant volut.ne c!langes woulfi occur during water/rock
’ flow models reactions over the time interval required to flush seawater from
the rock.
Evaluating output from Simulations with 1D coupled models of redox and salinity
7 1D coupled models of variations suggest that no significant volume changes would
’ redox and salinity occur during water/rock reactions over the time interval required
variations to flush seawater from the rock.
Evaluating output from Simulations w1th full){-c?upled flow and chen‘licgl models of
8 coupled flow and redox and salinity vanau(.)ns suggest that no §1gmﬁcant voh-lme
: chemical models changes would occur during water/rock reactions over the time
interval required to flush seawater from the rock.
. Simulations using semi-coupled flow and salinity transport
9 iﬂ?:;?ﬁ::g:&f;i? models suggest that no significant volume changes would occur
: salinity transport models during water/rock reactions over the time interval required to
flush seawater from the rock.
. Simulations using fully-coupled flow and salinity transport
10 fu‘if;u:;ﬁl;i:;g’g&f;?: models suggest that no significant volume changes would occur
’ salinity transport models during water/rock reactions over the time interval required to
flush seawater from the rock.
fXgi‘:::;ﬁ%gg??cr Flushing of uniformly distributed seawater under hydraulic
1 chemical gradients and cox‘ld'itions similar. to the present would. prod.uce the present
’ hydrogeology are §a11mty and chemical gradients in the time since seawater was last
consistent in the area.
Evaluating whether
understanding of salinity | Flushing of uniformly distributed seawater under hydraulic
12. gradients and conditions similar to the present would produce the present
hydrogeology is salinity gradients in the time since seawater was last in the area.
consistent
. The simulated past and present salinity gradients predicted by
13 EJE}::;:;%:::E:; from equivalent porous medium models are consistent with the
; medium models observed salinity gradients and the palaeohydrogeological
evidence for the timescales over which they evolved.
Evaluating output from 2D coupled models produce salinity gradients that are consistent
14. 2D coupled transport with the present salinity gradients and with the past evolution of
models these gradients.
) Evaluating time taken to There was a 2D simulation in which the time takcfl f9r salinity to
15 flush seawater in 2D be ﬂusht.ad to preset.llly observed levels m the Toki River valley
: simulations was similar to the time that has elapsed since the last occurrence
of seawater in the Tono area.
16 g:ﬁ;ﬁ::%;i{:ﬂ:z din There was a 2D simulation that produced salinity gradients
: 2D simulations similar to the present natural gradients.
Evaluating output from 3D coupled models produce salinity gradients that are consistent
17. 3D coupled transport with the present salinity gradients and with the past evolution of

models

these gradients.
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Table 24. Continued.

No. Description Criteria for success
s There was a 3D simulation in which the time taken for salinity to
Evaluating time taken to : . P
. be flushed to presently observed levels in the Toki River valley
18. . flush seawater in 3D .. . .
R . was similar to the time that has elapsed since the last occurrence
simulations :
of seawater in the Tono area.
Eval}latmg salinity . There was a 3D simulation that produced salinity gradients
19. gradients calculated in . .
. . similar to the present natural gradients.
3D simulations
Evaluating dual-porosity | The simulated past and present salinity gradients predicted by
20 models (1D coupled dual porosity models are INconsistent with the present salinity
’ models of redox and gradients and the palacohydrogeological evidence for the
salinity variations) timescales over which they evolved.
L There were NO 1D simulations in which the time taken for
Evaluating time taken to . . . .
X salinity to be flushed to presently observed levels in the Toki
21. flush seawater in 1D . . . : .
. . River valley was similar to the time that has elapsed since the last
simulations .
occurrence of seawater in the Tono area.
Evaluating salinity There were NO 1D simulations that produced salinity gradients
22. gradients calculated in similar to the present natural gradients at some time during the
1D simulations simulated time interval.
Evaluating whether
under-standmg.of Flushing of uniformly distributed seawater under hydraulic
chemical gradients - .
23. .. | conditions similar to the present would produce the present
(other than salinity) and X - . . . R
. chemical gradients in the time since seawater was last in the area.
hydrogeology is
consistent
Evaluating whether .
understanding of The simulated past and present aqueous chemical gradients are
24 aqueous geochemical consistent with the observed aqueous chemical gradients (pCO2,
: gradients and Eh etc) and the palacohydrogeological evidence for the timescales
hydrogeology is over which they evolved.
consistent
. . There are geochemical models that predict the evolution of
Evaluating geochemical . .
25. groundwater chemistry and mineralogy along the temperature
models . . .
gradients occurring along plausible groundwater flow paths.
Evaluating output from There are equilibrium models that predict the evolution of
26. equilibrium geochemical | groundwater chemistry along the temperature gradients occurring
models along plausible groundwater flow paths.
Evaluating output from There are kinetic reaction-path models in which the temporal
27. kinetic reaction-path evolution of water chemistry is similar to the observed variation
models in water chemistry along an estimated flow line.
Evaluating output from 1D coupled models produce chemical gradients (other than
28. 1D coupled chemical- salinity gradients) that are consistent with the present chemical
flow models variations and with the past evolution of these gradients.
Evaluating output from 1D coupled models of redox and salinity variations produce redox
29. chemical balance-flow gradients that are consistent with the present redox variations and
' models with the past evolution of these gradients.
Evaluating time taken to There was a 1D coupled simulation of redox and salinity
produce present redox .. . . .\ .
o variations in which the time taken for redox conditions to acquire
30. conditions in 1D coupled . .. .
their presently observed levels was similar to the time that has
models of redox and . .
P . elapsed since the last occurrence of seawater in the Tono area.
salinity variations '
Evaluating chemical
gradients calculated in There was a 1D coupled simulation of redox and salinity
31. 1D coupled models of variations that produced redox gradients similar to the present
redox and salinity natural gradients.
variations
Evaluating output from Coupled flow and chemical thermodynamic models produce
32 coupled chemical chemical gradients that are consistent with the present
’ thermodynamic-flow geochemical variations and with the past evolution of these
models gradients.
Evaluating output from Semi-coupled flow and chemical models produce chemical
33. semi-coupled flow and gradients that are consistent with the present geochemical

chemical models

variations and with the past evolution of these gradients.
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Table 24. Continued.

No. Description Criteria for success
s;aézzgl;gr;;:; taken to There was a semi-coupled flow and chemical simulation in which
34 chemical conditions in the time taken for che.mi.ca] conditi9ns to aquire their presently
) semi-coupled flow and observed levels was similar to the time that has elapsed since the
chemical models last occurrence of seawater in the Tono area.
Eva:jl}latmga(;he;nicgl‘ There was a semi-coupled flow and chemical simulation that
3s. 5; ?rﬁl-‘::l::;::leﬁlﬁvfr arlll:i produced chemical gradients similar to the present natural
chemical models gradients.
Evaluating output from Fully-coupled flow and chemical models produce chemical
36. fully-coupled flow and gradients that are consistent with the present geochemical
chemical models variations and with the past evolution of these gradients.
Eﬁ;ﬁiggﬁ:slz; taken to There was a fully-coupled flow and chemical simulation in which
37 chemical conditions in the time taken for chem{cal conditions to acquire their presently
’ fully-coupled flow and observed levels was similar to the time that has elapsed since the
chemical models last occurrence of seawater in the Tono area.
Evz:ilpattlng ihe;mc:l. There was a fully-coupled flow and chemical simulation that
38. gﬁy{i‘;j};ﬁ;‘;ﬁ: a:(li produced chemical gradients similar to the present natural
chemical models gradients.
Evaluating whether The si . . .
understanding of he simulated past afld prese‘nt mineralogical fronts are consistent
39 mineralogical fronts and with the observed rpmera{og;cal fronts ar.ld the ‘
’ hydrogeology is palaeohydrogeological evidence for the timescales over which
consistent they evolved.
Evaluating geochemical Geochemical models predict mineral stabilities that are consistent
40. models with the present mineralogical distributions and the past evolution
. of these distributions.
Evaluating output from Equilibrium models that predict the eyolution of gxoundwater
a1 equilibrium geochemical chemfstry along the temperature g.radlems occurring along
: models plausible groundwater flow paths include minerals that actually
occur in the rock along these flow paths.
Evaluating output from There are kinetic reaction-path models in which the temporal
42. kinetic reaction-path evolution of rock mineralogy is similar to the observed variation
models in rock mineralogy along an estimated flow line.
Evaluating evidence Coupled chemical-flow models produce mineralogical variations
43, from 1D coupled that are consistent with the present mineralogical variations and
chemical-flow models the past evolution of these variations.
Bvaluating evidence Thgre'was a 1D .coupled'simulation of redpx and s_alinity
44 from 1D coupled variations in which the time taken for a r{ur{eraloglcal fedox front
’ chemical-flow models to reach its present observed depth was similar to the time that
has elapsed since the last occurrence of seawater in the Tono area.
Evaluating evidence Coupled chemical thermodynamic-flow models produce
45 from coupled chemical mineralogical variations that are consistent with the present
’ thermodynamic-flow mineralogical variations and the past evolution of these
models variations.
Evaluating output from Semi-coupled flow and chemical models produce mineralogical
46. semi-coupled flow and variations that are consistent with the present mineralogical
chemical models variations and the past evolution of these variations.
Evaluating time taken to | There was a semi-coupled flow and chemical simulation in which
produce present mineral | the time taken for the mineral assemblage at any locality to
47. assemblages in semi- become similar to the observed assemblage was similar to the
coupled flow and time that has elapsed since the last occurrence of seawater in the
chemical models Tono area.
fr‘;?lltl;a;?fu ?:t:;r?xll There was a semi-coupled flow and chemical simulation that
48. semi-coupled flow and produced mineralogical fronts at locations similar to the present
chemical models natural mineralogical fronts.
Evaluating outputfrom Fully-coupled flow and chemical models produce mineralogical
49. fully-coupled flow and variations that are consistent with the present mineralogical

chemical models

variations and with the past evolution of these variations.
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Table 24. Continued.

No. Description Criteria for success

Evaluating time taken to | There was a fully-coupled flow and chemical simulation in which
produce present mineral | the time taken for the mineral assemblage at any locality to

50. assemblages in fully- become similar to observed assemblage was similar to the time
coupled flow and that has elapsed since the last occurrence of seawater in the Tono
chemical models area. '

Evaluating mmerfll There was a fully-coupled flow and chemical simulation that
fronts calculated in

51. produced mineralogical fronts at locations similar to the present

fully-coupled flow and natural mineralogical fronts.
chemical models :

15 Summary conclusions

The work reported here has yielded important new insights into the groundwater flow system
in the Tono area.

All types of flow models indicated the hypothesis that seawater has been flushed under
hydrogeological conditions broadly similar to the present ones to be invalid, unless the
‘behaviour of the host rock behaves differently to an equivalent porous medium. It is more
likely that the boundary conditions have changed substantially during the time frame
considered and/or that there is at least partly an alternative origin of Na-dominated salinity
besides sea water.

The work has also given valuable insights into the best ways of integrating geochemical and
hydrogeological information. Fully-coupled modelling codes exist that can in principle
simulate 3D groundwater flow and reactions, but a limitation of these codes is that
impractically long computational times would usually be required for such simulations.
Therefore, the alternative approach developed in the work reported here is proposed as a
generic methodology for developing internally consistent models for groundwater flow and
variations in groundwater chemistry. It is suggested that this generic methodology could have
the following components:

* Several different kinds of simulation are carried out, each of which is targeted at
understanding a specific aspect of the coupling between chemical and physical processes.
These simulations are summarised in Table 25.

*  The simulated flow field should be selected as far as possible to ensure that it contains
data that could enable the simulation results to be checked.

* Following the varied simulations, an integrated interpretation of the output from such
simulations is then developed in order to understand the coupling between all processes.
This interpretation should combine both qualitative and quantitative information and take
into account uncertainties. It is suggested that Evidential Support Logic (ESL) provides a
suitable framework for carrying out such integrated interpretations.
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Table 25. Summary of major steps recommended for de7veloping an understanding of coupled
geochemical-hydrogeological processes.

Coupled flow-
Coupled flow and Non-coupled p .
Non-coupled flow . . transport-chemical
Order . . transport chemical reaction .
simulations . . . . reaction
simulations simulations . .
simulations
"3D large-scale non-
coupled simulations Equilibrium
1 intended to establish calculations
the hydraulic boundary (could be carried out at
conditions of smaller- any stage before 4)
scale simulations
3D smaller-scale (local) Non-kinetic reaction-
. . . path models  (could
) coupled simulations, in be carried out at an
which salinity transport 2 any
s stage after equilibrium
is simulated together X
. calculations and before
with flow 4)
2D coupled
simulations,
constructed through the Kinetic reaction-path
domain of the local 3D | models (could
models in such a way be carried out at any
as to minimise stage after non-kinetic
3 .
inaccuracies caused by reaction-path
approximating 3D flow calculations
in a 2D section (that is equilibrium
the section is chosento | calculations and before
lie approximately 4)
parallel to flow in the
3D model)
1D semi-coupled flow-
transport-and
water/rock reaction
4 simulations constrained
to simulate flow lines
in the 3D and 2D
coupled transport
simulations.
1D fully-coupled flow-
transport and
water/rock reaction
5 simulations constrained

to simulate flow lines
in the 3D and 2D
coupled transport
simulations.

One aspect of the coupling between chemical and hydrogeological processes is the possible
effect of chemical reactions on the hydraulic properties of the rock mass. The basic
methodology that has been used to evaluate this possibility has the following components:

*  Equilibrium chemical models are constructed to gain an understanding of the reactions
that are likely to be important.
e  Kinetic reaction-path simulations are then undertaken to establish which of these
reactions are likely to occur sufficiently rapidly to be important.
*  Coupled 1D flow-reaction simulations are carried out to evaluate the likely timescales
required to cause variations in the hydrogeological properties of the rock mass. These
simulations consider only reactions suggested by the kinetic reaction-path models to be
potentially important during the time frame considered.
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A key point is that in this methodology, the coupled simulations consider only those reactions
that are likely to be important. In this way, the duration of the time frame that can be
practically considered by the coupled modelling is maximised.

The models reported here were necessarily limited in several respects, notably:

Only one conceptual model could be evaluated.
It was not possii)le to model flushing of the sedimentary rocks at an appropriate scale.
Boundary conditions did not change during the simulations.

Only an equxvalent porous medium representation of the rock mass was con51dered
(except in some of the simple 1D models).

The 1D coupled simulations were carried out in parallel with the 2D and 3D simulations,
so that all the information regarding flow path geometry from the 2D and 3D simulations
could not be included in the 1D simulations.

The complexity of fully-coupled flow-reaction calculations necessarily requires that each
simulation should be very simplified.

Thermodynamic data and (more importantly) kinetic data are uncertain.

Any future simulations could usefully build upon the work presented here by:

modelling the flushing of the sediments at an appropriate scale (for example, the scale of
the MIU area);

similarly, modelling the migration of mineralogical fronts (e.g. redox fronts,
kaolinitization fronts, calcite dissolution fronts) at a much smaller scale (i.e. within a few
hundred metres of the recharge zone) than was done in the present study;

changing the inflow of water in the model during each simulation;

considering several alternative origins to the groundwater salinity, such as other origins
of a geological nature, for example magmatic origins;

representing the rock mass as a dual-porosity system,;

focussing on using mass-balances of chemical reactions to place limits on the migration
rates of geochemical fronts (e.g. by adopting the approach of Lichnter (1988), as was
done for redox fronts in the present study), rather than the actual rates of individual
reactions.

A major limitation on the simulations that were carried out is a lack of data suitable for direct
comparison with the output of the models. This limitation arises because the boreholes from
which groundwater data were obtained do not apparently lie along lines that are parallel to the
major flow direction.

The following recommendations are made for future acquisition of data:

It would be have been valuable to obtain groundwater chemical data from boreholes that
are situated along profiles orientated more parallel to the flow lines than the boreholes
actually drilled. Data from only -two boreholes along a flow-parallel profile would be
useful, if one is located close to the inferred discharge area (near the Toki River) and
one is located approximately mid-way between the this point and the recharge area.

114



* It is recognised that there have been practical limitations with siting boreholes in such a
way. Therefore, an alternative approach is to obtain information from a relatively deep
borehole in the southern part of the Tono area. The water that is penetrated by such a
borehole is expected to lie along a number of different flow lines of differing lengths;
the distances between recharge zones and the shallower water samples from the borehole
will be shorter than the distances between recharge zones and the deeper water samples.
Such a borehole should penetrate both the shallower Na-Ca-HCO; waters and the deeper
Na-Cl waters. It is recommended that consideration is given to:

»  using the results from the MIZ-1 borehole;

> attempting to use these MIZ-1 data to constrain more localised coupled models of
the MIU area.

* Additional data from which the variations in past boundary conditions can be interpreted
should be obtained. Such data include:

> geomorphological evidence for the uplift history of the area;
> regional palaco-environmental information;
> potentially, apatite fission-track data from which the uplift history can be deduced.

* Additional information from which the origins of the groundwater salinity can be
constrained more confidently should be obtained. Possibly useful data include:

> stable Cl-isotope data (*’Cl/*>Cl), which could help to establish whether there is
indeed a component of marine Cl in the area;

> stable B-isotopic data ('B/'°B), which could also help to establish whether there isa -
component of marine salinity in the area and whether water/rock interactions have
occurred in the granite;

> palaeogeographical information to establish more clearly whether marine water
could have entered the groundwater system more recently than the time of
deposition of the Akeyo Formation.
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APPENDIX 1: OUTPUT FROM COUPLED SIMULATIONS
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Variations in K-feldspar abundances calculated by the three PHREEQC simulations
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Variations in albite abundances calculated by the three PHREEQC simulations
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Variations in anorthite abundances calculated by the three PHREEQC simulations
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Variations in phlogopite abundances calculated by the three PHREEQC simulations
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Variations in annite abundances calculated by the three PHREEQC simulations
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Variations in kaolinite abundances calculated by the three PHREEQC simulations
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Variations in calcite abundances calculated by the three PHREEQC simulations
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Variations in pyrite abundances calculated by the three PHREEQC simulations
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Variations in total Ca concentrations calculated by the three PHREEQC simulations
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Variations in total Cl concentrations calculated by the three PHREEQC simulations
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Dependency of pH and COx(g) fugacity calculated by PHREEQC
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Variations in pH calculated by the three PHREEQC simulations
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Variations in CO(g) fugacity calculated by the three PHREEQC simulations
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Output from simulation fwpCO2pH25Kav1
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Output from simulation fwpCO2pH25Kap01v1
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Output from simulation fwpCO2pH25v2
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Output from simulation fwpCO2pH25Kadfe5v1
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Output from simulation fwpCO2pH25Kah105v1
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Output from simulation fwpCO2pH25Kak1.7v1
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CF (mole/l)

450E-05

4.00E-05

350E-D5

3.00E-05

250E-05

2.00E-05

1.50E-05

1.00E-05

5.00E-06
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Output from simulation fwpCO2pH25PhMmvla
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<
0.00006
0
0.00004
0.00002 5
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Time (Years) Time (Years)
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8 -2.00
75 B
-2.50
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I o -0
65 2
g
-3.50
6
55 -4.00
s -4.50
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0.00045 0.001
0.0004 0.0005 5
0.00035 0.0008
0.0007
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g
E > = 0.0005
3 0.0002 é‘
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CI (molel)

4.50E-05

4.00E-05

3.50E-05

3.00E-05

250E-05

2.00E-05

1.50E-05

1.00E-05

5.00E-06
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Output from simulation fwpCO2pH25Lmd100v1
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3
0 0
H 5 [
0 . 0
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i S 300
o
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6
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0.0004 0,0008
0.00035 k- 0.0007
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3
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000015 0.0003 \
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350E05 0.0
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3.00E-05
e 0.009
& 250805 =z \
]
] 2 0.0085
= 200805 = \
(3] 0.008 |-
150805
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1.008-05 0.007
5.008-06 0.0065
0.00E400 0.006
0 100000 200000 300000 400000 500000 60O0OG 700000 BOGOOO 900000 1000000 0 100000 200000 300000 400000 500000 600000 700000 S0D0OC 500000 1000000
‘Time (Years) Time (Years)
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Output from simulation fwpCO2pH25Kad100

.08 40

07 35

o 7

w
a8

<~ ~
Bos B2
= K}
S S
8 )
E 3 /O/ £ *
Kl -
S 03 S 15
2 <

s

02 /
0.1 5

0 o
0 100000 200000 300000 400000 500000 600000 700000 800000 500000 10OOOOD 0 100000 200000 300000 400000 S0000C 600000 700000 800000 500000 1000000
Time (Years) Time (Years)
8S -1.50
8 -2.00
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6
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o 100000 200000 300000 400000 500000 600000 700000 BO0O0D 900000 1000000 0 100000 200000 300000 400000 500000 600000 700000 800000 S0000C 1000000
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3.50B-05
3.00E-05 0.008
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150B-05 0.004
1.00E-05
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$5.00B-06
0.00E+00 1]
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Kaolinite (mnlc/m’)

log C02(8)win

HCOjy (moleNl)

Output from simulation fwpCO2pH25Kad100a

0.00008 40
0.00007 35
0.00006 30
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£ 000004 En
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& 000003 E 15
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03 85
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7
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0.01
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Porosity
°

0.004

0.002

© 100000 200000 300000 400000 500000 600000 700000 800000 900000 1000000
Time (Years)
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Output from simulation fwpCO2pH60Kad100v1

025 0
/ 3
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30
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, d
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2
-350
6
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[] 100000 200000 300000 400000 500000 600000 700000 80000 900000 1000000 0 100000 200000 300000 400000 S00000 600000 700000 B0ODOO 900000 1000000
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0.00015 0.0009
0.0004 0.0008
0.00035 0.0007
0.0003 0.0006

g 3

2 000025 g 00005
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t, 00002 S 00004
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S i g
0.00015 0.0003
0.0001 0.0002
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0 100000 200000 300000 40D00C 500000 6000CO 700000 800000 50000C 1000000 © 100000 200000 300000 400000 SO0000 600000 700000 80000C 900000 1000000
Time (Years) Time (Years)
450B-05 0012
4.00E-05
0.01
350E-05
3.008-05 0.008

T 250805 Ey

£ 8 0006

= 200E05 4

(5]
1.50B-05 0,004
LOOE-05
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5.00E-06
0.00E+00 0

100000 200000 300000 400000 500000 600000 700000 8DOOOG 500000 1000000

Time (Years)
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Calcite (mele/m3)

log 1CO(g)n

HCOy' (mole/l)

Kaolinite (molclm’)

Output from simulation fwpCO2pH60Kad100v1a

002 40
35 -
00 30
<
82
S
B
001 e
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H
S5
<
0.00 10
5
0.00 [
0 100000 200000 300000 400000 500000 600000 700000 800000 900000 1000000 G 100000 200000 300000 400000 SO000C G60OOOD 700000 800CO0  90000C 1000000
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03 85
025 8
/ 75
02
7
0,15 T
65
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6
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.05 55
° 5
0 100000 200000 300000 400000 500000 600000 700000 800000 900000 1000000 0 100000 200000 300000 400000 500000 600000 700000 800000  $0000C 1000000
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-150 0.0004
0.00035
-2.00
0.0003
250
> -~ 0.00025
=
g
N
-3.00 & opo2
:1
© ono01s
-3.50
0.0001
-4.00
0.00005
-4.50 °
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0.0008 4.00E-05
0.0007 3.50E-05
0.0006 3.00E-05
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£
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100000 200000 300000 400000 500000 600000 700000 80000 500000 1000000

Time (Years)

153

o
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Porosity
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0.01
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0.004

0.002

0

100000 200000 300000 400000 500000 600000 700000 800000 900000
Time (Years)
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Output from simulation fwpCO2pH 25Ka 10 ¢ 270803v1

9 40
8
° 5l o= o ° o °
7 /
30
— - - 100 ~
g ’ -o-l i B °
E 1000 years £
E 20000 years 5
& ooy | &
= - 10 yess | T 20
2 —— s0000 years s
o 3 -o- i yean| &
2 10
1 H
)
° 4
0 1000 2000 3000 4000 S000 6000 7000 8000 5000 10000 0 1000 2000 3000 4000 5000 6000 10000
Distance (m) Distance (m)
0.0005 0.00035
0.00045
0.0003
0.0004 o\
0.00035 ./ 0.00025 \
-@- 100 yexns § . O\ - &~ 10 years
- -0~ 1000 years -8— 1000 years
E 0.0003 H0yan | F 00002 \ °\° 20000 years
S 000025 e~ 50000 yeara E . 0 o e S0000 years
g |—=— 100000 years ’Er —=— 100000 years
S 0 —— 200000 years < 0.00015 —— 200000 years
S 000 —— 500000 years -% == 500000 years
0 1000000 years -0~ 100000 years
0.00015 = 0.0001
0.0001
0.00005
0.0000§
0 [
0 1000 2000 3000 4000 5000 6000 7000 BOOO 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 000 9000 10000
Distance (m) Distance (m)
386B05 1.08E-05
IB6E-05 108205 [ ¢
asseos b 9 1.07B-05 \
Q
\ - - 100 years &= 100 years
. 3B6E-0S —0- 1000 yeans g 107E-05 -0~ 1000 years
3 Q 20000 years 2 - 2000 years
e —— sy | B 107E05 = 30000 yeary
k] 3BeE05 \ e 100000 years | © Q ~= 100000 years
5 Q. 20000 yerrs | S —*— 20000 yeana
386E.05 o. \ —— 500m0 yeurs © 1.07E-05 —— 500000 yean
\ o\ -0~ 1000000 years 2 -0~ 100N yean |
38605 —— e Q=0 & 00 LO7E0S \
. 0.
szee0s b ¢ 1O7E-05 ~ ~
. e—e3T=0=—0—0—0
3R6EI5 107805
0 1000 2000 3000 4000 S000 6000 7000 8000 9000 10000 © 1000 2000 3000 4000 5000 600G 7000 8000 9000 10000
Distance (m) Distance (m)
0.0016
0.0014
0.0012
£ 000
K] - e-—-0-  ©
E
= 0.0008 ~0¢—-0——0———0—0—0
)
o]
T 0.0006
0.0004
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° L " s
0 1000 2000 3000 4000 S0C0 6000 7000 EOOO 9000 10000
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85 9 65 7 75 PH 8 9
2 2
25 25
3 3 ) <
10§ [COH(g)aug = -1O4EEPH + S.0961 ce
" S0
i i ey,
c] c)
S = g4
= 2
1y
Eas Sas
K K]
55 EX]
© r3
i — o @
[ / o
// / T
-o— 1year
75 & 2 years
/ —— Soyean
o e 100 years
7 =0~ 1000 years.
= o= —— 5000 yeara
o © 10000 years
65 — 20000 years
- 50000 years
- 100000 years
L] 200000 years
—— SO0000 years
~8— 1000000 years
55 55
5 H
0001 001 01 1 10 100 1000 10000 100000 1000000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Time (Years) Distance (m)
as 1.00708-02
1.0060E-02 ©
-2 —e-Oyears -
=~ iyear 1.00508-02
‘{\o \-\,\\ Myears . o som
25 ey —e— S0 yean ~ © 15mn)
3 \ —=— 00 years 1.00408-02 pad & 25000
£ \ -0~ 1000 years £ i x 3300m)
2, o —— 5000 years 8 1.0030E-02 o-
o - H -
¢ s | oo : " s
2 o + S0 yexrs 1.00208-02 /' v 650;)
-35 - I e —— 7500 m|
AN O— 20000 yesrs 1,0010E-02 - s
2 — y : —o- 9500]
4 =8~ 1000000 yean | 1.0000E-07 § o o o © o
9.9900B-03
45

¢ 1000 2000 3000 4000

5000 6000 7000 8000 9000

10000

o 100000 200000 300000 £00000 500000 600000 700000 5IOOOO 900000 100000
o

Distance (m) Time (years)
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Output from simulation fwpCO2pH 25Ka 10 ¢ 270803v1a

S50, {moles/1)

8.00E-05 40
7.00E-05 T 35 60 —0—0—0—0—0—0—0—0
~¢-0yn i —e-Oyan
6.00B-05 " ;D’:‘m wf i
yan
- —— S0 yean -4; 30 years
6 S5.008-05 —a— 100 yeans St ° —e— 100 years
Z -0— 1000 yern 2 -6 10 yean
S ——syan | B = SO0 yeara
% 400205 © 10000 years. © 2 © 10000 yean
5 20000 yeas .é —— 20000 years
R 3.00E05 * somoyeas | S 1S * S0y
v & 1000 yean | <
200805 | 1
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1.00E-05 5
0.00E+00 0
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Distance (m) Distance (m)
9 0.0006
8
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ol ——S0yeurs 00004 | 2= o= 30yean
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3 100000 yean 00002 . 100000 years
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2 —— 500000 yeans e SO0000 years
=@ 1000000 yean} 0.0001 L@~ 10000 yeans|
1
0 o
[ 5000 6000 7000 8000 900G 10000 0 1000 2000 3000 4000 5000 600D 7000 BOOD 9000 10000
Distance (m) Distance (m)
0.00010 3S6E-05
0.00010 3B6E-05
—*-0 ~e-Oyen
0.00010 e\ i:: 386E-05 —9 —u- 1 yaans
Wyen 0yeans
_ boooo sty 3B6E05 —stream
-1 —a— 100 years —_ —s= 10 years
£ o0t o-wmyan | g 386E-05 -0- 10 yern
g ——su0yean | B = 5000 years
= 3.86B-05
£ 0.00010 o tomyan | B o, © 100D yeurs
3 —20yean | G === 20000 yesn
& 000010 o sonoge | O MHOEOS \\ .
@ -®— 100000 years Q, * 100000 yeans
0.00010 2000 yeans 3.86E-05 \ 00000 years
e SO0 years 386E.05 [+ o—o e 500000 years
0.00010 -0~ 10000 yen! "'—Va; — ~—o—" -0 10N years
0.00010 3.BSE-05
0.00010 386E-05
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Distance (m) Distance (m)
1.07B-05 0.0012
1.07B-05
e Oyen 0.001 e Toyem
~e-1yan - Lyean
107805 \\\.
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-~ S0 years 0.0008 O—0o o ., e 50 years
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LO7E05 \ o wnyan | 0.0006 © 10000 years
Q — 20000 years 8 200 years
1.07E-05 > SNyes | T + 30000 yeann
100000 years 0.0004 * 100000 years
o, 200000 years 20000 yesrs
1.078-05 \ N " —am S00000 years —=— S00000 years
TR o _o—0 -0~ 1000000 years 0.0002 -0 1000000 yeans|
1.07805
1.078-05 0
0 1008 2000 3000 4000 5000 6000 7000 8000 9000 10000

Distance (m)

[ 1000 2000
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65 7 75 PH 8

85 9 65 7 75 PH 8 85 9
~2.00E+00 -2.00E+00
Q,
.0 _
-2.50E400 . -250E400 o
'\n:iecxa_ = ~1.0763%H « 83227 .
-3.00E+00 \\ -3.00E400
*
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i \ 2 oo
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-6.00B+00 6.00E+00
&5 S 0-0 85 == —= oy o 3
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. ST y—
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. & 2500m ) / = 100y
7 —s— 3500 m 7 -0 1000 years
T @ 4500 m| = ~—+— 5000 years
C Y © 10000 years
65 65 = 20000 yeara
e 7500 m) * 50000 yeans
8500 m| &~ 100000 years
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5 s
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-4.50E+00 0 100000 200000 300000 400000 S00000 600000 700000 8OO0 500000 100000
0 1000 2000 3000 4000 5000 6000 7000 BOOD 90O 10000 [
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Output from simulation swpCO2pH 25Ka 10 ¢ 270803v2
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65 7 75 pH 8 85 9 65 7 75 M 8 85 9

2 2
°°
\ o.,
25 25 o s
Tog FO02(ghpwn = DS4TERH” + 4.4036
3 -
3 . 5
TS -
235 =35
! i
2 =
S 4 & 4
e 2
& I
2.5 -
5 5
KX 55
b %
85 85
8 A\\ s 0;3_.,, —a 60— -6
T e
75 * 500m 75
© 1500 m| i
& 2500m . e
7 ~~— 3500 e8| 7 o=
= ® 4500 | k4 = “0—-8
=
= —®- 5500 m| a
65 —— 6500m 65
—— 7500 &
— 8500 m
6 -0-9500a) 6
55 55
s 5 .
0001 001 [N 1 10 100 1000 10000 100000 1000000 0 1000 2000 3000 4000 5000 6000 7000 B0OO 5000 10000
Time (Years) Distance {m)
s 1.00708-02
1.0060E-02 =
2 —
-
1.0050E-02 —
25 -
5 1.0040E-02
£ = P
g 2 10030802 d
e 1
f‘; 2 5 -
g 8 P
2 1.00208-02 <
35 =
10010802 —
o
>
4 10000E02 €D ——0 -~ - O~ - - P e e
N L . 9.9900B-03 "
45 0 100000 200000 300000 400000 500000 600000 700000 B0GOCO 900000 TONO0D
0 1000 2000 3000 4000 SO00 6000 7000 BOOO 9000 10000 o
Distance (m) (Years)

160



Output from simulation swpCO2pH 25Ka 10 ¢ 270803v2a

1.00E-04 40
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