





B’ K
PNC TN9600 96— 004
1 996% 1A

WY HERSREE
EESIERS CET 3 KEOMEENED
KB EzZ*

B E

BEFHEREN S v 24— -k [FHERZE] SFiCBnT, [FIERENFEIC L
RFHGEOFHAKOMY] EEEL T2, FHRE, ERMICERSA 772 b
T 7F % O, BEERENELEBICHEEL T 2 RE OB - ByIA - BIgE ()
BERAFIOE - DL, MBI 2 HHE LTERLZ2bDTH 5,
SFEEBLTHEBERO LB,

19952 12 §4B~8H : A—/—arPa—F4 79548 (v Fqxd)

R2ANEH [ ®¥Fa—byYVIRREATATIRI M) — (KX bY)

128 12H : 7L 4% (IXAT7RYR)

12138 : 3V Yy ERBLVITY VTS —F LY — (T VT R)
KFEEL, CROOWENBEBIVAFER+TLOLbDTHE,

* KR T v ¥ — EREN AR RSN HEE



PNC TN9600 96—004

4. FE#H
4. 1
4. 2
4. 3
4. 4
5. F&®
Appendix 1
Appendix 2

Appendix 3

Appendix 4

Appendix 5

Appendix 6 .

A==y ¥a—F4 2795
<Y Fa—ty VIBKERAFLT - THT MY~

ZUAYH—FF  cenerrneeeniiieiiiiiieeans
IVYy PRSI TU/&Hnﬂ/y— ceee

------------------------------------------------

: RE| HPCC &1 5 & U° NI BEOBEE +---vvevne-

A=A Ea—-F 4 V595 &5

MXEDOBRB LUBM@mX &Ly v a vy DEH

A==y Ea—F 4 Y795 KBRAFERI A b

e Fa—ty Y TEAE
FALT - FHEF b Uliﬁ;[g} ................

P VAT FHCORTER ooevnreereenes

IVYyEkSELYyUo TU/ﬁW%%/&~

P =L - - T R R R P PR PR T

--------------------------------------

---------------------------------------------

-----------------

ooooooooooo

ooooooooooo

ooooooooooo

ooooooooooo

w00 1 W W



PNC TN9600 96—004

SETEMFICET 3 KEOMEERRE

1.8 B

BENENENASTOAER THEAREIBVWTRHESINTVWE Yy FFv L v
¥ (Appendix 1% BM) OBREFEL . BEFHEBEMN 7 0 R 4 — N —FFgeic Kok
T3, 00, KEOBESENZICHET 2 BHERIET LA~ a—
T4 YTERIBMT S L L HIC, BERICHRLIEEL TV A REPHERA -7 — %
HEL, &Y 5,

2. =

BEFNEBEPEDBREFHEREMN 7 O X4 ——RICB VT, ERE6EELD

o [EFIREERE] SEFRE S, Bk - FHF - BRI 3HBSRET
RELL [BHERZENFECLLETHIEOERBAZOMEE | 132 2 TRE I W5
 wBRBL7z. BIREERL [RE-BEROFHEYIaL—2a v ORf%] & LT, &
BERERNFEORFITH~DIHEZHL 20DV 7 72T OB ERTEELED
I, BEENEE L THIROLE DV FLOPHEIEL L TS,
- COBRFHEFEMEE., BEORBRZETEROMEEmN LICE D v, ERERE
BERLEROP»BERIVKFEL TV, H2VEEBRATETH- EEHRE. 5
BRI Ea -y 2RELTHRELLS L7550 T, 3IBERRIEICBILZZDE
BRREZRELTIENFL 2OHE ENTwDE, 5HEL VS HEHBO SR CHZES
BATT B, BREICERA 75 A T 75 v — 0B, SEFERNEMIEEEED
ICHEE L T AKEIOBRIK - B - W50 (i) B zlE - oL, 4 AU —iC3
BEOMEBICKMT 2 LEND L, T/, UL —N—HIRTREESETEE (K
KENHEE) LR EBREPS b, BHOERYE DO CREVEHERFHE CRRHE
HeBoo, BEANOESTIEEELFHBRLOOMELEET L LU ETH L LIERE
EhTwa,

3. EhfisE RRAEIRHE

3,1 A—=—ar¥a—54r27"9 (1284B~8H, ¥ 71+.1d)
KEEBREFLFFS (IBEE) #HLIIWL 2 0Z&o@Eic k- THRESRS
KREZRAROBEHEHFZCHETAKET, KBS IRBRIIBTEN-FT727/
VT MY L THROREROBIEICHMNE Z WP TEBE, TR T S I r—ar



PNC TN9600 96—004

V7 buxT (Bro— %) of% - fFIFogmE s, BEFEIEEEE S
HEMEEB L CRBEROBN, SEE,LSEFFHICESL Xy P T — 7 BEOH
[ﬁ]& &Q%%‘Jﬁﬁbf:o .

3.2 WIEBBOHHE - Fes®

HEEEE T Fa—ky v TRKRE IV v ERFE, Z7L4 Y —FH2EHBL.
s, BHIEHER, BREMATENOBIRERAET S & & b ICHES L iEmintiio
720
(YvHFa—ty yTHEAKE (12H11H, FA+Y)

AFELREOEFTRIEEINTWBEATAT - K M) -2 L7, sTEH
ZDHIRTH HRBEBEIIE, SBBAKRBEOT—FEZWOFEI Ll b, <
VR UVAVE =T 2—=RAE LTOEET) c RA MOy Y AF LOBRFEIIA
RCHD, CDTET MY —TIL, FIHERLIZLBICL S WG SR LE T
AEMEHELTCVELDT (F7 749 7R —FXxN)TUT4%2EE) . 7 - K
A TREYFVATLAOENF - FAEICETAAREBAZEZHMII, Thod
MBERHEZHFE L

@ 74 Ud—F4 (12A128, I ATRIJA)

A==y ¥a—F —DREFRITLCELSHEERB Lz, CPUMRM LD
b [CPUMFIL] THBEL LD L32EXFHEETH ALY, ThEFIATHIIRT 7Y
r—arydN—FOEEE2ER L7007 T30 rEBEFERSS (@FFHBH
DHENIT NP S TH Y, BB S TLFELLR) o o T, 707740
BIRIZAHON— FREIBFORRHE IR L LSO ED 2L ENDH S, ZIT
., BIRCEA XN EFEHERTIDZ IR U & Lin— FOBIM, BREiFime st
T = a vEERETL L LIS, BB IHIENE BN LBRH 217072
7., BEETEEEHYRAREL CELRLOSBOERBMOEAERLHET
AL,

B3IV Yy ERFE (12138, 2T /8R)

[F] K% D Computational Field Simulation Center® 5iE§ 50 & ZIZFEOBKT
Computational Fluid Dynamics (CFD) %47 T\2% &\ ) iR T Lz R WEHHRHFEN
EDOPThHb, 2 Tid, BRB\HOERE L L TCORIE (VA7 2% M%E, Rkl
¥Etr) . BETS)r—av V7 MCowT@wEL.,



PNC TN9600 96—004

4. REFRSE
41 A== 2—F514>%" 95
(1) SEeHHE

SETEABEEZMRIRSHEIE, TV FA LTI YRy T arery—THEIh
720 T DM, KEBHF DHigh Perfomance Computing and Communications (HPCC) F11,
National Information Infrastructure (NII) EFE[ & 1) > 7 &, FERPEREOHEIRIEL
WHARTDEEHIT, ERO [&E] LV IHIREAZE L8R4 RBASEL IND LS
m&oto SEDEMEIBHFEZTTOHETFATSHY, BEROFEZED A% HTH

TEFRE L Vo AR D A6, SBRIETHER. FEEE,. SEHE, 72—

FPUTN (EBEE) . HfsX. 72 vavy S, RN, T FF— 7). Education
program (BAEFTRIE) . BR (KE, FFE. A—F—) , HRE7+—-F a0 L
B PEZLSADRETHERINTEY, mﬁﬁlzfutf%%ﬁfééémfm&#
A

SMOBMT b A-ZETEHE (William A, WulfEdg : S— P 7 KREF) Tid, A—
W= ¥a-F R RP—HOFBEOERY TIE R 2, —RADVARVETEEL
TWaZE, B -HFLTALDII 2 —3 a TR L7ERERICLY
KEBELTERITICMmI/E, A==y ¥a—7 2) S REB L URED.
L% DHBERELBPHR SN, I T, BEEHTEHICBOTEIERENFREL,
L3alb—YarvOEEY - LDEEINLLREBEINR, D3R A—N—ar¥a—Fit [HF
Bhbo] TlEh o/, FEHRZEELVEEINLTHLVBEX DHCE
HPLETHEI L, TOKEIFVELXDHE, IV a2 - EFOFRBELIZLDTH
D, FABEEDY —F—2 v 72T LT BDOTRINELR S nwa &, BERH
2B CAEME, RE—LCEOFRLGHBEROLENR LSSz, (FTERRIZK
HEREBOREFREVEDIL)

L£FEOP—ELTIE, F9 (1012) 7y 7R (1) NEFTH<TY VR, BR
fhy NT—7, FOWMEEBIGHEEOIA B2, T2, BELREY) . FLTHICX
AT CORI ZAMTR (FLEHEE) Lvo2bDOFRLONL, v ¥iIZow
Tid, ¥WOHWTHo75 70y TRAEZIBEFOBMETH Y, KiH{lv Y OHE
LTy (1015) 70y TFREVW)F—T— FHFEBEF L, —H, N—F7 =T OiE#H
3t L CIERIEE R O B ELBTEO T, FATFORRICBVTOIHBRICZL CBF
FHEOFFULAIFEA L Th ol HL, £FEICIE HPCCRIEICL A7 2—X1 &L
TO) BEALZI Y Ea—F BLUOZOBENE, [FHEREOERL] 1ISET W
EVIHRE ST A==y ¥ a—F 4 Y FiETy EEOBR [T ICHE < L



PNC TN9600 96—004

T2P] o, TNGEIBALT MMTICHE 2 EET 20| ~NEAPBY 055, £
NOWRARBBL I 2L -2 a VORERETAHAABEFT—FORHFE (RE - T2+
A) KRBT -5 L ABRMAZTIFELLTOERT I 774 v 7 A (g - B
BIC X B RBFH) ORBEVSBBAERLE R -TL 5,

&% 1 : FLOPS = Floating-point Operations Per.Second ( 1 #B{ZALIE ¢ 2 2B/ N U EEH)

ZE PNCIZEA SN TWBEELEVP2600 (X7 F Vv~ v) OABEAMEEIZSES
(109) 709 FA(GFLOPS)TH 5, N7 FNiIF= v ThHETEVPPS00
X, 179% vy H@E)H 7Y 1.6GFLOPSD b D% 128WHEATAZ LIk Y, 7
FHEEAN Y Fv— 7 A T150GFLOPS % Z 5 L /- ER 2 o,

@) Fa—bUTNL (BES

SHEMBL2AEKEHI—A - lHI—XE5HhETITOXy ¥ a yAEEIR: (&
I EE LRSS PE) , BFIEEEI AFA (Ry FI—2 &) . 55 - BE S
O IVIHE (REFT77LAEHFHED) Lo BN ER / FHEOSFHICMA T,
SHESHEEPOBEONDERERR T — 5 LB T AREHEC Y 2 7 VLT, RER
E (NWN=FxNV)TYT1) VAT LRELFEEIN TV, T2 Th, KREEERED
ERIZEEHTICONT, BONLBREERZ EIRBELCEIEBRTLIL Lo L
ZAHIZELDEE 0TV, ‘

(3) PeAfiam LR

AHARERE B EOBEI A L HBREL TE TR0 RIL T, 443
XieBWTYH, FHERT—FF7F % - V=N - VL FRETMAT, E{FE, L
2. WHENE, W REFE, WREL VS LRASEOE Yy Y a rbiiFohds @B
BB ENTEY ., FOFEHZERIIWNTHE) o LEALENSL, TheDcASE
Ty v a Y RAHERCHRERZ L . BEFEOEFILA MR LI EKO R
MW TWAEHIRE 2172, BN E T 2FEIESTIL o T4 TH 5%, P HIZHFEE
LTBYVEBREOFEEZ AT — Y714 (32) 2BRLTEFMLT 5 2 LICERIEDR
NTVBRRIGS P olze [A——aV¥a-F1 V7] CETLEBTHE0H5
BERGHF LRV L2505, BHIEHEENEE LSl shi: [ 7oty S EICHE
L CHMBEEN L] OERRIES TREVEVIZERD LD TRERYICENIE
Cehsb,

HARATEE T, AF 7Y v FEEIC X 2 IEERERERT 0B FINE, SREREY
Ialb—Yar, $HAFr—FE) 5 1 OFCERUTAERIEREPRES N, &
BRI KBERHE R H-72b D Thotds, NI4T —<VA] OFHRELT, M



PNC TN9600 96—004

MCERICBREMEER PV LD, Ay PT— 70X ) ERBICHTBT 551HE
R - BBE AR ICHEE L, IMTICESICA DRI A P CEREHEL b E AL
L2 BRBED o7,

B, BEmSUEREROBEARRIIBEIL SN, CD-ROM IMOADEF L kol I
BRLEFEEZHICT AT TR, CDROMEW) FEE2ENP LT, BITERD TS
TAVIRRRTZA—a yETHPERT LD TH Y, BAZREANO/SV 2V TH
EXFRETH S,

RXEDOEBRB LUKy ¥ a vy OEH% Appendix 21K T,

FE2 L WHIMBEIIBWT, Ty TEOBMICHT 2 0HEEERLOSIEEET,

(4) High Performance Computing Challenge & & U Gll Testbed

High Performance Computing Challengeld & Kk D 70t v ¥4 AT (BHfES
NI F2—TREL) BT TN r—2ar7udSaCrisay 7 AN
HAE2HB) LT2RATHE, SMIN—FTHFR~I V7TV r—arFuy
G L%, BURRTEIEEDF 2 —= v F2ITWRE LEREFSR SN, T,
Gil Testbedid 77 » FF % L ¥ (Appendix 12 2H) Tik4 LHIZEEP Y LA TWS
S IzoWT, EBICESHIEREa Ry vavt vy ¥—5BRzAY FPI— 2 TREZ L
LEoT, BBCYTAG £ LTI LN ZORREA V5T 274 TERFT2RA
Ml ENT2e T DTestbedD HIWRN—F, V7 b, [BHRELTHEINV—T (AM) £H
FLUARVTEETELVAFLRMARTAIETH Y., v VT4 rEEFGEZREL
PFERSELMESEE 2 LAEWTH S, CAVE (E3) &) 3REWMHIELFER
NWeF V)TN T4 2R TEL O~ F— L LTHAGKZEL TV,

B3 UHENACIME Y BETE ABEE3RTL 74 - #—F 4 VAT AT,
BAVERCRERE L ERTE 2, BPHCOAREREL TV LD L,

(5) ER&is

#15,000m2 & WS LALEREIC, 58, V7 b T, a3and—rarivolk

A—# —7—A (industry booth) A*100LAE, 500KR ¥ —, &L TKE - WL &0
Hget%R 7 — A (reserch exhibits) P45REEHB IN T,



PNC TN9600 96—004

A—H—FT—2R

SEZFHRERPHELVWTAFTEvolzb DS nwE S T, EFEHEBTHENI
E—RIDEPDTVE 7 VAHOFTERGTIE ERICEA L T ETIDDOEERE) DA
AE P o Tz, MOKERIEEA - —IIHEOBE., IS T4 v I REFELLET
EVAM—Vay (BBEOBRLIRTHILI-oTEHIS LENFHEI DN ERED
RELZIBL Do) KL VEIEZOEEEZTE— VLTV, FIZIE, 41 V7D
W< THB/8T T Tk, Y774 7TETEIIRE O MERT R @A HIEN
L3al—3ark¥EThdsb, b, CMY ) — ADOBEET L CBIHFIFFERED
SeER T B9 FEAE T3 - 7> Thinking Machinestt i3 O G H 2 HHEBE L, £ 7 — 2 A7 —
S arEBRICERLAVATLALEDAY 7 bORERIETFEL>TLE o7, #F]
STEESITOAMIRZ ETEHGRL, BMRP Y LA & EBOSHFTHSIEDSH 5
(EHDHB) BHOANEERS7:L ) THE (THERICH L EFIFEROFE
BERZITEEBEE V) b Lk .

HEAD A —H—D7— AL, BMERICIVBFIEEANESND L R0E/ 7 -
WHTHEAZ LD, NFFELTHoiz, BELBIEHMURZFEMTEL LEFMI
7=VPP500iZ4th D VPP300 (BI#RICSFEATFE) 2&EISHLEL T, 72, B
LSS ENLFZDH LD OOBRMELFIEERESERTTATETHS (HYME
FIEE L SO THEELLEML WL THD) . 7770y TR BT
FlRtER L b2 hE, (FTuEy 2% RE5) v Y ORBEUFHRIGER RRET
B0, Ny s Ty TSROy FEBLL L EOHEEEREL TV 2,

974y 7 ACBLTE, ¥Vary7 74y 7O 7T-AFERNT, T YD
A HTELDREY T INTRIEBBA LT T T4y FFRVAT LDOTE (A
k. 5. WK, BEEIsSya, AR—AY Y MV, 5FHELLE) PRBASNT
Wize EHRICBVTHEENZOERCIEVSRIEL, 7Y - KA TuE vy (7
T4y IRFEVATL) O=—AHBEEN. COFHFTOBREDON—F V7O
LVRVOEBLUHERGEL VI I LE2EETHE, 0L RV T INTRALREL
JAFLRBARTAIEPRIMRLISBOAHTH S LW IHIRERIT

HgeigRg 7 — A

- Research ExhibitsiZ (3. KEOMZER - ERBROBIFERN, 2 Ca—Ftry— K
2B Lo T, BAYS OEA, BIA, BRAK, HEXLEFEML T IS
B RRSRTHEYEEAE Y I 2 b — 3 a YT VGRAPE4 (884Gflops) T
Gordon Bell Prize# %8 L T\ 5,

CEFHIEDo T ATV R, AT FTEA LV ZEVNERNEFHEARLIRE 7 — A
¥ 0E L. ZORMENOES 2T - LTWwWz, HEDTF —<diE. BE, K
B EE. EELEBA RSN TWA, FlzIE, o—- LYy R SNETEILNE
ek, [ZRVEF—H A LrA| ®12DE LTCAVEY AT LEFB LA b A~ 7EL
TNy 32— a v, BERGE L CERBEST MRS S—F v L) 7Y




PNC TN9600 96—004

74 EEBICERBRTES a7 — 2 EFRBINT W2, F/2. 7L Tv RENBIER
TiE, HTK, £2. HEUHEY 32— Ya yRHlBvA A ~J AV AT LE VS
IeBETHE, WINRLETNIZERBET L0 Ld o7,

(BAT7 FEADT— A TIEREEPNCT— ADHBALFo TR EDA v -V ETHN
feo Tz, KRB TEABEVULARIAREER (FuAF - N"—FFREIEE) #5635
(DR o LWL VABERETL o LERETE VT RETH L] LOTER
2 TEVTZ, )

BN XREROOHPY — DAL LT, FAF—bkv ¥ ary, EBEOBRRETRT
bl o TEFROETF A VT FLABRERSWCBY, ARSI 2 Bl B4
BEFA—NVTHEEHEVIRHMVEDETRE Vo LREDR S Dotz Tio, LA
EDT—ATR, AVF =32 b (WWW) CLBEBEDF—LR=TADT FL A
DERL TV, A V7 =%y FER—A L LEERIEHES T WP CEHICIERTE 3
LA, BATE - IREICL o TRERBICRZD Z L2 TFRE3ELN,

BREGETAFLLERD Y A b % Appendix 3107 T, (BREEORHE I EHER
it R s L, )

6) 8 - AMHBRTOY S 4

ASEOFATEONETII LV, FHRERZ L2 HFEOAMOBTRIKEIZ 2 Y 2
LTHDEDHBERZT. BEICHTLIREIL, KA -3 805 LE&B2B0M
BITEL TV, 2B, BREDLIVIEPZEEICL BV Ea—S5RRy T —7
R A L 7RO KRR ¥ —RENE ZARL XM IKERERTE ), hicidy
S74 v 7ERRICLARSHERRR CHIETORBRRLEATHRVALEDRS L)
BLRVOBWLDETRZITLEN,

4.2 IYFa—kyVIRRELAT 4T FK7 U

232z —arORRGEEERTAILEFEHNE LTI9SEIIRLINAZATAT
5 RITTFIEER & 8 4 103k Ly BIfELeaming&Common Sence, Perceptual Computing, Z L
CInformation&Entertainment® 3 D2DKE 270V = 7 s DR TIONDFET — v EATH
Thsd (BEEA2SOESEMEIE, v Ca— 7 E, Kk, BK. BEFEEFI00
HULETHSE) o ZITRIVE2—FOBEMROALLY, FFA4F—bBMLTH
FHAED LN TS,

ZLOMET =D b, BILBREP O FR T 57 1 —DERATH S, Zhid



PNC TN9600 96004

KOFHECEIT L Vo LREEFB L, WHEPORS L TE BB THERL LTREL
T BEEZLETHI LIV IBHNICBET S LVWIERETHE, 2DLAE LT,
AFEFETHV O TV A MBEARE I & 5 OFAEBRICEA UL, WREBME EHK
UHEBRE LTELZBIEHTED, JhIZEEFD &5 BRI EROFR
AL THIBATE B LE2 5N, RFEBTERONESED 1 0L LTRENICET
BRI TH 5,

AFEEF# Appendix 412 77T 6

4.3 LA UH—F

PVAHOBE, w34y TORREBEOBNE. BHOBEFIEEHETH
TIENHEL 4%, EFFEBA T/ IVIXBRE 77 5r—Ya v LTl
EfEMT 1 — FSTAR-CDO BIRBIRO T % 2 7,

7 LARDOT Y R, BAEMVE, 6718V AT ANWRTEAINTEBY, ZOHTH

ADEDHEAE16% TREMNIZOWTORRL—F—TH 2,

- WOV 7 FEBRIZSOANTE D ) HEERFFENGLIEI 8 ATH S (Thido

N— FEHICHRTEW) . | |
- TIDDEMBETHATIER, ATVEE FHE/AHAEIELLHT) | HETH

¥ v (PE) BOK. GigaRings V) BHOFLVWEEREK. 2RkFvv v (G5

BRI OWBEIAEV) ZBYARDZLICEY, Pk Ao TORKOPELE

FATIDIH LTRROT 7) 7 — ¥ 3 ¥ = AT EORBEA EAFRADS (+

=4y b ERELETHEBLEELNTVAEETVRRENI L) o WIONEM

BTl 70y YHiz 02X, L ETATIRPBETELLIHIRTRLOZLETH

2, T, BHIw YIRS KROPEREAT A OFOEHELELERTAZILIVERETH

DU, U Sy 2Ty FNT— ARG EESIT, PEE) LERKET AL

LCHEDTA Y — %L, BMADZpIZZ F— LI FEEZREL TS,

C VT by TORREFME LTI, VA VAT LATSNTORKBAN V-3 v VAT

4 (0S) T#HBUNICOSH & 6 12L&, T XTOPETHNOSZRIKIIELESZ

LEMEEL LY, Suport PEZRITAZ LICL D, PERAREZHEL (RIESELBE

bIEEL 2B EIICT B, SHEFHENROEKR, TVITYXLOEEEZLLLTIL

KRB THD), Tio, WHERRY 2= -2 ¥ FUVPEA AV THATE 25K
EHT LD Thb, BE. B2, FORBIPEE)/ T LIVLET VO
BIZHE ANTVS,

C 7= I YBFTOTT IV TEFMEBVTHR, 7 LA HEDOCRAFTZIBME D

FNTE o THPC (N7 4=V AT +— T V) KEEELTWHE (BEEOR
) DHEEENT VB, —F, CEEICOV TR IEREERN S b OIREE 229



PNC TN9600 96—004

implicit modellI LB TH 5, BEEHET A 77 ) —iZon T, TBEEHOF2—=

Y TRERL TS,

< FEBNEEAT O — FSTAR-CDIZ LB — CPUTS500Mflops (T901)% ZEE T & 5 FRRMAEL
a—FCHY., FICHEEEER (N, BMW, BHELRZ L) TEHsLTW5, BUE
ERSEOFEE v CHE A T ) BB ER ST 5,

C AR EECHES VA BB L ADICE S S LATEL, HITEERTICE
FAHBEIA Y Y agHTELEZIELTBY., 587 LA FZF05HALFEBYICS
AL T BEPRbRIz, |

CEIRTE L CWATIDEEHWA T FYr— 2 a VAIEBNLER 2T o720 HEBOFH
B | CATFIRE OB RILAS 1 o DEE L o 205, RBRAEE (CG) EEFATA

BAIHEELORy 7 L R ARMERS %, Avb—INy P v I HRTHAETS
FTOMESRT v FTHEDT K354 A&7 ’

I [HALER] 02w T, A=AV y b VOBRERHOTIGLE & FIIET,
E% ST CRUEMIC (GHERICL 2) BT ETv. SELZDOEEY BT THLY
& D S 7z,

AFEH & Appendix 5IZ/R Y o

4. 4 Engineering Reserach Center (ERC) for Computational Field Simulation
(229 EXRFE)

. ERCIZEEHPCCEEO—IRE LT, EEREEBRT (B4 2EEBRICBI IR
BMEY I2 V-2 a YERBETAMANE LT, FDARYH— Db LIZ1905E
RN, ik, FHERA v ¥ o AR FERREOAMET T % ThompsonZUE & - ¥
# —J & LT, computational engineer, computer engineer, computer scientist, mathematician,
application engineerfy100& 25HFZE L CH 1 . 4#REEAYIC b BTGB D72 HOFLEERE L
THIFIRELEESRE SN TS, |
O s ME, A v Y ak, BET VT XL, BEHEY 2T E T
AFAVT I 2T, HEBT—FF s F v, YAFAL VT T L—varDIOTH
p., ChICHE Oy I 6L UTEHETE, SHERIZEFRESN TN L,
C BARR A ERIEI L LT, ARZetE (EEIR) . AR, ST AN AEIER. AL
PR 7 CEEE R CORBEIRATEA SN2, 2 IS INBIE ML
RDOEF MR EELE & % T2 BEEROWMY T b, BFEHOGS BRS¢
BT, T70. D27 ML LTENA— FRY 7 b T2 7 L VoY X T LAH1E
FCel % < BROMAS (AEOBELENE) Z0b0RFELTY E VS (K
TABEEIEN PRI OERRERE > THRTNELOBREHINTNS) o
C Ay Y aERIIOWTH, COMEFROKEREETHY ., WAREOREEYTNLE



PNC TN9600 96—004

NOEIE T A BEEH S WVIELEEE A v ¥ o f0EIFEORBICE Y HA T, &D
FBRED - 720, BHERRICH L TRELZ 25720 2 RILTRB H5HBEIZNT 7
)y FiE (BIREBEEOBVWSAA Yy Va2 tBIBEOBEVWNA A v 22 lE&bE:
HEIA v ¥ 2508K) BERLTwihl e Thol,

CBMETRIR A v Ak L CERA SR A TAER 2 - Fid, REa2 7 - 2FRERE
TR B AEDPHREEETH > 7

CBHROBESR OB T, WHIBIROMEE LTT 4 ¥~ AR—F B EAERRD A

A= UHAERTELCAT. LDV —ATd, 3RTEETOEIEIRT 1 ¥ — DFEE,
BRI Y v L DERMOBFEICLL > T, Ay vafsilBEETHA ) LORBTH-

Fro BEVORENE 2T, KAMEEVIBTAY VarF—LOBREED TS &
Ve ORET R, | '

AFE# % Appendix 61Z7R S o



PNC TN9600 96—004

5. £&®

BFAEERA 7 0 24— "8 RHERE) KRBT HZL2BEME LT RS
BANBIL, ELRERPA D — 2B LOIEERZT) CL&I10 L) ERVICIFHRER
DEFHPBEFHEAEMALHEE L T2 REDTRZFE L. &FEZELTOMRE
PTicEens,

1

- REOHPCCEE, NIHEEOHEAEBERIC L - T, BFIREIC X 2 EHEEAEEET 1 B
N=F - V7 AETRVORPEENS {MTNATINVE b0, HEICEHER

77 - 70y FAOHBFICHETRELZ2RRICL > TE TS (4 £ T1000FDM0E
EEMEZERL, BEEBBXZ057 770y TRAE VLRV THE) . 4

DREDIZZDF I 70y TADOYUEETMPELZFTTEXLD, H5WVIIAEHHRTE

BRETHBRLEOF AL OB DEND B, BETLEMR, ZOMMIIE—

CPUDMEREIA LTt 7% ( FUEE W) FRTERENS SO TH B 720, KEREMLERD
HEI 7RI AF 2=V FYATFATHTERVRY, 2—¥F—3#F7—*7 2

Fy e BRLTUT I IV ETDRINETORELERTHZLETEL . K
P E SR T BB X IR Y B WD I2h . AMERER &0 S hO3PLALE
ThsH (BFI— FORBRRBE~OBA I L Tid, EFHLEIMET L0927
v avbdss, ARTREFULOBPIRIS RN &, BFIEZERL TR
FHDF 2=y FEFESFEORBIIRRAYFSH S ECERL T2 nid R ok
v} oo |

AR EERAEEIY T -2 OBEIL, B EE0ALRLTIER, BIEAR. TL
TAMOEFLEFTHTEEIC L, EEREFHESE TS, F5eE (B LIBEIRAR
TV) WILELRE BV ELRBREPAEBICAFTLI LN TELEZTTRL, 2y b
7— 2 Pl AREAGEEREL IRV MY TR EHTH I VIEREREREEL T,
=R LB RS S HTES (CREERERPKFETORAKTHS) o
SoTAHNT I RECEHIERLAZLOTELRVHIERESZ. Ay M7 — 78R
+ 3BT CHLPBERIFILANRL LS TELDTH L, BREFIFFERKICMR T,
Ay FI—2 07— AF—2a rEEESLTRIAPCARHEERRELZT) Lok
RRDBE Do DE I DEEDDHTHAH . BIEPICBWTH 2y b7 —7 2 BN
CRIBETAI IR A, B, BELEICHTAT 7 EARSHEL., HIRALTTEL
e OThE S EITE Z LIIWERRETTH S,

KPR F AL T 5 RO X D REREORME, FEMFEEFEESEL R UMERD
W7 70— F % BED ) S TWD, BIFCBV T, BRSO 8 ORI
INEBRTRELRINERLAVWSTI A -y 2 b IETTVEAVLES2R/E

Do, TOLIBEFMETMELZEVERL, BRSO FEER TR

-11-



PNC TN9600 96—004

~NEADDH B (bo b FEFFEICBITAEIROEREHFNT = LIHMER L L TErERD/S
T—RY ZVH) o o T, BT RZEEEM» { HoRBIZA v ¥ 2585 5 F5
b XRFERNZEERRICR S FEFIRBABERL 25, TLAHOKETHHHA
ENTWZ L3, RREREFERCITODN T Ao ZDRRRENZ LD X
SIICHMBET B, PO LI ICHSEBRAICGET DT AP I BELABMELEIThIERS
ZVe ZORBRELTERTS T 74 v 2 Rk PG - Bigic X 2 BHREM. 5121
[Bdh] 2 TRTIEFAEMOMABIEIEETH S, BEDA V37 FIMIITH 5,
NIEEREIIT TR, PAOBEDIL D 1 DOBRRETH 5,

PLEDEEOEBRICMA T, FFEEECE L TEBROBRE D L£IRY Bo THIz,
BT EBRFEINT 25, TUS T AOERMEE. BHRE. MRS b RBEMT
FTODELD, Uy - Y ETRBEEINTVS, ZOL I ITHEL LR AT —VHNBET
LRI, BB ESESE  ARENBEIFLREAFR 22 H D5 0WIERT
Bl Y, SBRBATMERBICRL RXEFHECL 2TWEMEFD 5, BE. BICEERET
HOoRMMHEHER NV ardEgl) dRRe 2= — AWz ~(HALTETwD, &
NEEFBEMICHYANLZ LI WV EENEERZSOEBONET v 7 (ARIRhEE - B
MR 2ELEERONI LD EAHS) -5 E L b, ABEFHEBITRRER
H-HERERRE LTEORMETHEPEE VAT AL RETHS ),
R&EDICHBWTIL, SHEBIIEREE L R%ETHL, EBRANELZ2DOEZ VI 2L~V 3
VEBRBTCRL, TREBEYVERZABTAILICIVEBEHICIIA ML, i
B D RIEREED T SN TS 5. BMADGH 1 DOBREDZOICKE 2
EREfE p BME LIS LRI RT) 2 & B2 2w L RIS, 1 208ERT
[ZEEE] L LTHRELTHERET Lo fBFEL A LI O ATV LENR
Hor#E2D, T, TREREPLEZTHALIDTIERL (ZhTIHBEDEERN L H
THBEABHEN RV AF L LPDRT, #Fho=—X 2 T4z v/
CEBRREES R EORBBIVKEEICHES) . RRDOBFTE D X 9 L RS Z RHUICE
BB LA ELEY LT LD LT AEHR. T2zl K- LADEED
NS VAL EALIETEHLHE - BEIATFTAEVS2H D, o TaHNE 301k - 1B
AHTTWLZERHLVRE&DDR Y, FLTENICLD2EHNERR2HESES
YEZ L, FERBCELTETELESEIHRIBETH S, BOITBILTEIFZFCX
LR OFER L L, 79 Thvk ZAREEBY2ERRERE - HEZTVWERERL TV
ENERECTH 5,

KEROBEF T, ReUEHRELOOBEEL SLINHESED ZLFERENT
VW, THOESEMICERT 5720101, HEOBEEOFEROERTRZOEREE
BT s LiEEETH S (ERYE - BRYBORR) . —20FALH L FEIL, £
3DFELFHEND [FHERE] CLET7TU—FThHb, IOFEICLoT, EROK
BB RBRICERAET 5 2 L BEEHME - REFEMGIEEDIZL AL OBSREHEBLET



PNC TN9600 96—004

ML C OBV CETT 5 2 LML & 5o BHEBSEEERT <, B —
Fo 7, 29 7—2, 50ViR7 7V —2a YiIBOTHEVWEETER LTS,
EFHSBIEBNTH, BRIhOOBRHFOREEEE L ETHEL BN EEHTSC
LRI TH S,

AHRICE Y AF LB - Ak%E, BEED TV AL EEROREFA L EO#
{)ﬁ@jﬁ%%ﬁgﬁ'ﬁ_%iﬁw E‘ﬁ%% b:JlEE%iE‘Hi LTw &bz, %‘I‘ﬁﬁﬁf%ﬁm Lidks
Bl - ZeBEEELICKB LT FETH 5,



PNC TN9600 96—004

< APPENDIX 1>

KEHPCCEE & K UNIMBBDOE



PNC TN9600 96—004

KEHPCCEHE & & UNIHBRDOHE

1. High Performance Computing and Communication (HPCC) StEIN & &

1980 LD, IV ¥a—F - N—FI 72V 7 by T7OREIELL{HLETSIC
v, IV Ea—F X2 BEREORE  TENOILAMEIEA TE Iz, 1980FEAH
BT bR EHERI Y Ca— T 1 ¥V FEEME TR, REO—ROWEE I mkREa v
Ya—74 YFERICITHICT 7 EATERWTWARI L, /2, CODIKEDa
v Y EEDBALMMPELENDDHEI LY EIBHETL L L HIC, REBF
PRELT, BHEIVECa—T1 VBRIV HAA T LEFHE E2REL
720

BEEKETIX, £X#5#EE (National Science Foundation: NSF& W&#59 %) |, ERFRE
(Department of Defence: DOD) . fiZZFHi/F (National Aeronautics and Space Administration:
NASA) . T3 NWVF—4 (Department of Energy: DOE) 7 &, W { D7 OEFEFEIE L
NIEEREI T A VI BIUARY NI —F U@ TATO Y 2 P REDTY
770 LA, BIRL22L D GeEfkiba vy Ca—F 1 ¥ FEEMEETE T 2 T, 1980
EHPONSFHEA—/N—2 v Ea—F 1 v 7 bery—ORIBLU LV —FE2ERTS
Ny yR— - %y b7 —J(NSFNET) ORIRRZRHIELZ. Ihetka s LT, DOE,
NASA,DODZ% & RO E 2T bl L, ERBEESL L TEE 0% - BEEE %
2o CKBELR Y P77 BESPERMEINE L) koo TEZ,

DL RREOTIC, MEOEEERaI >y Ca—7 1 Y THEMELERBEA T, &

HBRF L 2EHEET Yy Ea—7 1 V FEEFAFED DLz T DR, 1989F TR
FEITERO—ERICh 5 BB/ (Office of Science and Téchnology Policy: OSTP)
25, KEBRESOEFE %51 CHPCCEIEMERICE T 2#EE (The Federal High Performance
Computing Program) %12 L72, OSTPIZ I N EFEF 2 T, 1928 F KHETEEE OH
22 (Grand Challenges: High Performance Computing and Communications) (ZHPCCEIEI DM
HEEARLZ (19914E) .

2 . HPCCRHEID A h

RA-1IZHPCCEEI DN Z R T,

HPCCEIHEHIZ 7y VBT CHREL. 2HEMOBMEPRMEZET Y ¥ F Y BREIH &
AN —H. 7 U b Bk KGR EEA (National Information Infrastructure: NII) 1
MERRLEY, TRICEVEFNRT TOHPCCEHENICEENMZ 51, F L \WHPCCETH
DAY — b L

BT, 7y vaBiEs 7)) v YEHECBITSHPCCRIEIORNZ R T o



PNC TN9600 96—004

(1) 7w ¥ 2 BHET OHPCCETEM R

19914E 128107y Vo BHET CEMEI v Ya—F 4 Y FENKRILL, SERIChZS
HPCCRE - (1992 ~ 19964EHE) SERITA & — b Lizo 19924F12135] &tV T19934F
HPCCEIHA519934E E AMA T EREOMEE (Grand Challenges 1993: High Performance
Computing and Communications) (ZAR &7z, BWHPCCEIEIL [ 77V F - Fx L~
Vi EENS, BFENE—ATH LRIV ERE / TENEOBIET HEE LTy
Too 79V F - F oLy Pid, MELE, EPESE, MIKEE, =4 0VF—, FH - KK
YR, MEARELR EOTFICBITE, §EREHDLIVIIHHIZERZEE2HLHLT
bOTHY, DL REEZERT A ICEEEE Y Ea—F 1 V7 - BEEREZILE
ET D, COHT Yy v aWETOHPCCRTEIE., BHEIVEa—T 4V 7 - VAT A
(BiEFNa v Ea—F 107 - VAFLEED) OR%, BEIVE2—FRv b7 -2
OB, £V 7 2T/ TV XLADERE,. BLUERMEOIE L Lma -
a—F 4 Y FICBIALAMOBTED 4 ODBEREH#HE L THERIN T,

(2) 7V > b BHET OHPCCEIEDH N

19924£12 27 1) ¥ b VB, REEOBEZWBKE LINOOBBERELL, 7))~
b v BHEOHPCCENE 1L, NIGEE R B E X TRE SN THB Y., 1993412133 L WHPCCRt
B (19944FEHPCCRIE) 7%, 1994FREETHHHEOHWREE (High Performance
Computing and Communications: Toward a National Information Infrastructure) 122K S 17z,
HLVHPCCEIE CIINOEREZXBTAZLFAMO 1 2L LTEY, Y5V F-Fr b
YOUMATHF Y aF N - Frl Y (FRERS. BF - BE. 85, €VAA, BHE/S
A, BiERe, BERLERELREOET, BERORFNEEROERIIA VN7 M 25
% . HPCCEMR DI X D A2 52 B RIENLR 7 7)) r—Y av) LIFENH1HR
BB ORI -2 BEE LTRSSz, O—RELTHBRLAZZTNRETDLD
OHPCCE EIOHBREZ A T, NUOBIFNEFmORSE (FREREW - 77—
vavoR%) SEmEhis,

19944 iZ ($HPCCEHE O {HE) IR CNIL 2 #BL§ 2 HPCCEAT DM 2 HIY & LT, 1995
SERFHPCCEHEAS, 1995FEEAMETEHEZOMRE (High Performance Computing and
Communications: Technology for the National Information Infrastructure) (2% 87z, 19954
\IHPCCENE D BARM e R B OARE BRI L LT, 19964F EEHPCCRTE A, 19965 BEK
FETFEHEOMEE (High Performance Computing and Communications: Foundation for
American's Information Future) IZAR SNz, BB, 7 ¥ F B, b FEEDHPCCE
HEETEA AR SN LISk V., 1994401319954 EEMETE (FY1995 Implementation
Plan) %%, 1995%E1Z1119964EBEEMETHE (FY1996 Implementation Plan) AR &M T

%o

3. HPCCEHEH® HIE
HPCCEIRO HEIILTO LB Y TH 5,



PNC TN9600 96—004

MO EEEa Y Ya—F 17 aryEa— 7 BEONE T, XEOHEMWIEEH % mk
LILKT 5,

Q) BWEFEMEL, BFHES). BRLOEE. 25, Ef. BLUOBKEEON L
VBT BIRIECEBOER LI 2 IBET 5. |
(NI (EXKEHRER) 2FERSEIEEHFLZHEEL, NO7T 7 &y~ a Y OERME
®IMEET 5o

4 . HPCCETE D ELR
HPCCEIHE DML, LT LBH TH S,

() BEFLOERICLY, KBEELRRZ /" TEHE (F7 2 F - Fv Ly VHE) o33
AR, PRl Eb 17T - 70y JAOFHERNEET S, Ay —F T VIEFIT —
FFrFYEFHL-EREI Y Ca—T 40 VAT LARBET S,

QA vy —Fy POWEBIUHEMEEZZETH I EI2L o T, HPCCEHRT 5§
TOEZEZT RT3,

QEEXRLOERICIY, 2EMNRZEYT - Ev b 2y VI -2 2BRETAIDOILER
2y P =XV B ERET S, .

@GDFFVF-FxLyIBIUFVaFr - FxLbyY - Ty~ a yOREHR
KR D, IRBOXT -y b - Ay b OEERETVIT 5,

G)FT -7y TALRVDAYEa—F 4 YT EERHEHLT, 98- Fxb
v VRO ITV, TOFUME VT S,

(6) BRBFLHRE, AREE, AROFE, BE. HF L EKCHLEROENRITES
DR EFTEEETE, Z90F - FyL Y, Frat - Fx Ly IBLTF0MD
TN - a VIERBERT 00, BHEEI 2 —TF 4 VT VAT A,
BifERSY 7 by =T /AT XLBLT Ry 7= - T/ LA eREL, Th
LERFIFATAIEIZE - T EH 2 RET 5,

(N REDOHES & UEEZR B AHPCCHEFOFA L ER2RET 570, HikiEI ¥
Va—F 4 Y53t ¥ — (HPCRC) | *v  7—7., BhEH Lz g4
ez P ey 5,

Q) BEXR L 0ItFEHZRICL H, HFRERER (GI) TR 5 EWMBBEIT = K5
T5h,

Q) FvaFh-FxLyy TS - arvEFETTL0010, EEREOMFICE
DHPCC DI EZILT 5,

(10) Bk, KBESHE L URERLNVT, 2ENCEZRINZT AL L5ER
BEMETOT T LRI T S, NICL W EREO-OORL BRI WALFERME L
T, SHERZOEDOH LR 5,

(AN ayEa—s#eE ar¥a—-7TE, SEHNZE/ TEBITERREIFIIBTS



PNC TN9600 96—004

REGPHELBBETENO 7 20—y T2 T 5, T2, K
BERFEFBOREEBIT7 20—y THIEZRIT %,

5. HPCCEHEIZ I EFEHEE

B L AN TOR

19954 & D Hi7/- B L RE - BEBCEMZGEERB L UEAEREIHICEMT A2 L
Wl oo o THEHPCCEIEIIZSIM L TV A EFZREIIUTO120BHTH 5,

(1) EEERE - BRERMER

(2) Ef#A OENEE R R
G TRANF -4 '
O &£

G RERET

6) MEFEHRF

(7) & 4= 48 B L R AR T FE T
(8) B A ERIR ISt
O) BBERERTR

(10) Bt EIRZ2RER

(11) &XHFHHE
(12)ENEES



PNC TN9600 96—004

0z HP CCHHTZ# 22
The Federal High Performance Computing Program
-j’ A
1902FE EH P C C # &
o 15
Grand Challenges :
o High Performance Computing and Commuaications
> |
B 15 mEgfEI v a—-F s v
E \
ot 1993 E E H P C C#H.
Grand Challenges 1993 :
High Performance Computing and Communications
2 £ N - I. I B B
15 19945 EHP C CE B
High Performance Cumbuting & Communications :
” Toward a National Information Infrastructure 1994
1) L 189054 E H P C C & |
High Performance Computing and Communications :
W Technology for the National Information Infrastructure
|‘ =
e 1995ZFFEEHP C CEHTH
b High Performance Computing and Commupications :
Y 1995 Implementation Plan
=
1006 EEHPCCHBE
E 5 -
High Performance Computing and Communications:
Foundation for America’s Information Fulure
5 4 1996 BFH P C CH T B
High Performance Computing and Communications :
Y 1956 Implementation Plan

YA-1 HPCCEEMLFNERN




PNC TN9600 96—004

<APPENDIX 2>

X—IN—AY Ea—FT1427'9 555
OBXEDEKRK
OEMSHIE LYy ¥ a > DEL



PNC TN9600 96—004

SC'95 Table of Contents by Session 1/16/96 10:59 AM

Tile Pepe ] 5095 TOCs: BySEsslGﬂ—lByAUTHGRl INDEX

SC'95 Table of Contents by Session
EEKeynote Address

William A. Wulf
Now for *Reallv* Su ufin:

Elnvited Speakers
Cherri Pancake ‘

e Emperor Ha lothes: What HPC User. Need to Sa d HPC Vendors Need to Hear
Pavel Curtis
-Network Places: Concepts, Experiences, and Plans
Sam Milosevich
Thrivin tion Anxiety; A ival Guide to the Knowledge-Value Revolufion
John Schill

Toint Task Force Advanced Technology Demonstration (JTE ATD)
Richard M. Hodur

umerical Weather Prediction and the rica's Cur
Shuichi Iwata
Virtual : Challenges int Engineering from Advanced and Super ologies
Jack Donegan

'w Many Mi er Gall Your C el?

Seymour Goodman . .
An Examination of High-Performance Computing Export Control Policy in the 1990s
EiPapers

ATM in High Performance Networks
Lead-in Speaker: Jonathon Smith

Multicast Virtual Topologies for Collective Communication in MPCs and ATM Clusters by Y. Huang,
C. C. Huang, P. K. McKinley
"' Model and Call sion Control Traffic by

file:IIIMacintosh%onDIS_CQSISCQSPROCISESSION.HTM Page 1 of 6

A—18



PNC TN9600 96—004

SC'95 Table of Contenis by Session 1/16/96 10:59 AM
Jose Roberto Fernandez, Matt W. Mutka

Applied Algorithms
Lead-in Speaker: TBD
Surface Fitting Using GCV Smoothing Splines on Supercomputers by Alan Williams, Kevin Burrage

Efficient Algorithms for Atmospheric Correction of Remotely Sensed Data by Hassan Fallah-Adl,
Joseph JaJa, Shunlin Liang, Yoram J. Kaufman, John Townshend

Education Papers ' -

The Living Textbook and the K-12 Classroom of the Future by Kim Mills, Geoffrey Fox, Paul
Coddington, Barbara Mihalas, Marek Pedgorny, Barbara Shelly, Steven Bossert

Pittsburgh Supercomputing Center High School Initiative in Computational Science Report on Findings
School Years: 199192, 1992-93, 1993-4 by Casey Porto

Developing Computational Science Curricula: The EarthVision Experience by Ralph K. Coppola, Eva
Erdosne Toth

The Use of Cellular Automata in the Classroom by Fl. Albert Lilly

Innovative Educational Issues
Mobile Robots Teach Machine-[.evel Programming by Patricia J. Teller, Ted Dunning

A Web Interface to Parallel Program Source Code Archetypes by Juan Villacis, Dennis Gannon
HPC Undergraduate Curriculum Development at SDSU using SDSC Resources by Kris Stewart

Data Mining

Computational Methods for Inteiligent Information Access by Michael W. Berry, Susan T. Dumais,
Todd A. Letsche '

High-Performance Computing Approaches for Using the WWW to Access a Large-Scale
Environmental Dataset Repository by Bahram Nassersharif, Richard Marciane, Sui-ky Ling, Eugene
Ho, Curt Edmonds

Distributed Information Management in the National HPCC Software Exchange by Shitley Browne,
Jack Dongarra, Geoffrey C. Fox, Ken Hawick, Ken Kennedy, Rick Stevens, Robert Olson, Tom Rowan

Applications: Biochemistry

Computational Approach o the Statistical Mechanics of Protein Folding by Ming-Hong Hao, Harold
A, Scheraga

Surveying Molecular Interactions with DOT by Lynn F. Ten Eyck, Jeffrey Mandell, Victoria A. Roberts,
Michael E. Pique

1/0O Limitations in Parallel Molecular Dynamics by Terry W. Clark, L. Ridgway Scott, Stanislaw
Wloked, J. Andrew McCammon

Applications: Biology '
Microparallelism and High-Performance Protein Matching by Bowen Alpern, Larry Carter, Kang Su
Gatlin '

Parallelizing the Phylogeny Problem by Jeff A. Jones, Katherine A. Yelick

MONSTER - the Ghost in the Connection Machine: Modularity of Neural Systems in Theoretical
Evolutionary Research by Nigel Snoad, Terry Bossomaier

Partitioning Algorithms -
PMRSB: Paralle] Multitevel Recursive Spectral Bisection by Stephen T. Barnard
A Multi-Level Algorithm For Partitioning Graphs by Bruce Hendrickson, Robert Leland

Analysis of Multilevel Graph Partitioning by George Karypis, Vipin Kumar

Performance I
Structured Approach to Instrumentation System Development and Evaluation by Abdul Waheed,
Diane T. Rover

Automated Performance Prediction of Message-Passing Parallel Programs by Robert J. Block, Sekhar
Sarukkai, Pankaj Mehra

Towards Modeling the Performance of a Fast Connected Components Algorithm on Parallel Machines
by Steven 5. Lumetta, Arvind Krishnamurthy, David E. Culler

Applications: Engineering
A Case Study in Parallel Scientific Computing: The Boundary Element Method ona

Distributed-Memory Multicomputer by Ramesh Natarajan, Dilip Krishnaswamy
Parallel Implementations of the Power System Transient Stabilify Problemn on Clusters of Workstations

file:/1/Macintosh%20HD/SC85/SC95PROC/SESSION.HTM Page 2 of 6

A-9



PNC TN9600 96—004

$C'95 Table of Contenis by Session . 1116196 10:59 AM
by Monika ten Bruggencate, Suresh Chalasani

Parallel Processing of Spaceborre Imaging Radar Data by Craig Miller, David G. Payne, Thanh N.

Phung, Herb Siegel, Roy Williams
Parallel Software

A Parallel Software Infrastructure for Structured Adaptive Mesh Methods by Scott R. Kohn, Scott B.
Baden

Message Passing Versus Distributed Shared Memory on Networks of Workstations by Honghui Lu,
Sandhya Dwarkadas, Alan L. Cox, :

Willy Zwaenepoel

Storm Watch: A Tool for Visualizing Memory System Protocols by Trishul M. Chilimbi, Thomas Ball,

Stephen G. Eick, James R. Larus

Novel Execution Models

Efficient Support of Location Transparency in Concurrent Object-Oriented Programming Languages by
WooYoung Kim, Gul Agha :
Compiling and Optimizing for Decoupled Architectures by Nigel Topham, Alasdair Rawsthorne,

Callum McLean, Muriel Mewissen, Peter Bird
A Hybrid Execution Model for Fine-Grained Languages on Distributed Memory Multicomputers by
John Plevyak, Vijay Karamcheti, Xingbin Zhang, Andrew A. Chien .

Applications: Physics
Parallel Linear General Relativity and isotropies by Paul Bode, Edmund Bertschinger

Balancing Processor Loads and Exploiting Data Locality in N-Body Simulationg by Ioana Banicescu,

Susan Flynn Hummel

Lattice QCD on the IBM Scalable POWERParallel Systems SP? by C. Bernard, C. DeTar, S. Gottlieb,

U.M. Heller, ]. Hetrick, N. Ishizuka, L. Karkkainen, S. R. Lantz, K. Rurmmukainen, R, Sugar, D.
Toussaint, M. Wingate

Gigabit Testbed Experiences
Lead-in Speaker: Darleen Fisher -

Distributing a Chemical Process Optimization Application Over a Gigabit Network by Robert L. Clay,
Peter A. Steenkiste

Wide-Area Gigabit Networking: Los Alamos HIPPI-SONET Gateway by Wallace B. 5t. John, David H.
DuBois

Compilers I

Symbolic Array Dataflow Analysis for Array Privatization and Program Parallelization by Junjie Gu,

Zhiyuan Li, Gyungho Lee

Interprocedural Compilation of Irregular Applications for Distributed Memory Machines by Gagan

Agrawal, Joel Saliz

Detecting Coarse - Grain Parallelism Using an Interprocedural Paralielizing Compiler by Mary W. Hall,
Brian R. Murphy, Shih-Wei Liao, Monica S. Lam

Saman P. Amarasinghe,

Paralle] Tools 7 '

An Integrated Compilation and Performance Analysis Environment for Data Parallel Proerams by
Vikram S. Adve, John Mellor-Crummey, Mark Anderson, Ken Kennedy, jhy-Chun Wang, Daniel A.
Reed o

Relative Debugging and its Application to the Development of Large Numerical Models by David
Abramson, Jan Foster, John Michalakes, Rok Sosic

SCIRun: A Scientific Progr amming Environment for Computational Steering by Steven G. Parker,

Christopher R. Johnson

Performance II :

Lead-in Speaker: David Bailey _

4 Performance Evaluation of the Convex SPP-1000 Scalable Shared Memory Parallel Computer by
Thomas Sterling, Daniel Savarese, Peter MaciNeice, Kevin Olson, Clark Mobarry, Bruce Fryxell, Phillip
Merkey

Predicting Application Behavigr in Large Scale Shared-memory Multiprocessors by Karim Harzallah,

Kenneth C. Sevdk

Issues in Scheduling, Networking, and Computer Misuse Detection

High-Performance Incremental Scheduling on Massively Parallel Computers - A Global Approach by
Min-You Wu, Wei Shu ‘

fite:/f/Macintosh%20HD/SC95/SC95PROC/SESSION.HTM Page 3 of 6

A-10



PNC TN9600 96—004

SC'95 Table of Contenis by Session 1/16/96 10:59 AM
High Performance Messaging on Workstations: [llinois Fast Messages (FM) for Myzinet by Scott Pakin,
Mario Lauria, Andrew Chien :

UNICORN: Misuse Detection for UNICOS(TM) by Gary G. Christoph, Kathleen A. Jackson, Michael
C. Neuman, Christine L. B. Siciliano, Dennis D. Simmonds, Cathy A. Stallings, Joseph L. Thompson

Input/Qutput for High Performance Systems

Server-Directed Collective 1/0 in Panda by K. E. Seamons, Y. Chen, P. Jones, ]. Jozwiak, M. Winslett
Gigabit 1/0 for Distributed-Memory Machines: Architecture and Applications by Michael Hemy, Peter
Steenkiste

Input/Output Characteristics of Scalable Parallel Applications by Phyllis E. Crandali, Ruth A. Aydt,
Andrew A. Chien, Daniel A. Reed

Architecture

Chair: Steve Oberlin

The Benefits of Clustering in Shared Address Space Multiprocessors: An Applications-Driven
Investigation by Andrew Erlichson, Basem A. Nayfeh, Jaswinder P. Singh, Kunle Olukotun

Lazy Release Congistency for Hardware-Coherent Multiprocessors by Leonidas I. Kontothanassis,
Michael 1. Scott, Ricardo Bianchini ) :

Architectural Mechanisms for Explicit Communication in Shared Memory Multiprocessors by
Umakishore Ramachandran, Gautamn Shah, Anand Sivasubramaniam, Aman Singla, Ivan Yanasak

Gordon Bell Prize Finalists

Astrophysical N-body simulations on the GRAPE-4 Special-Purpose Computer by Junichiro Makino,
Makoto Taiji '

Price and Performance of Simulating Wind Instruments by Panayotis Skordos

Quantum Chromodynarmics Simulation on NWT by M. Yoshida, A. Nakamura, M. Fukuda, T.
Nakamura, S. Hioki

Applications: Fluid Dynamics
Chaijr: Thomas Mautner :

A Parallel Incompressible Fiow Solver Package with a Parallel Muttigrid Elliptic Kernel by John Z. Lou,
Robert D. Ferraro

Large Eddy Simulation of a Spatially-Developing Boundary Layer by Xiachua Wu, Kyle D. Squires,
Thomas S. Lund

Parallelizing Navier-Stokes Computations on a Variety of Architectural Platforms by D. N. Jayasimha,
M. E. Hayder, 5. K. Pillay

Compilers II

Chair: Dirk Grunwald

Communication Optimizations for Paralle] Computing Using Data Access Information by Martin C.
Rinard '

Index Array Flattening Through Program Transformation by Raja Das, Paul Havlak, Joel Saltz, Ken
Kennedy

An HPF Compiler for the IBM SP? by Manish Gupta, Sam Midkiff, Edith Schonberg, Ven Seshadri,
David Shields, Ko-Yang Wang, Wai-Mee Ching, Ton Ngo

Performance IH

Chair: Allen Malony

Lead-in Speaker: Joan Francioni

The Synergetic Effect of Compiler, Architecture, and Manual Opfimizations on the Performance of
CFD On Multiprocessors by Masayuki Kuba, Constantine D. Polychronopoulos, Kyle Gallivan

Parallel Retrograde Analvsis on a Distributed System by Henri Bal, Victor Allis

Matrix Computations

Chatir: Lori Freitag

Lead-in Speaker: Michael Heath

Parallel Algorithms for Forward and Back Substitution in Direct Solution of Sparse Linear Systems by
Anshul Gupta, Vipin Kumar

Parallel Matrix-Vector Product Using Approximate Hierarchical Methods by Ananth Grama, Vipin
Kumar, Ahmed Sameh

Compilers III
Chair: Margaret Simmons
file:///Macintosh%20HD/SC95/SCE5PROC/SESSION.HTM Page 4 of 6

A-11



PNC TN9600 96—004

SC'95 Table of Contents by Session 1/16/96 10:59 AM
Automatic Data Layout for High Performance Fortran by Ken Kennedy, Ulrich Kremer

Controlling Application Grain Size on a Network of Workstahons by Bruce 5. Siegell, Peter A.
Steenkiste

A Novel Approach Towards Automatic Data Distribution by ]ordJ Garcia, Eduard Ayguade, Jesus
Labarta

Applications: Ocean and Atmospheric Modeling

Chair: Robert Chervin

Implementation and Performance of a Grand Challenge 3d Quasj-Geostrophic Multi-Grid code on the
Cray T3D and IBM SP2 by Clive F. Baillie, James C. McWilliams, Jeffrey B. Weiss, Irad Yavneh

Axchitecture-Adaptable Finite Element Modelling: A Case Study using an Ocean Circulation
Simulation by Santhosh Kumaran, Robert N. Miller, Michael J. Quinn

Performance of a Parallel Global Atmospheric Chemical Tracer Model by James Demmel, Sharon Smith
Panels

University Education

ere i UDErCOmDLL fiw. evoluti
Moderator: Dennis Gannon
Panellists: Larry Smarr, Vince Schuster

Mayors' Panel
Moderator: Jack Donegan

Community Networking I - Applications
Moderator: John Ziebarth

mmunity Networking IT - T 1
Moderator: john Ziebarth

Goldilock andﬂ‘teThreeBe rs Confront the e upercomputin
Moderator: Robert Borchers
Panelists: Tom -Anderson, Burton Smith, Steven Wallach

Embedded Applications for High Perfo mputn

Moderator: Craig Lund
Panelists: Dr. José Mufioz and others TBD

Informafion Superhighway or Road to Ruin?
Moderator: Becky Bace

Panelists: Gary Christoph, Tsutomu Shimomura, Gene Spafford
Terefl rcial Flops?

Moderator: Norris Parker Smith
Panelists: Forest Baskett, Irving Wladawski

fHWorkshops

HPE: A User's Perspective by Brian T. Smith
EURQPORT Activities by Francis Wray

Careers for Women in Computer Science and Engineering

Object Qriented P ] Pr. ing by Dennis Gannon
Systemn Software and Tools for High-Performance Computing Environments by Paul Messina, ]ames C.

T. Pool, Thomas Sterling

Research Issues in Scalable I/0 by James C. T. Pool
file:///Macintosh%20HD/SC85/SCI5PROC/SESSION.HTM " Page 5 of 6

A—-12



PNC TN9600 96—004

<FEHHEBE vy a OEHN>

1. A7 ATY XL
DTFD3BIConTERIFRENT,

(1) Sheared-Memory Emulation for Billion-Atom Molecular Dynamics Simulations
Charles Romine, Martine Marietta Energy Systems, Inc.

(2) Surface Fitting Using GCV Smoothing Splines on Supercomputers
Alan Williams, Kevin Burrage, University of Queenland, Australia

(3) Efficient Algorithms for Atmospheric Correction of Remotely Sensed Data
Hassan Fallah-Adl, Joseph Jala, et al., UMIACS, University of Maryland

MRBEBEORETFICoWT, B3 VRO TENFFELHEL (7 FEICOWV
TR b DTH B, HPARKEEN / BREEE, KREBEEEOFTICAV LR TY
Bo WY /A v T Vi DOParagon 1024PEZ BV, BWA T =S¥ U F 14 ZZER LTV
5o

@iEA— A+ 7 T EHROERILE NIRRT — & 75, GCV(Generalised Cross
Varidation smoothing algorithm) &I 5 7 T X L% FH, T LAL=I VT
KN F— T R BLFELOVTERRL DTS, AFH% HVv:T1000~2000%FE D E
3 217 — # % & Smoothing Surface# CRAY-C90, Cray-YMP, Intel Paragon, Cray-T3D7%: LHE 4
DTFy b T F—LhLTEHEL, FONRT =TV A% HE L7, GCVD YV IL/S—DCG
A A L72EE . Cray-T3DRHEBHBWAY —F ¥ 7 1 2T O L, IBM-SP2®
Intel Paragonidd ¥ Y B { 2V, T Cray-T3DH E W latency, BNy Figd ok T
hohEEILND,

GET Y FHy MEESLELN T AWK L, [ARMIE] &IN5 mERL
_ﬂ%%ﬁtﬁﬁ$&uowrﬁ&t%®@%5oﬂ%%mu%en1<%@&®%&8f
BhNTWBEHFIHELML. EEHBOHBREEL S RDLFETH S, wHITF—r&E
BBKE B0, STREERSEER X Y BFLETVWERICLE L T b,

2. HEfL
UTo3GDRENE SN,
(1) Computational Approach to the Statistical Mechanics of Protein Folding
Ming-Hong Hao, Harold A. Scheraga, Cornel University
(2) Surveying Molecular Interactions with DOT
Lynn F. Ten Eyck, Jeffrey Mandell, San Diego Supercomputer Center
(3) I/O Limitations in Parallel Molecular Dynamics
Terry W. Clark, L. Ridgway Scott, Stanislaw Wloked, University of Houston

(DI EE Bfolding DRI, BHIFEBEOWEAEMRE LTHAT 70 —F TR lA

A—-13



PNC TN9600 96—004

ZLDThHb, BREIEAF~HTFEOEFLrLELERFTHY., TDLVBHIME
HEITERE Vo TLIWIEEFERET S, LA LERICI, FD3§i#E L native structure”
LIFEN AR OEEICE L O SEPERHNICO SN TS, EHHfoldingD ML
ity HEEHEORFEFIF—KITINIRE o 2B ET, TOMAFFEETH 5 "native
structure" Z FRT A ETH 5, AREIE. HRDE L F A NI L B AEED T
{248 2 TESMC(Entropy Sampling Monte Carlo)iE %2 AV THHIRLE Ko 72 b D TH 5,

OE, 2ODELAFEFTFIHETS L) REEEHETIRSICREL 2o TL 5,
2 5 FEdH B VIIBOIESF & Delectrostatic potential energy 2 %hE & (FHET 5 F&
(DO DV THERT2 b DTH b, DOTIidmaster/slave 7V & BV THEFMLDHT - T
%, EtEidDec 300040007 A 7 L% 9/ — F#EG L7zb D, B L Ulntel Paragon XP/S LT .
ZIFEN, WIORBERDOFHELYVEVAF—FEY T4 2RL

3L K |
Dk Y avIitBFARRIIRD IHETHD,
(1) Microparallelism and High-Performance Protein Matching
Bowen Alpern, IBM Watson Research Center
(2) Paralleli'zing the Phylogeny Problem
Jeff A. Jones, Katherine A. Yelick, HyperParallel Inc.
(3) MONSTER - the Ghost in the Connection Machine: Modularity of Neural Systems in Theoretical
Evolutionary Research
Nigel Snoad, Terry Bossomaier, RSISE, Australian National University

()it Z B E LDNARCHI Dstring-matching 12 f v* 5 11 % Smith-Watermanik 2 ## A9 12365 11E
TAFEB LT EOBITRKRIIOVWTHERLIDOTH S,
(2)4dphylogeny problem & L T4 & 1T\ B [EAEL O MM ER IC B b 5 FEOEFIL

KT AERTH 5,
(ﬂﬁﬁﬁ%YWUUiL(GM‘w:1~§w%vFU*?kwﬁiwﬁﬁ%?wwﬁ

BAFD 2 00T NI X2 FMAEDEEFIE LI 2 — FMONSTERICDWTDRERT
bHb, BEEIICH, Sa—F03y FT—2 OFFHSICGAE V., TRENOPETL
kﬁ%ﬂtm/rv 2% RULHELFHEEAVTNS, JOFERZNY — VEEREEIC
R L ZORE;FEDPO LI,

4, T2TZF YT

Aty avid, BFHBICE A ERECHT AR MAERLZOOTH Y, LM
WY BERPEL LT,
(1) A Case Study in Parallel Scientific Computing: The Boundary Element Method on a Distributed-

Memory Multicomputer
Ramesh Natarajan, IBM Watson Research Center

A-114



PNC TN9600 96—004

(2) Parallel Implementations of the Power System Transient Stability Problem on Clusters of
Workstations
Monika ten Bruggencate, Suresh Chalasani, University of Wisconsin

(3) Parallel Processing of Spaceborne Imaging Radar Data
Craig Milier, NASA Jet Propulsion Laboratory; David G. Payne, Thanh N. Phung, Intel Corp.

(MREREZEEFZHV, 3RTOT 7T R, AVLFNY FEXZIBM-SP2 L THH=E
HICBE S PR DWW TR 3 DTH D, BRERETIIMEOY A APKRE(RB L,
AEJIF2FDF—F—T, IV —33FOF— ¥V —TUELE-TL b, DO
Tk, A BV RBETHES5ETAI LKLY, Y- ZTn s 7 A0EFLIC &
DI L7e 7055 A DIEFI{LIZIBM Power Visualization System k. CHPCR > F v — 7
FICBS S P d I iTbh, 32PE TSGR LSRNz,

QIREDEBICBIT ABHMORELEICEN T 500 FEICETHMAETH
Bo ZDRIEIRBAGICITAHREBTI R M FEICES Sh b, sIEREBRARLW
FTHE LIRS 2EBEOFELTH W THRMNIHEIN TV S,

G}, SIR-C/X-SARE IR FHERICEB SN L — 5 —THRU SN BIRFREIC
B amET— ¥ 2 EFMET 2METH L, ERMICIEFERSENC L DPED & ICHE
MBEEND, F7. Intel PFS(Parallel File System)% V>, 7 — % %5t AALPE, ZPEIC
5= & S EET APE, B4 BAPEL D2 TF— 7 —/"—F v S LEFLEINTY
{o 1O, BIE. FFTETE. FOMOFHEIC,h 2B D PA LT, 2T 7TV
5 A MEWVILENEE S X ) ko,

5. MEHFE |
KbvyaryTRUTOIBORRF L SN (BEFIRIZRNTL) -
(1) A Parallel Incompressible Flow Solver Package with a Parallel Multigrid Elliptic Kernel
John Z. Lou, Robert D. Ferraro, California Institute of Technology

(2) Large Eddy Simulation of a Spatially-Developing Boundary Layer
Xiaohua Wu, Kyle D. Squires, University of Vermont

(3) Parallelizing Navier-Stokes Computations on a Variety of Architectural Platforms
D. N. Jayasimha, Ohio State Univ.; M. E. Hayder, S. K. Pillay, NASA

MIEZSEC & 2 EERERVRE 70 79 AQHFHLII OV TR DD TH S,
BAEERIC LV BFY VN OFARIHERENL L L I, PYMEEFFR- T 5V A
FLUESIIBETE S Z EHRENL,

QUILESIC & 2 ZEDEAFZZ LN EE Y 2 V- a y T3 0ic, BRADSEA
DEEFEFRELEZLOTH D, 2tk Y, FHENICIX 022 BH - GLiLER
SEHAPEHETAI L, BROEEIHRERBOEAFELERATLII LN T,

O, EEEFET - A= 2AHBREHVTY =y MHBRHE(T 7Y r—v =

A—-165



PNC TN9600 96—004

YR, VIR —RIEE LT -2 AT~ a v, B AL REFIEHER (Cray
YMP) , A8 AEY BIFIETER (IBM-SP, Cray-T3D) &VoZBR 575y P74 —4
WCHEAL, BEMECATr—F T 1 EOREZT-o7b0TH 5,

A-1686



PNC TN9600 96—004

A Parallel Incompressible Fiow Solver
Package with a Parallel Multigrid Elliptic
- Kernel

John Z. Lou™ and RobertD. Ferraro™*

Abstract

A parallel time-dependent incompressible flow soiver and a
parallel multigrid elliptic kernel are described. The flow solver is
based on a second-order projection method applied to a staggered
finite-difference grid. The multigrid algorithms implemented in the
elliptic kernel, which is needed by the flow solver, are V-cycle and
full V-cycle schemes. A grid-partition strategy is used in the parallel
implementations of both the flow solver and the multigrid elliptic ker-
nel on all fine and coarse grids. Numerical experiments and parallel
performance tests show the paraliel soiver package is numerically
stable, physically robust and computationally efficient. Both the mul-
tigrid elliptic kerne} and the flow solver scale very well to a large
number of processors on the Intel Paragon and the Cray T3D for
computations with moderate granularity. The solver package has
been carefully designed and coded so that it can be easily adapted
to solving a variety of interesting two and three-dimensional flow
problems. The solver package is portable to parallel systems that
support MP1, PVM and Intel NX for interprocessor communications.

1. Introduction

The objective of this work is to develop a parallel and scal-
able incompressible flow solver package which can be used for solv-
ing a variety of practical and challenging incompressible flow
problems arising from physics and engineering applications. A few
examples are convective turbulence modeling in astrophysics, ther-
mally driven flows in cooling systems and combustion process mod-
eling. A Navier-Stokes algorithm for successfully solving these
complicated, non-smooth flow problems must be numerically stable,
physically robust and computationalily efficient. Results from numeri-
cal experiments in [2], [3] and [4] indicate that & second-order pro-
jection method proposed in [2] is a promising candidate for

+lou@acadia.jpl.nasa.gov, Jet Propulsion Laboratory, California institute of Technol-
ogy, Pasadena, CA 91109

++erraro@zion jpl.nasa.gov, Jet Propulsion Laboratory, California Institute of Tech-
nology, Pasadena, CA 91109
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simulations of complex incompressible flows.

Our task is to develop an efficient, flexible and portable par-
alle] flow solver package for multiple applications. In terms of effi-
ciency, we want the solver to have high numerical efficiency as well
as parallel computing efficiency, which is the reason to use a parallel
multigrid elliptic kernel as a convergence accelerator for the parallel
flow solver. Flexibility and portability have been emphasized
throughout our design and implementation of the solver package.
We want to develop the solver package so that it can be used either
as a stand-alone flow solver for several types of flow problems or as
a flow solver template which can be modified or expanded by the
user for a specific application. A reusable or template partial differ-
ential equation (PDE) solvet, in our view, is a PDE solver package
that can be adapted or expanded to solving a variety of problems
using different (component) numerical schemes as needed without
a major rewtiting of the solver code. '

A basic assumption in our solver package is the use of
finite-difference methods on a rectangular grid or on a composite
grids with each of its component a rectangular grid. The use of rect-
angular grids has several advantages: (1} finite-difference Is easy to
impilement, and for many applications, stable and robust finite-differ-
ence methods already exist while the use of a finite-element type
scheme may not be desirable for some applications due to physical
and numerical considerations; (2) multigrid is easy to apply; (3) par-
allel implementations are easier than on unstructured grids. Many
practical problems are, however, defined in irregular domains. One
way to exiend our solver package to problems in an itregular
domain is to construct a mapping between the irregular domain and
a rectangular region. For a variety of non-rectangular domains, such
mappings can indeed be constructed (for more detail, see [10]).

A projection method for solving incompressible Navier-
Stokes equations was first described in a paper by Chorin [7]. Bell
et. al [2] [3] extended the method to second-order accuracy in both
time and space, and used a Godunov procedure combined with an
upwind scheme in the discretization of the convection term for
improved numerical stability. The projection method is a type of
operator-splitiing method which separates the solutions of velocity
and pressure fields with an iterative procedure. In particular, at each
time step, the momentum equations are solved first for an intermedi-
ate velocity field without the knowledge of a correct pressure field
and therefore no incompressibility condition is enforced. The inter-
mediate velocity field is then “corrected” by a projection step in
which we solve a pressure equation and then use the computed
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pressure to produce a divergence-free velocity field. Our projection
step, which is based on a pressure equation derived in [1] and
makes use of the highly efficient elliptic multigrid kernel we devel-
oped, is mathematically equivalent to but algorithmically different
from the projection step described in [2]. In actual flow simulations,
this prediction-correction type procedure is usually repeated a few
times (1 or 2 iterations seem to be encugh from our experiments)
until reasonably good velocity and pressure fields have been
reached for that time step. In each time step for computing an N-
dimensional (N = 2 or 3) viscous flow problem, we need to solve
m x N Helmholtz equations for the velocity field and m Poisson
equations for the pressure field, where m is the number of iterations
performed at each time step. A fast multigrid elliptic solver is thus
very useful to improve the computational performance of the flow
solver. The multigrid kernel was designed to be a general-purpose
elliptic solver. It can solve N-dimensional (N <3) problems on ver-.
tex-centered, cell-centered and staggered grids, and it can deal with
a variety of different boundary conditions as well.

Since the solver package is implemented on rectangular
grids, a natural paralle] implementation strategy is grid-partitioning:
the global computational grid is partitioned and distributed to a logi-
cal network of processors; message exchanges are performed for
grid points lying on “partition boundary-layers” (whose thickness is
usually dictated by the numerical schemes used) to ensure a correct
implementation of the sequential numerical algorithms on the global
computational grid. In our implementation of the parallel multigrid V-
cycie and full V-cycle schemes, we apply this grid-partition to all
coarse grids as well.- This means on some very coarse grid, only a
subset of allocated processors will contain at least one grid point on
that grid and they are therefore “active” on that grid, whereas pro-
cessors which do not contain any grid point will be idle when pro-
cessing that grid. The appearance of idle processors certainly
introduces some complexity for a parallel implementation. For
example, the logical processor mesh on which the original computa-
tional grid is partitioned can not be used for communications on
those coarse grids for which idle processors appear. Depending on
the type of finite-difference grid and coarsening scheme, one may
also need to consider, on those coarse grids, how to correctly apply
boundary conditions in “boundary processors” which contain at least
one grid point next to the boundary of the global grid, since bound-
ary processors may change from one grid to another. Grid-partition
on all coarse grids is certainly not the only possibility for parallel mul-
tigrid. Another approach, e.g., is to duplicate some of the global
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coarse grids in every processor aliocated, so that processing on
those coarse grids can be done without further interprocessor com-
munication, but this coarse-grid-duplication approach involves quite

~ some global communication for grid duplication and it needs some
extra storage for global coarse grids. These requirements may
severely affect the scalability of the solver when running on a large
number of processors. One may also stop further grid coarsening at
the coarsest grid for which no idle processor appears yet, and solve
the coarse grid problem by some direct or iterative methods. But the
cost in solving the coarse grid problem with those methods is not
competitive compared to further grid coarsening. Although it seems
no approach is perfect for implementing a parallel classical multigrid
cycle [6] [9], we do believe the use of grid-partition at all grid levels is
an appropriate approach for implementing a general-purpose paral-
lel multigrid solver. The degradation of parallel efficiency due to the

_ idle processors on some coarse grids has been discussed in many
papers (e.g. [6] [9] [11]). The performance measurements from our
parallel implementations indicate our multigrid solver scales quite
well on a 512-node Intel Paragon and on a 256-node Cray T3D for
both 2D and 3D problems with moderate sizes of local finest grids.
In fact, the percentage of time spent on those coarse grids is insig-
nificant compared to the total computation time. A similar observa-
tion was also made in [9]. As shown by a simple asyrmptotic analysis
in {8], the parallei efficiency of multigrid schemes with the grid-parti-
tion approach is not qualitatively different from that of a single grid
scheme.

- The rest of the paper is organized as follows: Section 2 pre-
sents numerical algorithms for the muitigrid kernel and the second-
order projection method for the incompressible flow solver; in Sec-
tion 3, discussions are made on issues related to the parallel imple-
mentations of the solver package; numerical resuits and parallel
performances from the implemented parallel solvers are shown in
Section 4,; Section 5 gives some of our cbservations and conclu-
sions.

2. The Numerical Methods

A. The Multigrid Algorithms

The muitigrid schemes implemented are the so-called V-
cycle and full V-cycle schemes for solving elliptic PDEs, discussed
in some detail in [5] and [9]. The full V-cycle scheme is a generaliza-
tion of the V-cycle scheme which first restricts the residual vector to
the coarsest grid and then performs a few smaller V-cycle schemes
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Figure 1: Coarsening of three types of grids: vertex-centered
(top-left}, cell-centered (top-right) and staggered (bottom).

on all coarse grids, followed by a complete V-cycle scheme on all
grids. The full V-cycle scheme often offers a better numerical effi-
ciency than the V-cycle scheme by using a much better initial guess
of the solution in the final V-cycle. The parallel efficiency for the full
V-cycle scheme, however, is poorer than the V-cycle scheme
because it does more processing on coarse grids.
_ A typical multigrid cycle consists of three main components:
relax on a given grid, restrict the resulting residual to a coarse grid,
_.and interpolate a correction back to a fine grid. Our multigrid solver
can handle several different types of finite-difference grids com-
monly used in numerical computations. Figure 1 shows how coarse
grids are derived from fine grids for vertex-centered, cell-centered
and staggered grids. Although the main steps in a V-cycle are the
same for all these grids, restriction and interpolation operators can
have different forms on different grids. On a vertex-centered grid we
use a full-weighting stencil (-point averaging on a 2D grid) to make
the V-cycle scheme converge well when a pointwise red-black
Gauss-Seidal (GS) smoother is used; whereas on
a cell-centered grid, a nearest-neighbor stencil (4-point on a 2D grid)
can be used with the pointwise red-black GS smoother to achieve a
good convergence rate. We also point out that, on a veriex-centered
grid, the use of the nearest-neighbor restriction stencil with the
point-wise GS smoother does not even result in convergence on our
test problems, but the use of a Jacobi smoother with the nearest-
neighbor restriction stencil results in convergence but with a slower
rate. The operator for transferring from a coarse grid to a fine grid is
basically bilinear interpolation for all grids. Since fine and coarse
grid points do not overlap on cell-centered and staggered grids, one
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Figure 2: Restriction stencils for interior point ¢ and boundary
points a and b.

rneeds to set the values for grid points at the boundary of coarse

grids before a bilinear interpolation operator can be applied. More
details on the constructions of restriction and interpolation operators

for different types of grids can be found in [14].

Our multigrid solver can solve Dirichiet and Neumnann prob-
lems for the grids depicted in Figure 1. A periodic boundary condi-
tion is also implemented for a special case used in the NS flow
solver. The Dirichlet and Neumann boundary conditions are appiied
only to the original (finest) grid; a homogeneous (zero) boundary
condition is used on all coarse grids since residual equations are
solved there. In the case of a Neumann boundary condition, where -
the unknowns are solved on all grid points including those on the
grid boundary, restriction stencils are not well-defined for boundary
grid points. Take.for example the vertex-centered grid in Figure 2,
where a 9-point full weighting stencil is used for restriction. This can
be done naturally for the interior point c. For boundary points a and
b, however, only a subset of the neighboring points are within the

~ grid and therefore weighting stencils on those points still need to be
defined in some way. On the other hand, it is reasonable to have the
following discrete integral condition satisfied between a pair of
coarse and fine grids:

. Ll

where U, and u; are solutions on coarse and fine grids, and A,
and a;; are areas of grid celis on coarse and fine grids, respectively.
Restriction stenciis for interior and boundary points that satisfy
equation (1) are given in Figure 2.

When solving a Poisson equation with a Neumann bound-
ary condition, the solution is determined up to a constant. We use
the following strategy to make sure the application of multigrid
cycles converges to a fixed solution: after every relaxation on each
grid, we perform a normalization step by adding a constant to the
computed solution so that its value at a fixed point (we pick the point
located at the center of the grid) is zero. Our numerical tests show

B
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this simple step results in a good convergence rate for Neumann
problems.

B. The Second-Order Projection Method

We now give a brief description of the second-order projec-
tion method for solving the incompressible Navier-Stokes equations
in a dimensionless form

%—?+ (U-V)u=-9Yp+Re 'Au

. (@)
V-u=0
where u € R" (n = 2 or 3) is the velocity field, p € R is the pressure
field and Re is the Reynolds number. A typical problem is to find u
and p satisfying {2) in 2 domain Q for a given initial velocity field u,
in Q and a velocity boundary condition u, on 8Q. The projection
method for solving equations (2) is based on the Hodge decomposi-
tion which states that any vector field u can be uniquely decom-
posed into a sum of u, + u, with V- u; = 0.and u, = V ¢ for some
scalar function ¢. The projection method proceeds as a type of frac-
tional step method by first writing the momentum equation in (2) in
an equivalent form ‘

ou -

ot (3)

where P is an orthogonal projection operator which projects a

smooth function onto a divergence-free subspace. Equation (3) can

be viewed as the resuit of applying P to the momentum equation in
(2) which can be rewritten as '

P(Re 'Au- (u-V)u)

%%Jer = Re'Au- (u-V)u . )
The projection operation removes the pressure gradient in (4)
because Vp is orthogonal to the projection. Thus if we let the right-
hand side of (4) be a vector field V, then Vp = (I-P)V. The sec-
ond-order projection method in [2] is a modification to the original
projection method proposed in [7] to achieve a second-order tempo-
ral accuracy and an improved numerical stability for the nonlinear
convection. It uses the following temporal discretization on the
momentum equation at each half time step n+1/2
gtk n+1/2 _
At + [ (u-V)u] =

— 5)
1 un+1,k+uﬂ_ r (
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where we assume the velocity u” is known, and u™'Xis an interme-
diate velocity field that satisfies the same boundary condition as the
‘physical velocity at time step n+1. The temporal discretization in (5)
is second-order accurate provided that the nonfinear convection
term in (5) can be evaluated to the second-order accuracy at the half
time step n+1/2. The superscripts k in (5} indicate that an iterative
process is used for computing the velocity at next time step u"tl,
and the pressure at next half time step p™1/2: given a divergence-
free field u" and the corresponding pressure field p?'2, we first set
p"1/20 = o172 Eor k> 1, we solve (5) for u™1X, Since the correct
pressure p™'2 is not known, the computed u™*¥ is usually not
divergence-free; but u™X can be used as a guess for u"* ! and itis
used to compute p"t12K a new guess for p"**%2, by solving a pres-
sure equation. Once we have a new guess for p™"2, it is used in (5)
to compute u™+1, This iterative procedure is performed at each time
step until Vp"* 172K, yph+1/2 gpg gtk 5 "+ This itera-
tive process converges because it can be shown that the mapping
“of errors from state k to state k+1 is contractive [2]. In practice, we
found 1 to 2 iterations would be enough o get a satisfactory conver-
gence. :
~ The convection term (u- V) u is evaluated at the half time

step n+1/2, using only the velocity u" and the pressure p™2. On

the staggered grid shown in Figure 1, the pressure p is defined at
- cell centers, horizontal velocity u and vertical velocity v are defined

at cell edges. Let us denote cell (i,j) as the cell whose center is

located at (i - 1/2)Ax, (j- 1/2)Ay fori=1..landj=1..J. (U-V)u

is then evaluated at i, j - 1/2 for u component and i - 1/2, j for v com-

ponent. The discretization for u component, for example, has the fol-

lowing form
[(u-V)u], =
U_1/2,j-1s2 T Uis1saj-172 (Yi-1r2;j- 1727 Yie1r2,j-172
2 AX )
Vij—1 Vi Ui Y-
+
2 Ay

where U4, ;41,2 are velocities at cell centers, u;; and v, ; are
velocities at cell corners and all velocities are assumed to be at time
n+1/2. Since u" is the only velocity available at the start of computa-
tions for time step n+1 and velocity values are not defined at cell
centers and cell corners, we use Taylor expansions of second-order
accuracy in both time and space, as was done in [2] and [3], to find
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velocities at appropriate locations and at the half time step n+1/2 for
computing the discrete convection term. To improve numerical sta-
bility, a Godunov-type procedure combined with an upwind scheme
is used in determining velocity values at cell centers and cell cor-
ners. To compute the u velocity component at the cell center of cell
(1,J), for example, we first compute

R_,n AX g At
U =Ui_q 12t 5 Ui j-12t 3 i-1,j-172

ub=ul _AX o + A%
=Up 1275 Ui j-12T T Wij-1r2

. (6)

where the expansions for uP and u- are evaluated on the right side
of edge (i - 1, j - 1/2) and on the left side of edge (i, j - 1/2), respec-
tively. The choice of ul'*,2, _, , is then made by the following

upwind scheme: '

R . L
u if ut>0,u +uf>0
n+1/2 _ .
Uiz j-1/2 = {0 if ut<o,uf>0 - @
ut otherwise

The spatial derivatives in (6) are computed by first using a
centered differencing and then applying a slope-limiting step to
avoid forming new maxima and minima in the velocity field. Tempo-
ral derivatives in (6) are computed by using the momenium equation
(4). Derivatives at cell corners are computed in a similar way. More
details for the constructions of these derivatives are given in [2] and
[3]-

After evaluation of the convection term, the intermediate
velocity u™1K can be found by solving the following Helmholtz
equation for each velocity component:

— 2Re
___Aun+1.k+ un+1,k=

At
. (8)

2Re (- [(U-V) u]"+1/2+Altu"+Au"-—Vp“'V2)

We notice that the matrix resulted from equation (8)
becomes more diagonally dominant as the Reynolds number
increases for a fixed grid size and a fixed time step, which is fortu-
nate for computing flows with farge Reynolds numbers. For Euler
(in\iiscid) flow problems where Re = =, u™1k can be computed
explicitly from equation (5). Once u" 1K |5 computed, a projection
step is performed to find the pressure field p™/2&*1 by solving a
Poisson equation: '
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Ap = R(u",u"*Y), ©)
where u™1*is used in place of u"** in the right-hand side of equa-
tion (5). Mathematically, equation (9) is the result of applying a diver-
gence operator to the momentum .equations in (2). Since no
boundary condition is defined for the pressure field, some special
treatments are needed at the boundary grid points in solving equa-

-tion (9). The details of deriving the pressure equation (9) on a stag-
gered grid with appropriate treatments at boundary grid points for
Dirichlet velocity boundary condition is given in [1]. The treatment of
pressure boundary condition for periodic velocity boundary condition
using a multigrid scheme is discussed in section 4. In computing a
viscous flow, the muiltigrid elliptic solver is used to solve both equa-
tions (8) and (9). After the pressure field p”* ¥+ is found, u™1:k+1
can be computed by using equation (5) with p"*1-¥*1 in place of
p"* 1K and this completes one iteration in the computations for the
time step n +1. u™1 and p™*! are then obtained at the end of the
last iteration. The flow of control for our incompressible Navier-
Stokes solver is shown in Figure 3.

3. Parallel Implementations

A. Grid Partition and Logical Processor Mesh

The approach we adopted in parallel implementations of
the multigrid elfiptic solver and the incompressible flow solver is grid-
partition Our goal is to develop parallei solvers that can partition any
N-dimensional (N < 3) rectangular grids and run on any M-dimen-
sional (M<N) logical processor meshes. For example, Figure 4
shows the partition of a three-dimensional grid and the assignment
of the partitioned subgrids to a three-dimensional torus processor
mesh. As shown in Figure 5, logical processor meshes in our code
are always constructed as toroidal meshes. Toroidal meshes are
useful in the construction of nested coarser processor meshes for
the multigrid solver and for dealing with problems with periodic
boundary condition.

in the multigrid solver, coarse grids and coarse logical pro-
cessor meshes are constructed automatically and recursively based
on information on a given fine grid. All grid storages are allocated
dynamically during the grid coarsening process. In particular, for
each multigrid jevel, a local coarse grid is derived from the local fine
grid and storages are allocated for the coarse grid. Processors
which will get at least one grid point on that coarse grid will be in an

10
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Initialize multigrid solvers for

each velocity components and
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for Helmholtz equation for velg
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- Gall multigrid solver to find
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for Poisson equation for pressure.
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the pressure field p™ k+1,

!

. Lt 1, k1 ggﬂg%gtne(g?“lkﬂ by solving pn+1.k<__pn+1,k+1
pi+1  phth ket ké—k+1 "
ne—n+1
Iflu“+1'k+1-u“+1-"l<a No
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No
L { n<maxtime_step ?

Yes

Figure 3: Flow diagram for the Navier-Stokes soiver

active state on that grid, otherwise they will be in an idle state on that
grid. A flag is then set in each processor for that ievel depending on
the value of the state. A coarse processor mesh for that coarse grid
can then be established by communicating the states among proces-
sors in the fine processor mesh. This process is repeated recursively
until all coarse grids and coarse processor meshes have been con-
structed. As an illustration, Figure 5 shows a processor mesh and its
derived coarse mesh for a problem with a Neumann boundary condi-
tion. In our multigrid solver, we put this construction process in an ini-
tialization routine which must be called before the first time the
muitigrid solver itself is called. The cost of running the initialization
routine is relatively small when one needs to call the multigrid solver a

11
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Figure 4: A 3D Grid partition and mapping to a processor
mesh. Only two wrap-around connections were shown in the
logical processor mesh.

large number of times, as is the case for the Navier-Stokes flow
solver. After executing this initialization routine, every processor
knows Its “role” at each level of the multigrid cycle, and also knows
its neighboring processors on that grid level.

s S E o
Sl
ooo3 §o0o

Figure 5: If the left processor mesh contains a 5x5 grid for a
Neumann problem on a vertex-centered grid, then the
derived coarse processor mesh is the one on the right.

B. Interprocessor Communications’

To implement the multigrid scheme and the projection
method on a partitioned grid, we need to exchange data which are
close to the partition boundaries of each subgrid local to a certain
processor. Each processor contains a rectangular subgrid sur-
rounded by some “ghost grid points” which are duplicates of grid
points contained in other processors, as shown in Figure 6. The
number of ghost points on each side of the subgrid depends on
numerical algorithms. For the muitigrid elliptic solver using a stan-
dard Laplacian stencil, one ghost grid point on each side is needed
for the local subgrid at each level, whereas for the second-order pro-
jection method, three ghost grid points on each side are needed in
computing the nonlinear convection term using Taylor series and
upwind schemes. Therefore in the Navier-Stokes flow solver, we
allocate storages for three ghost grid points for the fine local grid
and one ghost grid point for each coarse grid. For certain operations

12
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Figure 6: A local subgrid (white area) with
surrounding ghost points (shaded area).

in the multigrid scheme (e.g. restriction and interpolation) and for
computing the convection term in the projection method, ghost grid
points in the diagonal neighbor are also needed, as shown in Figure
7. Since processors Pi and Pj in Figure 7 are not nearest neighbors,
direct data exchange between them will introduce a more compli-
cated message-passing pattern. Fortunately, direct data exchange
between Pi and Pj is not necessary to get the diagonal ghost grid
points. It can be verified that all data exchanges that we need are of
nearest neighbor types, as indicated in Figure 8 for 2D problems. As
can be seen in Figure 8 that when data lying on partition boundaries
are exchanged, the sending blocks always include ghost grid points.
After data exchanges in Figure 8 are performed, all ghost grid poinis
shown in Figure 6 will be obtained by appropriate neighboring pro-
cessors. Each processor, therefore, only needs to know its nearest
neighboring processors on each logical processor mesh. In solving
problems with periodic boundary conditions, data exchanges are
also required among processors lying on the boundary of a proces-
sor mesh, and the same message-passing operations as shown in
Figure 8 can be used. :

Figure 8: Data exchanges between neighboring processors
for 2D problems. The data in black blocks in each processor
are sent out., which is stored in the blocks for ghost grid
points in the neighboring processors.

The parallel efficiency of a parallel code is largely deter-
mined by the ratio of local computations over interprocessor com-
munications. In our solvers, the best parallel efficiency is achieved
on the finest grid, where the communication cost could be easily
dominated by a large amount of computations, and the parallel effi-

- 13
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ciency degrades as the grid gets coarser. One way to hide commu-
nication overhead and thus improve parallel efficiency on all grids is
to overlap communications with computations. In several places
within our solvers, we have the following sequence of operations for
each processor:

(1) Exchange data lying on partition boundaries;

(2) Perform processing on all local grid points.

To overlap communications with computations, we can per-
form the following sequence of operations for the same result:

(1) initiate the data exchange for partition boundaries;

(2) Perform processing on interior grid points that do not
need. ghost grid points;

(3) Wait until data exchange in (1) is complete;

(4) Perform processing on the remaining grid points.

On the Intel Paragon, we implemented the second set of.
operations above in the multigrid solver and the flower solver using
asynchronous message-passing calls. For one full V-cycle in the
eI'Iiptic solver, for example, the performance improvement on a
256x256 grid partitioned among 256 processors is about 15%, and
the improvement on a 256° grid partitioned among 512 processors

_is about 22%. Faster and asynchronous interprocessor communica-
tion can also be achieved on the Cray T3D by using its shared-
memory communication model, in which direct memory copy is used
at either sending or receiving processors for data exchanges
between different processors. Some synchronization between send-
ing and receiving processors, however, is needed before or after a
direct memory copy is performed to ensure the correctness of a
message-passing. On T3D processor synchronization is provided
only for a group of processors with a fixed stride in their processor
indexes, this shared-memory communication model can be easily
used for exchange of partition boundary data in the flow solver and
for multigrid elliptic solver on some fine grids in which data
exchanges only occur between nearest-neighbor processors on the
original processor mesh.

C. Software Structures

Our solvers were implemented in C because we think it is
the language that provides adequate support for implementing
advanced numerical software without incurring unreasonably large
overhead. Since our goal is to develop reusable and high-perfor-
mance PDE solvers which can be used either as library routine or as
extensible, template-type code for different applications, we empha-

14
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size in our code design both generality and flexibility. First, we want
the solvers to be able to run on any M-dimensional rectangular pro-
cessor meshes for any N-dimensional rectangular grids with (M < N)
(for multigrid processing, N is usually a power of 2). This require-
ment introduces some complexities in coding the multigrid solver in
terms of determining the right global indices for local grids at each
grid level. Storages for all grid variables are aliocated at run time.
For the multigrid solver, storages for local coarse grids are allocated
as they are derived recursively from local fine grids. The user is
given the option either to supply the storage for variables defined on
the original grid or to let the solver to allocate those storages. An
array of pointers to an N-dimensional grid (i.e. an N-dimensional
data array) is aliocated, and each of the pointers points to a grid in
the grid hierarchy. N-dimensional data array is constructed recur-
sively from one-dimensional data arrays. This strategy of dynamic
memory allocation offers a greater flexibility in data structure manip-
ulations and more efficient use of memory than a static memory allo-
cation, and the user is also alleviated from the burden of calculating
storage requirements for multigrid processing.

There are two major communication routines in the so!vers
the communication routine for the flow solver exchanges partition
boundary data only on the original grid; the communication routine
for the multigrid solver can exchange partition boundary data for all
fine and coarse grids, using a hierarchy of processor meshes. To
make the code portable across different message-passing systems,
we defined our own generic message-passing library as an interface
with our solvers. To use a hew message-passing system, we only
need to extend the generic message-passing library to that system
without changing any code in our solvers. Currently, our generic
message-passing library can accommodate NX, MP] and PVM. A
separate data exchange routine has also been implemented for the
flow solver, which uses the shared-memory communication library
on the Cray T3D.

Simple user interfaces to the parallel solvers have aiso
been constructed. The elliptic multigrid solver can be used as a
stand-alone library routine with both C and Fortran interfaces. After
initialization of the problem to be solved and some algorithm param-
eters, a preprocessing routine must be called before the first time
the multigrid solver routine is called. The preprocessing routine con-
structs the set of nested grids and the corresponding set of logical
processor meshes. The flow solver can be used as a general-pur-
pose incompressible fluid flow solver on a rectangular, staggered
finite-difference grid for problems with Dirichiet or periodic velocity

15
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boundary conditions. To use the multigrid solver as a kernel for eval-
uating velocity and pressure fields, the preprocessing routine must
be called for each velocity component and the pressure, since they
are defined on different grid points on a staggered grid. Therefore
separate data structures will be constructed in the preprocessing
routine for each velocity component and the pressure, which will be
used in subsequent calls to the multigrid solver.

4. Numerical Experiments and Parallel Performances

We now report numerical experiments made to examine the
numerical properties of the parallel solvers on a few test problems,
and parallel performance in terms of speed-up and parallel scaling
of the solvers on the Intel Paragon and the Cray T3D systems for
problems with different sizes and granularity.

A. The Elliptic Multigrid Solver

The multigrid elliptic solver was first tested on a Helmholiz
equation with known exact solutions. Table 1 shows the conver-
gence rate of the multigrid solver from a 3D Heimholtz equation of
the form ' '

-Au+u=f
with a Dirichlet boundary condition. The runs were performed on the
intel Paragon. Errors displayed are the normalized maximum norm
of the difference between the computed solution and the exact solu-
tion. The table shows the number of cycles needed in each case to
reach the order of discretization error (or truncation error). At each
grid level, two red-black relaxations were performed. Although the
full V-cycle scheme has been shown more efficient than the V-cycle
scheme in sequential processing [5], the same statement may not
be always true in parallel processing. For a 2D test case with a
20482 grid, we founid the execution time needed for the computed
solution to reach a fixed accuracy is about the same for V-cycle and
full V-cycle schemes. As shown for a 3D test case in table 1, the full
V-cycle scheme is still a little more efficient. With a grid-partition of
both fine and coarse grids, paralle! efficiency degrades as the pro-
cessing moves to coarser grids. Since the full V-cycle scheme does
" more processing on coarse grids, its parallel efficiency is worse than
the V-cycle scheme. For a large computational grid with many levels
of coarse grids, the higher numerical efficiency of the full V-cycie
scheme may not improve overall computational performance due to
its worse parallel efficiency. Although not shown in the paper, the

16
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convergence rates of the multigrid solver were also measured for
celi-centered grid and staggered grid. We found for the same model
problem the convergence speeds are slightly slower on those grids,
which could be due to the use of different restriction operators.

Table 1: Numerical Convergence: 3D Heimholtz Solver

Scheme Grid Error # Nodes | #Cycles | CPU sec.
Full 256" |[1.2x107° 64 4 71.3
V-cycle
V-cycle 256° [2.6x107° 64 8 86.7

The parallel performance of an application code is usually
judged by two measurements: speed-up and scaling. Speed-up is
measured by fixing the problem size (or grid size in our case) and
increasing the number of processors used. Scaling is measured by
fixing the local problem size in each processor and increasing the
number of processors used. Although a nice speed-up can be
obtained for many applications with a small number of processors,
the reduction in CPU time often diminishes rapidly as the number of
processors used exceeds some threshold. This phenomenon is
largely inevitable, as stated in Amdahl's law. Because as the num-
ber of processors used increases for a fixed problem size, the local
communication cost and the cost for global operations will eventu-
ally become dominant over the locat computation cost after a certain
stage. This high ratio of communication to computation makes the
influence of a further reduction in the local computation very small
on the overall cost of running the application. On the other hand, the
scaling performance seems to be a more realistic measure of an
application’s parallel performance, since a code with a good parallel
scaling implies, given enough processors, it can solve a very large
problem in about the same time as it requires for solving a small
problem, and this is indeed one of the main reasons to use a parallel
machine. Figure 9 displays two speed-up plots for a muitigrid V-
cycle and a full V-cycle for solving 2D and 3D Helmholtz equations
with a Dirichiet boundary condition on a vertex-centered grid, mea-
sured on the Intel Paragon and the Cray T3D systems. For a com-
parison, an ideal speed-up curve for one test case is also shown.
The code was compiled with the -O2 switch on both machines. The
grid size for the 2D problem is 512 x 512, and the grid size for the 3D
problem is 64 x 64 x 64. The maximum number of processors used
for the 2D problem is 256 on both machines. For the 3D problem, all
256 processors were used on the T3D (in which case a rectangular

17
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processor mesh of dimensions 4x8x8 was used) and 512 proces-
sors were used on the Paragon.

Speed-up on a 2D Problem Speed-up on a 3D Problem
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Figure 9: Speed-up performance of the elliptic multigrid solver.

In terms of single processor performance, we found for our
multigrid solver that the Cray T3D is about 4 times faster than the
Intel Paragon. But since the implementation of PVM on T3D, which
we used in our code for message-passing, is relatively slow for inter-
processor communication, the performance difference for a parallel
application on both machines tends to become smaller as granuiar-
ity of the problem gets finer. We can see for both 2D and 3D prob-
lems that the V-cycle scheme has a slightly better speed-up
performance than the full V-cycle scheme, which is expected since
the full V-cycle scheme does more processing on coarse grids. For
the 2D problem, speed-up started to degrade when more than 16
processors were used, and for the 3D problem, the degradation
started when more than 8 processors were used. Despite the degra-
dation in speed-up, we can still see some reduction in CPU time
when the largest number of processors was used in each case.

Figure 10 shows the scalings of the parallel multigrid solver
on the Intel Paragon for problems with three different granularity,
using up to 512 processors. Figure 11 shows the scalings of the
same problems on Cray T3D, using up to 256 processors. Shown in
the plots are the ratio of CPU times of using n processors versus
using one processor. On each of the scaling curves, we fix the local
grid size and increase the number of processors, so a flat curve
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Figure 10: Scaling of the multigrid solver on Intel Paragon.

means a perfect scaling. Since a larger global grid has more coarse
grid levels for a complete V-cycle or full V-cycle, cost for processing
on coarse grids also rises as the number of processors increases,
and therefore it has a negative effect on the scaling performance.
Like speed-up performance, scaling performance is also largely
determined by the ratio of local computation cost versus communi-
cation cost. This ratio can be dependent on both numerical/parallel
aigorithms and hardware/software performance on each specific
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Figure 11: Scaling of the multigrid solver on Cray T3D.

machine. We can see from all the plots in Figure 10 and Figure 11
that scaling performance improves as the size of local grid
increases. This improvement is expected for an iterative scheme on
a single grid, since the computation cost scales as C (n) , where n is
the number of grid points in the local grid, whereas the communica-
tion cost scales as O (n'/2). For a multigrid scheme, it can still be.
shown that both computation cost and communication cost scale
with the same orders as on a single grid [8]. In addition, message-
passing latency does not increase as proportionally since the num-
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Figure 12: Velocity vector plots
from computing an unsteady
il driven-cavity flow with Re =
5000. The simulation was run
on a 256 x25¢ grid, using 64
processors on the T3D. Shown
are plots at time = 0.16 (top left),
4.69 (top right) and 15.63 (bot-
tom). The steady state of the -
flow is reached in the last plot.

ber of messages communicated is still roughly the same for a larger
local grid {not exactly the same because more coarse levels are
involved) though the size of each message is larger. We can also
see V-cycle scheme scales somewhat better than full V-cycle
scheme, which is expected since the latter does more operations on
coarse grids. The scaling plots also show 2D test cases scales bet-
ter than 3D test cases, which we think is due to the fact that 3D grids
have a higher surface to volume ratio than the 2D grids and thus the
ratio of computations to communications is smaller for 3D cases. As
for a comparison between the Intel Paragon and the Cray T3D, our
results show that the scalings on Paragon are slightly better than on
T3D. This could be explained by the fact that single processor
speed on T3D is much faster than on Paragon, whereas the speed
of interprocessor communication on T3D is not proportionally faster
when PVM is used for communication.

B. The Incompressible Navier-Stokes Solver

The parallel Navier-Stokes flow solver was first tried out on
a test problem in a unit square with a known exact solution. The pur-
pose of the test is to examine the convergence rate of the flow
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-order convergence rate was

solver on smooth problems. A second

obtained on the test problem for Reynolds number up to 5000, as
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At

HUmx<0.5, (10)

in the test, where Ax is the size of grid cells and U, is the maxi-
mum value in the current velocity field. A detailed description of
such a test is givenin [2].

Our next numerical experiment on the flow solver was to
simulate an evolving 2D driven-cavity flow. The computational
domain is still in a unit box 0 < x, y < 1. The no-slip velocity boundary
condition is applied to all boundaries except at the top boundary,
where the velocity value is given. We first tested the solver on the
problem in which the velocity initial condition is specified by u = 0
inside the domain, and the velocity at the top boundary is always
one. Figure 12 displays the velocity vector fields which show three
stages for time = 0.16, 3.91and 15.63 in the evolution of the flow,
computed on a 256 x 256 grid with the Reynolds number = 5000.
The CFL number (i.e. the right hand-side of (10)) used in the calcu-
lation is 0.4, and a total of 10,000 time steps were computed to
reach the last state at time = 15.63. We found the vorticity structure
at time = 15.63 is similar to those obtained by solving the steady
incompressible Navier-Stokes equations (e.g. [12]). In running the
parallel solver on the Cray T3D, the giobal staggered grid was parti-
tioned and distributed to an 8 x 8 logically rectangular processor
mesh. In computing the velocity vector field, velocity components
defined on cell edges were averaged to the center of cells. For bet-
ter visibility, the vector fields shown in Figure 12 are actually 32 x 32
data arrays which were obtained by averaging the 256 x 256 velocity
vectors from the simulation. Vorticity fields were computed at celt
corners by central differencing. The velocity vector plots in Figure 12
show clearly how the cavity flow develops from its initial state to the
final steady state which is characterized by a primary vortex in the
center of the unit box and two secondary vortices at the two bottom
corners and a small vortex at the upper left comer (e.g. [12]). We
also noticed, when reaching the final stage in Figure 12, that the
change of numerical divergence of the computed velocity field
before and after projection is very small. This is because, when the
steady state is reached, the intermediate velocity field would be
computed using the correct pressure field to result in a correct
velocity field. Even though the initial condition is not continuous
along the top boundary and the boundary condition is not continu-
ous at the two upper comers of the unit box, the numerical computa-
tion of the flow solver turns out to be quite stable.
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The flow solver was next tried on a driven-cavity flow prob-
lem with some smooth initial and boundary conditions. The top
boundary now moves with a slip velocity u, (x) = 16x% (1 -x?) and
the initial velocity field is specified through a stream function
vo(xY) = (¥¥-y®)u, (). The velocity is then computed by
u=-y andv =¥, . In this case, we wanted to test the numerical
stability of the flow solver on problems with large Reynolds numbers
which will result in a very thin boundary layer at the top boundary.
Figure 13 displays the result from a calculation with Re = 108 for a
total of 7000 time steps on a’512 x 512 grid. The computation was
performed on the Cray T3D using 64 processors. We noticed the
computation using our solver at such a high Reynolds number is still
numerically stable, which we can judge by checking the conver-
gence rate of the pressure equation and the numerical divergence of
the computed velocity. The computed flow structure at this Reynolds
numbers, however, is quite different from that obtained from the
computed flow with Re = 5000. First, at this high Reynolds numbers,
the computed flow does not show any sign of approaching a steady
state after computing the large number of time steps; while with Re
= 5000, for the same initial and boundary conditions, we found a
steady state can be reached after computing a much smaller num-
ber of time steps. Secondly, we can see some interesting flow pat-
terns which do not exist in the flow with Re = 5000. As shown by the
vorticity contour in Figure 13, the vorticity structures in this high Rey-
nolds number flow is much more complicated. We can see that a
large amount of vortices are generated from the top boundary and
then being flushed down along the right wall. Once these vortices
reach the neighborhood of the lower right corner, they are pushed
toward the interior of the box. We found the vorticity plot in Figure 13
is similar to what reported in [13] where a different algorithm was
used on the same problem.

The second problem used to test our flow solver is an invis-
cid flow for which the Euler equations are solved. The computational
domain is again in a unit box, and a periodicity of one is assumed in
both horizontal and vertical directions. The initiai velocity field is
given by '

tanh (y — 0.25) /p for y=0.5
u= tanh (0.75 -vy) /p for y>0.5, (1)
v = &sin (27X)
where p = 0.03 and 8 = 0.05. Thus the initial flow field consists of a
jet which is a horizontal shear layer of finite thickness, perturbed by
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Figure 14: An example of a staggered grid
u p used for computing the doubly periodic
shear flow with N = 4. Unknowns for velocity
i p and pressure in the grid are shown.
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a small amplitude of vertical velocity. Since the viscous term is
dropped, the pressure can be updated without computing the inter-
mediate velocity field and the multigrid elliptic solver is only used for
solving the pressure equation (9). In addition, only one iteration at
each time step is needed for computing p"**/2 and u"** because
the pressure can be computed without the knowledge of u”*'. On
the staggered grid we used, the pressure field is defined on a cell-
centered grid whose linear dimension, say N, is preferably taken as
a power of 2 for the convenience of applying grid coarsening. Thus
there are N2 unknowns for the pressure. Since velocity field is only
related to the pressure gradient in the momentum equations, it
makes sense o have the velocity defined onan (N—1) x (N-1)
grid, as shown in Figure 14. Therefore there are (N-1)2 unknowns
for each velocity component. Since the velocity is periodic, a peri-
odic domain should have a dimension of (N—1) x (N~ 1). Since
the pressure gradient is a function of velocity, it must have the same
dimension of pericdicity. Thus the physical boundary condition for
the pressure equation (9) in-the horizontal direction, for example,
can be specified as
Pog = Pii*Pno2i Pnot Puary = Pt Pz =Py (12
In a multigrid solution of the pressure equation, the bound-
ary condition (12) is clearly for use on the original, finest grid. The
use of condition (12) on any coarse grid, however, is incorrect. Our
numerical experiments indicate the use of (12) on coarse grids will
blow up the computation quickly. Since the unknown vector on a
coarse grid is the difference between an exact solution and an
approximate solution on the fine grid restricted to that coarse grid,
the solution on a coarse grid can be regarded as an approximation
to the derivative of the solution on the fine grid. Since a derivative of
the pressure field of any order is still periodic with the same period
as the velocity field, a reasonable boundary condition for presstire
on coarse grids is

Although condition (13) imposes a period which is one grid cell (of
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the finest grid) larger than the velocity period, we found it is easy to
apply it to all the coarse grids, and our numerical results show it
works well.

Numetical experiments for the inviscid periodic shear flow
were performed on Cray T3D, using 64 processors in all cases. Fig-
ure 15 shows vorticity contours of two early states of the inviscid
periodic shear fiow. Figure 16 and 17 show vorticity contours of the
flow at time = 1.25 and 2.50, computed on a 128 x 128 grid, and a
512 x 512 grid, respectively. The CFL number used in the computa-
tions is still 0.4. On the 512 x 512 grid, a total of 3200 time steps
were computed to reach time = 2.50. These vorticity plots show how
the shear layers, which form the boundaries of the jet, evolve into a
periodic array of vortices, with the shear layer between the rolls
stretched and thinned by the large straining field there. A compari-
son between Figures 17 and 18 clearly shows the resolution of the
vorticity structure improves as the computational grid gets finer.

The parallel performance of the incompressible flow solver
was also evaluated in terms of speed-up and scalability. In each of
the parallel performance measurement, we ran the flow solver on
the driven-cavity problem for one time step, excluding any initializa-
tion and assignment of initial and boundary conditions. Figure 18
shows the speed-up curves of the flow solver on the Intel Paragon
and the Cray T3D for three different problem sizes (ideal speed-up
curves are shown again for comparison). The speed-up perfor-
mance improves as the problem size increases, as expected. For
the 512 x 512 grid, no significant reduction in execution time could
be obtained after more than 64 processors were used. By running
the flow solver on a single processor, we found T3D is about five
times faster than the Paragon for the code compiled with the -O2
switch. But on 256 processors, T3D runs only about 1.5~2.0 times
faster than Paragon depending on problem sizes, because, as
shown in Figure 18, the speed-up performance of the flow solveron
Paragon is better than on T3D. Figure 19 shows scaling perfor-
mance of the paralle] flow solver on T3D and Paragon for three local
problem sizes. Again, we see the scaling improves as the size of
local grid increases on both machines. In measuring the scalings of
the flow solver, we used smaller local problem sizes than we did for
the multigrid eliiptic solver (see Figure 10 and 11). We expect the
flow solver to have better scalings than the multigrid elliptic solver
because the flow solver, even though calling the elliptic solver sev-
eral times at each time step, does substantially additional process-
ings on the finest grid. Indeed, this scaling difference between the
two solvers can be verified by looking at the scaling curves for the

26



PNC TNS600 96—004

0.4} 1 o.4p

0.2 v — 0.2 &=

O-O L L 1 L 0-0 1 k1 1 [}
0.0 0. 0.4 06 08 1.0 .o 0.2 04 06 08 1.0

Figure 15: Vorticity contour plots from the periodic shear flow
at time = 0.0 (left) and 0.62 {right). Grid size =128 x 128.
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Figure 16: Vorticity contour plots from the periodic shear flow
for time = 1.25 (left) and time = 2.50 (right). Grid size =
128 x 128.

0.2

0.0 Naai”

0.0 0.2 0.4 06 08 1.0

Figure 17: Vorticity contour plots from the periodic shear flow for
time = 1.25 (feft) and time =2.50 (right). Grid size =512 x 512,
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64 x 64 local grid for the flow solver in Figure19 and for the multigrid
full V-cycle (which is used in the flow solver) in Figure 10 and 11. In
view of the scaling performance in Figure 19, we would claim that
our parallel flow solver scales quite well on large numbers of proces-
sors as long as the local grid size is not smaller than 64 x 64.

5. Conclusions

in this paper we presented multigrid schemes for solving.
eliiptic PDEs and a second-order projection method for solving the
Navier-Stokes equations for incompressible fluid flows. Our paraliel
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implementation strategies based on grid-partition are discussed for
implementing these algorithms on distributed-memory, massively
parallel computer systems. QOur freatment of various boundary con-
ditions in implementing these parallel solvers is also discussed. We
designed and implemented these solvers in a highly modular fash-
ion so that they can be used either as stand-alone solvers or as
expandabie template codes which can be used in different applica-
tions. Several message-passing protocols (MP1, PVM and Intel NX)
have been coded into the solvers so that they are portable to sys-
tems that support one of these interfaces for interprocessor commu-
nications. :
Numerical experitnents and parallel performance measure-
ments were made on the implemented solvers to check their numer-
ical properties and parallel efficiency. Our numerical results show
the parallel solvers converge with the order of numerical schemes
on a few test problems. Our numerical experiments also show the
flow solver is stable and robust on viscous flows with large Reynolds
numbers as well as on an inviscid flow. Our paraliel efficiency tests
on the Intel Paragon and the Cray T3D systems show that good
scalability on a large number of processors can be achieved for both
the multigrid elliptic solver and the flow solver as long as the granu-
larity of the paraliel application is not too small, which we think is
typical for applications running on distributed-memory, MIMD
machines. For future work, we plan to generalize the parallel solver
package to thermally-driven flows and variable density flow prob-
lems and extend the flow solver to 3D problems.
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Abst_ract

A method for generation of a three-dimensional, time-dependent tur-
bulent inflow condition for simulation of spatially-developing bound-
ary layers is described. Assuming self-preservation of the bound-
ary layer, a quasi-homogeneous coordinate is defined along which
streamwise inhomogeneity is minimized (Spalart 1988). Using this
quasi-homogeneous coordinate and decomposition of the velocity .
into a mean and periodic part, the velocity field at a location near the
exit boundary of the computational domain is re-introduced at the in-
fiow boundary at each time step. The method was tested using large
eddy simulations of a flat-plate boundary layer for momentum thick-
ness Reynolds numbers ranging from 1470 to 1700. Subgrid scale
stresses were modeled using the dynamic eddy viscosity model of
Germano et al. (1991). Simulation results demonstrate that the es-
sential features of spatially-developing turbulent boundary layers are
reproduced using the present approach without the need for a pro-
longed and computationally expensive laminar-turbulent transition re-
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gion. Boundary layer properties such as skin friction and shape fac-
tor as well as mean velocity profiles and turbulence intensities are in
good agreement with experimental measurements and results from
direct numerical simulation. Application of the method for calcula-
tion of spatially-developing complex turbulent boundary layers is also
described.

1. Introduction and Background

Calculation of complex turbulent flows by direct numerical simulation
(DNS) and large eddy simulation (LES) remains one of the princi-
pal challenges of computational fluid dynamics. All complex flows
encountered in practice are temporally- or spatially-developing and
accounting for their evolution in either space or time is crucial to
obtaining an accurate description of mean flow and turbulence char-

“acteristics. However, the majority of DNS and LES computations
are currently performed for flows in which there are at least two di-
rections of statistical homogeneity. These simulations are motivated
primarily by the simplifications associated with their calculation and
are typically limited to canonical flow fields in which homogeneity
permits application of periodic boundary conditions (e.g., see Kim et
al. 1987, Spalart 1988. While simulation of these flows has sig-
nificantly increased our fundamental understanding of many of the
dynamical processes governing turbulence, calculation of more com-
plex spatially-developing flows is required to further advance DNS
and LES as a predictive tool.

One of the most important issues in calculation of spatially-developing
flows in DNS or LES is the need for prescription of turbulent in-
flow conditions. Of principal interest in this work is generation of
turbulent inflow conditions for simulation of turbulent boundary lay-
ers. Prescription of turbulent “inflow” in an experiment is typically
accomplished by tripping the boundary layer at a location far enough
upstream of the test section such that a well-defined, nominally two-
dimensional boundary layer is subsequently obtained. Thus, analo-
gous to experiments, in DNS and LES calculations it is desirable to
prescribe a turbulent inflow condition, i.e., a two-dimensional bound-
ary layer, at the inflow boundary of the computational domain in order
to calculate spatially-developing flows.

One of the most straightforward methods of specifying turbulent inflow
is through prescription of a mean-flow profile together with superpo-
sition of random fluctuations. The amplitude of the fluctuations are
constrained to satisfy a particular energy spectrum and the phase
relationships of the fluctuations are chosen randomly. This approach
has been successfully applied by Lee et al. (1992) in computation
of grid turbulence. Rai & Moin (1993) employed a similar technique
for computation of spatially-developing boundary layers using DNS,
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including laminar-turbulent transition and the fully turbulent region.
Rai & Moin (1993) were able to capture the essential features of the
transition process, e.g., counter-rotating streamwise vortices, in the
domain near the inflow boundary. Flow-field statistics in the turbulent
region were also in good agreement with experiments. While the
work of Lee et al. (1992) and Rai & Moin (1993) demonstrates the vi-
ability of specifying random turbulent inflow, the disadvantage of this
approach for calculation of wall-bounded flows are the long stream-
wise lengths required for the flow field to become fully turbulent. Rai &
Moin used a muitiple-zone technique with a total resolution of approx-
imately 1214 x 61 x 361 grid points in the streamwise, wall-normal, and
spanwise directions, respectively. Prescription of a fully-developed
turbulent velocity profile at the inflow boundary of the computational
domain would allow smaller domain sizes, and consequently fewer
grid points, to be used in the simulations.

Another approach for generating turbulent inflow conditions for com-
putation of spatially-developing flows is the separate simulation of a
“periodic” flow, i.e., a turbulent flow in which periodic boundary con-
ditions are imposed. Data from the “periodic” calculation is then sup-
plied, time step by time step, at the inflow boundary of the spatially-
developing computation. This approach has been successfully ap-
plied to calculations of internal flows such as the plane diffuser and
‘backward facing step in which it is possible to perform an indepen-
dent simulation of fully-developed turbulent channel flow and then
use the channel flow data as the inflow condition for the spatially-
developing simulation (e.g., see Kaltenbach 1983, Akselvoll et al.
1993). The drawback of this approach for simulations of unbounded
flows is that spatially-developing boundary layers are not periodic
in the inflow direction and thus the data supplied from a “periodic”
calculation is inconsistent with the boundary conditions employed in
the spatially-developing calculation. For example, Lund (1993) used
velocity fields from simulations of parallel boundary layers as the in-
flow condition for LES of a curved boundary layer and found that an
unphysical adjustment in the velocity field occurred downstream of
the inflow boundary in the spatially-developing computation.

Other approaches to specifying turbulent inflow conditions include
the work of Tsai & Leslie (1990) in which results from simulations of
a temporally-evolving, nominally two-dimensional boundary [ayer are
transformed to those representative of a spatially-developing flow.
The spatially-developing boundary layer was approximated by a flow
that is homogeneous in the streamwise direction and grows outwards
in time. Boundary layer growth was simulated through the growth
of a thermal boundary layer in which a step change in temperature
diffused outward from one wall in a fully-developed channel flow. The
momentum thickness Reynolds number Re, varied from 353 to 576

A—-52
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and results were found to be in good agreement with experimential
data. The difficulty with using their method as a means for prescription
of inflow turbulence is the difficulty in obtaining a sufficient sample of
velocity fields since separate computations are required to produce
a single inflow profile for a specified momentum thickness Reynolds
number.

These studies provide a sampling of the approaches currently avail-
able for prescription of infiow turbulence in computations of spatially-
developing turbulent boundary layers. Despite the fact that gener-
ation of inflow turbulence is an issue central to accurate prediction
of complex flows, current methods possess deficiencies which limit
their application to calculation of spatially-developing complex flows.
Therefore, the principal objective of the present work has been con-
struction of a computationally efficient and simple method that can
be used for generation of inflow turbulence and simulation spatially-
developing turbulent boundary layers. Relevant to this objective are
the DNS computations of flat-plate boundary layers by Spalart (1988).
By taking advantage of the fact that both the thickness of the boundary
layer and the energy level of the turbulence vary slowly as functions
of streamwise distance, Spalart defined a new set of coordinates
along which streamwise inhomogeneity is minimized. Through the
coordinate transformation as well as addition of growth terms to the
Navier-Stokes equations, Spalart (1988) performed computations of
turbulent boundary layers for Re, ranging from 225 to 1410.

As will be shown, the coordinate system transformation proposed by
Spalart (1988) forms the basis for the method of turbulence inflow
generation developed in this work. In particular, the definition of a
quasi-homogeneous coordinate which minimizes streamwise inho-
mogeneity provides a convenient coordinate along which a velocity
profile near the outflow boundary may be reassigned at the inflow
plane. However, unlike the DNS calculations of Spalart (1988) in
which the Navier-Stokes equations were also transformed and the
flow for a single momentum-thickness Reynolds number was sim-
ulated, in this study the Navier-Stokes equations are solved in the -
original Cartesian coordinate system and no transformation of the
governing equations is performed. The coordinate transformation is
used only for the purpose of re-introducing turbulence leaving the
computational domain and is not directly related to the solution pro-
cedure of the governing equations. The primary advantage of this
approach is its simplicity and computational efficiency relative to per-
forming independent simulations as in Spalart (1988).

The method of inflow generation developed in this study was tested
through LES of a spatially-developing boundary layer. The numer-
ical scheme and subgrid-scale model are described in §2.1 and an
overview of the inflow generation scheme is provided in §2.2. LES
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resuilts presented in §3 demonstrate that flow-field statistics from the
present spatially-developing computations are in good agreement
with both experimental measurements and DNS resu!ts A summary
of the work may be found in §4.

2. Method Overview
2.1. Governing equations and numerical approach

Simulations of spatially-developing boundary layers were performed
using large eddy simulation of the incompressible Navier-Stokes
equations. The filtered continuity and momentum equations are

Jz;

du;  Ou; 107 o*w;  Om;

_at + B;Bj - _pax; + Va:l’:ja:rj - 6mj ’ (2)
where =~ denotes application of the filter. The subgrid-scale (SGS)
stress 7;; = Tu; — u;y;, appearing in (1) is parameterized by an eddy
viscosity model

=0, (1)
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in which §;; is the Kronecker delta and | 5] = 1/25;;5;; is the magnitude
of the large-scale strain rate tensor, S;; = 1/2(0%;/9z; + 0%;/0z;)-
The trace of the SGS stress, 7., is added to the pressure term.
Closure of the SGS stress 7; is obtained through specification of the
model coefficient C' appearing in (3).

Following Germano et al. (1991) a second filter, the test filter, {de-
noted throughout this work by *) is used to derive an expression
for the model coefficient C. Since the resolved turbulent siress
Li; = u‘uj - u,uJ, the SGS stress ;, and the subtest-scale stress
T = Uity — T;u; are related by

Li; =Ty — 7, (4)

an expression for the model coefficient C' can be obtained following
the least-squares approach of Lilly (1992), i.e.,

1 L My;

C== (5
2 MMy’ (5)
where :
S RNt
My =2 (9]5; - B 15155 - - (6)

The filter widths at the grid and test levels are denoted by A and ﬁ__,

respectively, and the ratio 2&_/23" is the only parameter requiring spec-
ification in the dynamic model. The model coefficient given by (6) is,
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in principle, a function of the three spatial coordinates and time. In
the present computations, however, the numerator and denominator
were averaged over the homogeneous spanwise direction in order to
eliminate ill-conditioning associated with small values of the denom-
inator in (5). The reader is referred to Meneveau et al. (1994) for
further discussion.

The numerical method employed for solution of (1) and (2) is the
fractionai step method (e.g., see Chorin 1967, Kim & Moin 1985).
Spatial derivatives are discretized using second-order central differ-
ences and the discrete system is time advanced using second order
Adams-Bashforth and Crank-Nicholson. The computational domain
has a dimension of 2k x & x xh/10 in the streamwise, wall-normal,
and spanwise directions, respectively, where 1 is approximately five
boundary layer thicknesses. The momentum thickness Reynolds
number at the inflow plane is Rey = 1470. The grid size is 81 x 51 x 33
correspondingto resolution in wall units of Azt = 80, Azt ~ 32 {using
boundary layer properties evaluated at the outflow boundary). The
first grid point in the wall-normal direction is y* < 1 and hyperbolic
stretching is used to cluster points near the wall.

Test filtering, required for computation of the model coefficient C,
was performed in z-z planes using tophat filtering in physical space
together with Simpson’s rule for numerical integration. The time step
was one viscous time scale At = v/u? and data were sampled over
a period of approximately 100 inertial timescales 4/U.

On the top surface of the computational domain the boundary condi-
tions are Js* P .

w
—_ — =10 7
d:E ’ ay ! ( )
where §* is the boundary layer displacement thickness. At the exit
plane a convective boundary condition of the form 9%;/0t +c0%;/ 9z =
0, is applied (c is the local convection velocity, Han et al. 1983)
together with a correction on the streamwise velocity to ensure global
mass conservation.

T=Us, 7= Uy

2.92. Generation of inflow turbulence

The governing equations (1) and (2) were solved using large eddy
simulation and the dynamic eddy viscosity model as described in §2.1.
Since it is desired to obtain the properties of a spatially-developing
boundary layer, a turbulent velocity profile must be specified at the
inflow boundary of the computational domain. In this section the
methodology for specifying the inflow profile is described.

As discussed in §1, periodic boundary conditions are not appropri-
ate for the streamwise coordinate since flow field statistics are not
homogeneous in this direction. However, as is well known, scaling
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laws exist for the turbulent boundary layer, i.e., the mean velocity
obeys the law of the wall in the inner region and the defect law in the
outer region. Further, the turbulence intensities also scale with y* in
the inner region and y/§ in the outer region and both the intensities
and mean profile exhibit slow variation in the streamwise direction.
Thus, in the inner region the mean velocity and turbulence intensities
should exhibit slow variation along a line of constant y* and constant
y/6 in the outer region. These scalings then suggest the existence of
a similarity coordinate, proportional to y* near the wall and y/é near
the boundary layer edge, along which the mean-flow and intensities
vary slowly in z. Since the normalized mean-flow and turbulence
intensities are assumed constant along these lines, the similarity co-
ordinate also minimizes streamwise inhomogeneity. Thus, as shown
by Spaiart (1988), it is then possible to consider a turbulent signal
as being comprised of a “slow” and “fast” part. Along the similarity
coordinates the first derivative of a “slow” variable (e.g., the mean
flow and turbulence intensities} is assumed constant while periodic
boundary conditions are appropriate for the “fast” part of the signal.

This decomposition together with the slow variation of the mean and
turbulence intensities and periodicity of the “fast” part of a turbulent
signal then provide a means for re-introducing turbulence near the
outflow boundary back at the inflow plane. The specific steps in the
method for generation of inflow turbulence can be summarized as
follows: '

i. At the beginning of each time step ¢ + At, the system (z,7, z)
is constructed where 5 is the similarity coordinate (Figure 1).
As shown by Spalart (1988) streamwise inhomogeneity is min-
imized along the 5 direction, defined as '

m 10—3 + + m §
p = Y2 ( i ) "3: (y/ ) (8)
¥y +y

where yi = 15, y3/6 = 0.3, y2 = (y132)*/?, and

m = 5.0/log,,(y3/v1). The expression for 5 in (8) is consistent
with the multiple-scale idea, i.e., near the wall 5 is a function of
the viscous scale v/u, and in the outer region of the boundary
layer n depends upon § with a smooth biending between the
two regions.

ii. The instantaneous velocity field from the previous time step is
mapped from the computational Cartesian system (z,y,z2) to
the newly constructed system (z, 7, z), |

ﬁi(xl y’z:t) —>ﬁ,‘(.’L‘, 7,2, t)! (9)

(linear interpolation is used to obtain the velocity field in the
(z,n,z) system in this work).
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iii. Inthe (z,7, z) coordinate system the instantaneous velocity field
is decomposed into a mean and periodic part

-ﬁi(m: 7,2, t) = (ﬁi)(m‘) 77) + (ﬂi,rms)(&', ﬂ)ﬁi.P(ma 1%, t) (10)

where () refers to averaged values, T r(z,7, 2,t) is the time-
dependent “fast” part of the signal that is assumed to be periodic
in the transformed coordinate system and is scaled by the root-
mean-square (rms) fluctuation, @ ms-

iv. The petiodic signal % p(2ou, 7, 2, ) from the last time step is then
applied at the inflow boundary at the new time step in order to
generate a time-dependent signal. The velocity profile at the
inflow boundary can then be expressed as

Ei(wina 7, z$t+At) = (ﬁi)(xin} 7?) + (Ei,rms)(miny n)ﬁi,P(moutp 2, t) .
(11)
The mean and rms values are the “slow” variables whose first
derivatives with respect to z along a similarity line = const are
assumed constant. This permits evaluation of (a@;)(z:.,n) from

(@) (Tmids 1r t) — (W) (Ziny 1, T+ AL) _ Tmid — Tim
(ﬁi>($out7 T],t) - (Ei>($in: 'n'],t + At) Tout — Tin

where the subscript mid refer to a streamwise station between
the inlet and outlet (averaging is performed along the spanwise
direction). The rms values are treated in the same manner.
This procedure is quite similar to the long-scale analysis used
in Spalart (1988). '

v. The velocity field at the inflow from (11) is transformed from the
non-Cartesian system (z, 7, z) back tothe computational system
(z,y, z) using linear interpolation,

, o (12)

Ti(Tin, My 2,1 + A) = T(Tin, ¥, 2,1+ At). (13)

Given the inflow profile {13) at the new time step ¢ + At the
Navier-Siokes equations are then solved as described in §2.1.

It should again be remarked that although the present method utilizes
the multiple-scale approach of Spalart (1 988), the approach outlined
above differs in that the Navier-Stokes equations are solved in this
work on a computational domain which is inhomogeneous in the
streamwise direction while in the DNS calculations of Spalart (1988),
the Navier-Stokes equations themselves are solvedin a transformed
system in order to apply periodic boundary conditions. Further,
properties of spatially-developing boundary layers using the above
method are obtained over a continuous range of momentum thick-
ness Reynolds numbers rather than on a station-by-station basis as
in Spalart (1988).
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in z out

Figure 1: Coordinate system transformation from (z,y, 2) to (z,7, 2).
Velocity profile near outflow boundary is re-introduced at inflow

along 5 coordinates. —— mean-flow streamlines; -~~~ transformed
(n = const) coordinates along which spanwise inhomogeneity is min-
imized.

3. Results

The results to be presented in this section were obtained using the
methodology outlined in §2. The primary objective is to demonstrate
that a realistic, spatially-developing turbulent boundary layer can be
obtained without the need for a prolonged laminar-turbulence transi-
tion section. The results presented in this section are not intended
to provide a complete survey of the properties of two-dimensional
turbulent boundary layers. The reader is referred to Spalart (1988)
for a more thorough description of both the statistical and structural
properties of canonical flat-plate boundary layers.

Figure 2 shows the computed skin friction together with both ex-
perimental data (Purteli et al. 1981, Murlis et al. 1982) and DNS
measurements (Spalart 1988, Rai & Moin 1993). The presentLES is
more similar to the simulations of Rai & Moin in that both simulate a
spatially developing flow over a continuous range of Rey rather than
the DNS of Spalart in which the flow field at a single Re, is obtained
from a single three-dimensional, time-dependent computation. It may
be observed from Figure 2 that in the LES there is essentially no ad-
justment of the skin friction near the inflow boundary resulting from
the recycling used to generate the inflow condition. Any adjustment
which occurs is quite different from the extended transition region that
is required if random fluctuations are supplied at the inlet. In the latter
case, computations {(not shown here) demonstrate that the skin fric-
tion decreases sharply to the laminar value. The results in Figure 2
also show that overall the LES results are close to the correlation of
Coles (1962) and in the best agreement with the experimental data
of Murlis et al. (1982). “Noise” in the skin friction data from the LES
computations reflect a lack of statistical sample. Shown in Figure 3 is
a comparison of the boundary layer shape factor H to existing data

A-538



PNC TN9600 96—004

0.008
0.0061 s .
%
N,
il P

- y R Tt Sy
¢S oo ho -

0.0021

0.000 — - . v

] 500 1000 1500 2000 2500

Reg

Figure 2: Variation of skin friction coefficient with Reynolds number.
LES; o Purtell et al. {1981); o Murlis et al. (1982); A Spalart
(1988); - Rai & Moin (1993); ---- Coles’ correlation (1962).
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Figure 3: Variation of shape factor with Reynolds number. ——LES; o

Purtell et al. (1981); A Spalart (1988), ---- Coles’ correlation (1962).

and Coles’ (1962) correlation. As can be observed in Figure 3, the |
boundary layer shape factor in the spatiaily-developing LES is in good
agreement with both experimental measurements and correlations.

Mean-flow profiles in wall coordinates at three streamwise locations
from the LES calculations are shown in Figure 4a. The results in
Figure 4a are in good agreement with the DNS data of Spalart (1988)
as well as universal profiles in the sublayer and logarithmic region.
The gradual transition of the mean velocity from a laminar profile to
turbulentis absent in the present LES study, indicating that turbulence
in the spatially-developing boundary layer is sustained throughout the
computational domain. To further demonstrate that the mean-flow
from the current LES has the proper universal properties, shown in
Figure 4b are profiles of the mean-velocity derivatives in wall units.
By definition, a logarithmic layer is a region in which y+d(@)*/dy* is
constant and equal o 1/«, where « is the Von Karman constant. At
high Reynolds numbers this region is extended and bounded on both
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ytd(@)t/dyt

Figure 4: Mean flow distributions. (a) mean velocity, (b) mean velocity
derivative. LES: Reg = 1520, —--- Rey = 1590, —— Rey = 1650;
x, o Spalart (1988); ---- (@) = 2.44Iny* + 5.2 (in a).

sides by regions in which y*d(@)*/dy™* takes on values larger than
1/«. The logarithmic regions shown in Figure 4b are in reasonable
agreement with the DNS data of Spalart (1988}, the Von Karman
constant obtained from Figure 4b is about 2.25, smaller than the
classical value 2.44.

Profiles of the resolved turbulence intensities in wall coordinates are
presented in Figure 5 from three streamwise locations in the LES
calculations. Included for comparison are the DNS data of Spalart
(1988) as well as the results of Rai & Moin (1993). It is again noted
that the current LES results bear a greater similarity to those of Rai
& Moin. For y* between approximately 8 and 100, the streamwise
intensity from the LES calculations are in very good agreement with
the DNS results of Rai & Moin and both are larger than the measure-
ments of Spalart {(1988). As also observed by Tsai & Leslie (1980),
the wall-normal and spanwise fluctuations show greater attenuation
near the wall, possibly due to the use of coarse grids (see also Rai
& Moin 1993). In global coordinates the profiles of the streamwise
intensities are also in good overall agreement with the experimental
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data of Murlis et al. (1982) (Figure 6a).
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Figure 5: Resolved rms velocity fluctuations. (a) streamwise, (b)
wall-normal, (c) spanwise. LES: Rey = 1520, -—-- Reg = 1590,
—.— Rey = 1650; o (unfiltered) Re; = 1410, Spalart (1888); x (unfil-
tered) Rey = 1350, Rai & Moin (1993).

Comparison of triple correlations (x"?v”) and (u"v"?) to the experi-
mental data of Murlis et al. (1982) are shown in Figure 7. As may
be observed from the Figure, the general shape of the triple products
are consistent with the experimental measurements. In the outer re-
gion of the boundary layer, y/é > 0.5, the agreement is good. The
fact that the general behavior of higher-order statistics is reasonably
well produced in the LES calculations is another indicator that the
current method of inflow generation provides a means for calculation

i2
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of realistic spatially-developing boundary layers.
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Figure 6: Resolved rms velocity fluctuations. (a) streamwise, (b)
wall-normal, (c) spanwise. LES: Reg = 1520, --—- Reg = 1590,
—-— Rey = 1650; x (unfiltered) Re; = 1410, Spalart (1988); o Req =
1368, Murlis et al. (1982). -

Contours of the instantaneous streamwise velocity field in represen-
tative z-y and y-z planes are shown in Figures 8a and 8b, respectively.
As expected, these figures show the sharp interface between the tur-
bulent and irrotational regions of the flow; boundary layer growth near
the inflow plane in Figure 8a does not appear to be adversely affected
by the inflow generation method. Figure 8c offers further evidence
that the spatially-developing flow calculated in this work reproduces
the essential features observed in experiments and DNS. Shown in

13
A-62
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Figure 7: Triple correlations. (u"v")/u}: LES: Rey = 1520,
——Z- Reg = 1590, —-— Rey = 1650; x Murlis et al. (1982). (u"v"?)ful:
LES; - Rey = 1520, —— Reg = 1590, + Reg = 1650; o Murlis et al.
(1982).

Figure 8¢ are contours of the fluctuating streamwise velocity compo-
nent at y* = 5. The solid lines represent positive velocities (greater
than the mean) while dotted lines represent negative velocities (less
than the mean). As expected, the contours near the wall show the
streaky structure characteristic of turbulent boundary layers.

4. Summary

A method for generating a physically realistic inflow velocity field
for simulation of spatially-developing boundary layers has been pre-
sented. The approach developed in this work s based on the multiple-
scale analysis of Spalart (1988). By decomposing the velocity profile
into a mean and periodic part, turbulent signals near the outflow
boundary are recycled along coordinate lines in which streamwise
inhomogeneity is minimized. The method is straightforward in im-
plementation and its robustness was demonstrated through large
eddy simulation of a flat-plate turbulent boundary layer. LES re-
sults demonstrated that boundary layer statistics obtained using this
method are in good agreement with experimental data and DNS re-
sults. Contours of the instantaneous velocity field also demonstrate
that the qualitative nature of turbulent boundary layers, e.g., near-
wall streaky structure, is captured. More importantly, the present
study demonstrates that turbulence in a spatially-developing bound-
ary layer can be sustained without the need for computation of the
development of the flow from an external perturbation.

It should be remarked that the current interest in this method of
generating turbulent inflow is to provide a well-defined inflow con-
dition for calculation of complex wall-bounded turbulent flows. 1t is
intended that the approach outlined in this work will be used for pre-
computation of a flat-plate turbulent boundary layer. Velocity fields
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Figure 8: Streamwise velocity, contour levels in (a) and (b): @/U,, =
0.05,0.1,0.15, - - -. (a) z-y plane, (b) y-z plane, (c}) z-z plane at y* = 5,
— positive values, ------- negative values. .

from the pre-computation will then be supplied at the inflow bound-
ary of calculations of complex flows (e.g., curved boundary layers
and three-dimensional boundary layers). Preliminary investigations
have shown that the overhead required for these precomputations,
whether run together with the simulation of the complex flow or prior
to simulation of the complex flow and then stored, is not prohibitive.

Finally, the multiple-scale analysis of Spalart (1988) was used in
this work to develop a scheme for inflow generation and computa-
tion of zero-pressure gradient turbulent boundary layers. It should
be remarked that similar analyses could be applied to other flows,
e.g., adverse or favorable pressure gradients leading to a different
transformed coordinate n, provided that the pressure gradient is mild
enough such that boundary layer quantities vary slowly in the mean-
fiow direction.
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Abstract

We study the computational, communication, and scalability characteristics
of a Computational Fluid Dynamics application, which solves the time ac-
curate flow field of a jet using the compressible Navier-Stokes equations, on
a variety of parallel architectural platforms. The platforms chosen for this
study are a cluster of workstations (the LACE experimental testbed at NASA
Lewis), a shared memory multiprocessor (the Cray YMP), distributed mem-
ory multiprocessors with different topologies— the IBM SP and the Cray

- T3D. We investigate the impact of various networks, connecting the cluster
of workstations, on the performance of the application and the overheads
induced by popular message passing libraries used for parallelization. The
work also highlights the importance of matching the memory bandwidth to
the processor speed for good single processor performance. By studying the
performance of an application on a variety of architectures, we are able to
point out the strengths and weaknesses of each of the example computing
platforms.

A=-T0



PNC TN9600 96-—004

1 Introduction

Numerical simulations play an important role in the investigation of physical
processes associated with many important problems. The suppression of jet
exhaust noise is one such problem which will have a great impact on the
success of the High Speed Civil Transport plane. The radiated sound em-
anating from the jet can be computed by solving the full (time-dependent)
compressible Navier-Stokes equations. This computation can, however, be
very expensive and time consuming. The difficulty can be partially overcome
by limiting the solution domain to the near field where the jet is nonlinear
and then using acoustic analogy (see [1]) to relate the far-field noise to the
near-field sources. This technique requires obtaining the time-dependent flow
field. In this study we concentrate on such flow fields near the nozzle exit.
We solve the Navier Stokes equations to compute time accurate flow fields of
a supersonic axisymmetric jet. Our code is computationally very intensive
and requires many hours of CPU time on the Cray Y-MP. With the advent of
massively parallel processors and networks of workstations (NOWs), scien-
tists now have the opportunity to parallelize computationally intensive codes
and reduce turnaround time at a fraction of the cost of traditional supercom-
puters. Recognizing this, a number of researchers [2, 3, 4, 5] have studied
CFD (Computational Fluid Dynamics) applications on specific paralle] ar-
chitectures. Our goal in this study is to implement the numerical model
derived from the CFD application described above on a variety of parallel
architectural platforms.

The platforms chosen for this study, all from the NASA Lewis Research
Center, represent a spectrum of parallel architectures that have been pro-
posed to solve computationally intensive problems: a shared memory vector
multiprocessor (the Cray YMP), two distributed memory multiprocessors -
with different topologies— the IBM SP and the Cray T3D, and a cluster
of workstations connected via many networks (the Lewis Advanced Cluster
Environment (LACE) [6] experimental testbed). One important architec-
ture that has not been considered in our study is cache-coherent, massively
parallel processors typified by the DASH architecture [7].

Architectures such as LACE (an example of NOW) are becoming increasingly
popular because they show promise as a low cost alternative to expensive
supercomputers and massively parallel processors. We have therefore laid
more emphasis on this aspect of the study in this paper. An earlier paper
by the authors [8] presented the initial results of a study on LACE and the
Y-MP. This paper differs from the earlier one in two important aspects: i)
It is comprehensive covering a gamut of architectures. ii) It focuses on the
relationship of the computation and communication characteristics of the
application, and hence its performance, to the architectural aspects of the
networks and the processing nodes. '

In the next two sections we briefly discuss the governing equations and the
numerical model of the application. Section 4 has a discussion of the par-
allel architectures used in the study and the tools used for parallelizing the
application. The parallelization of the application is the subject of Section
5. Section 6 describes the experimental methodology. Section 7 presents a
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detailed discussion of the results. The paper concludes with a brief discussion
of the lessons learned from this study.

2 Governing Equations

We solve the Navier-Stokes and the Euler equations to compute flow fields
of an axisymmetric jet. The Navier-Stokes equations for such flows can be
written, in polar coordinates as

IQ=S
8Q OF oG
TR

where
p
_ .| pu
Q=T
E
pu
2 __
Fer Pu” — Tag + P
PUY — Ty

D—Tas
0

F and G are the fluxes in the x and r directions respectively, and S is the
source term that arises in the cylindrical polar coordinates, 7;; are the shear

- stresses and «T; are the heat fluxes. In the above equations p, p, u, v, T,
e and H denote the pressure, density, axial and radial velocity components,
temperature, total energy and enthalpy. For a perfect gas,

p 1 2 2
E= + —plu”+v
g_Etp
P

where - is the ratio of specific heats. One obtains the Euler equations from
the above equations, by setting x and all 73; equal to zero.
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3 Numerical Model

We use the fourth order MacCormack scheme, due to Gottlieb and Turkel [9],
to solve the Navier-Stokes and the Fuler equations. This scheme uses predic-
tor and corrector steps to compute time accurate solutions. It uses one sided
differences (forward or backward) to compute spatial derivatives at each pre-
dictor or corrector step. For the present computations, the operator L in
the equation L = S or equivalently @Q; + F, + G, = § is split into two
one-dimensional operators and the scheme is applied to these split operators.
We define IL; as a one dimensional operator with a forward difference in the
predictor and a backward difference in the corrector. Its symmetric variant
Lo uses a backward difference in the predictor and a forward difference in
the corrector. The predictor step in L,Q for the one dimension model/split
equation Q; + F, = S is written as

A At .n n n
Qi=Q + 6‘5‘5{7( m1 — F) = (Fip — F)} + AtS;

and the corrector step as

1 - At ~ — _ =
n+l _ Z[A). n__ _= A (. — ,
;= 2[@1 + @ Az 7(F; F?,_l) (Fi—q E_g)} -+ AtS,]

Similarly in Lo ‘the predictor step is
A At T(F™ . F™ __Fn _ ALS:
Q@ = Q; _GAa:{ (Ff = FL)) — (Ft — Filg)} + AtS;
and the corrector step is
1,.= At - _ — -
PH = §[Qi + @ + E{T(E — Fi1) — (B — Figa)} + OS]

This scheme becomes fourth-order accurate in the spatial derivatives when
alternated with symmetric variants [9]. For our computations, the one di-
mensional sweeps are arranged as

Qn+1 = leLlrQn
Qn+2 = LZTLZa:Qﬂ+1

This scheme is used for the interior points. In order to advance the scheme
near boundaries the fluxes are extrapolated outside the domain to artificial
points using a cubic extrapolation to compute the solution on the boundary.
We use the characteristic boundary condition at the outflow. In our imple-
mentation, we solve the following set of equations to get the solution at the
new time for all boundary points.

pe — peug =0
Py -+ peuy = R
3
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Pt — C?'Pt = R
v = Ry

where R; is determined by which variables are specified and which are not.
Whenever the combination is not specified, R; is just those spatial deriva-
tives that come from the Navier-Stokes equations. Thus R; contains viscous
contributions even though the basic format is based on inviscid characteris-
tic theory. In implementing these differential equations we convert them to
conservation variables p, m = pu, n = pv, and E. Assuming an ideal gas,

u? + o2
pe= (7= 1)(E; + 5P T UM — vny)
LN
P P
vy =t _ 2P
o P

For subsonic outflow, we calculate Ry, R3,R4 from the Navier-Stokes equa-
tions. For supersonic flows, all the R; at the outflow boundary can be calcu-
lated from the Navier-Stokes equations or by extrapolation of all the char-
acteristic variables from the interior. This framework of outflow boundary
condition implementation is discussed by Hayder and Turkel [10]. Further
discussions of our numerical model including other boundary treatments are
given in Hayder et al. [11] and Mankbadi et al. [12].

In this study, we consider a jet with the mean inflow profile

U»r = Uoo + (Uc - Uco)gr

- -1
=1+ (Too - Tc')gr + 1'2_M5(1 - gr)gr

1
r

1 -r
where @ is the momentum thickness. The subscripts ¢ and oo refer to the
centerline and free stream values respectively. At inflow, we assume the
radial velocity is zero and the static pressure is constant. The size of our
computational domain is 50 radii in the axial direction and 5 radii in the
~ radial direction. We excite the inflow profile at location r and time t as

U(r,£) = U(r) + eRe(Ue™5)

P(r,t) = B(r) + eRe(Pe™5t)
p(r,t) = p(r) + eRe(pe™™") .
V(r,t) = eRe(Ve™)

U, V, p and P are the eigenfunctions of the linearized equations with the
same mean flow profile, ¢ is the excitation level and S} is the Strouhal number.
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Figure 1: Axial momentum in an excited axisymmetric jet
We consider a case with §= = 1, = = !, momentum thickness,§ = §

and Strouhal number,S; = % The jet center Mach number is 1.5 while
the Reynolds number based on the jet diameter is 1.2 million. Qur present
mean flow and eigen function profiles are same as those in Scott et al. [16]. -

In Figure 1 we show a contour plot of axial momentum from the solution of -
the Navier Stokes equations. A grid of size 250x100 was used in this compu-
tation. This result was obtained after about 16,000 time steps. For all other
results in this paper, we have used the same grid, but ran the experiments
for 5000 time steps to keep the computing requirements reasonable.

4 Parallel Computing Platforms

This section contains a brief discussion of the various platforms used in the
study together with the parallelization tools used.

4.1 NOW

The LACE testbed is continually upgraded. The present configuration has
32 RS6000 processor nodes (nodes 1-32) and an RS6000/Model 990 (node 0)
which is the file server. These nodes or subsets of them are connected through
various networks with different speed and connection characteristics. All the
nodes are connected through two Ethernet networks (10 Mbits/sec (Mbps)),
one of them is for general use and the other is dedicated to “parallel” use.
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Nodes 924 are interconnected through a FDDI interface with a peak band-
width of 100 Mbps. It is convenient, for our purposes, to consider the nodes
to be partitioned into a lower half (nodes 1-16) and an upper half (nodes 17~
32). The Jower half has RS6000/Model 590 CPUs (the CPU has a 66.5 MHz
clock, 266KB data- and 32KB instruction caches) with the following networks
interconnecting the nodes: an ATM network capable of a peak bandwidth
of 155 Mbps and IBM’s ALLNODE switch, referred to as ALLNODE-F (for
fast), capable of a peak throughput of 64 Mbps per link. The upper half has
the slower RS6000/Model 560 CPUs (the CPU has a 50 MHz clock, 64KB
data- and 8KB instruction caches) and is connected through IBM’s ALLN-
ODE prototype switch, referred to as ALLNODE-S (for slow), capable of a
peak throughput of 32 Mbps per link. The ALLNODE switch is a variant
of Omega interconnection network and is capable of providing multiple con-
tentionless paths between the nodes of the cluster (a maximum of 8 paths
can be configured between source and destination processors). The present
setup does not permit the use of more than 16 processors using the faster
networks. The nodes have varying main memory capacity (64 MB, 128 MB,
256 MB, and 512 MB). We have used the popular PVM (Parallel Virtual
Machine) message passing library (version 3.2.2) to implement our parallel
programs. We will refer to the LACE cluster with RS6000/Model 560 pro-
cessors as the LACE/560 and those with the RS6000/Model 590 processors -
as the LACE/590.

4.2 Shared Memory Architecture

We used the Cray Y-MP/8, which has eight vector processors, for this study.
The Cray Y-MP/8 has a peak rating of approximately 2.7 GigaFLOPS. It
offers a single address space and the communication between processes ex-
ecuting on different processors is through shared variables. We parallelized
the application by using explicit DOALL directives in addition to exploiting
the features of the parallelizing compiler on the Cray.

4.3 Distributed Memory Architecture

We parallelized the application on two distributed memory multiprocessors—
the IBM SP1 and the Cray T3D. The IBM SP1 has 16 processing nodes {the
CPU at each node is a RS6K/370- the CPU has a 50 MHz clock, 32KB data

~and instruction caches). The original system has been software upgraded
to make it function like a SP2. We will refer to this system as the IBM
SP in the paper. The nodes of the SP are interconnected through a variant
of the Omega network [14]. This network, similar in topology to ALLN-
ODE, permits multiple contentionless paths between nodes. We parallelized
the application using MPL (Message Passing Library), IBM’s native mes-
sage passing library and PVMe, a customized version of PVM (version 3.2)
developed by IBM for the SP.

The Cray T3D is also a distributed memory multiprocessor with the topology
of a three dimensional torus [15]. The machine used in our study has 64
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nodes (8 x 4 x 2) (each node has a CPU with a clock speed of 150 MHz
and a direct mapped cache of 8KB) of which only 16 were available in single
user mode. Though the T3D supports multiple programming models, we
programmed the machine using the message passing paradigm resorting to
Cray’s customized version of PVM (version 3.2).

5 Parallelization

The factors which affect parallel performance are listed below.

1. Single processor performance: we will explain various optimizations which
resulted in 80% improvement in performance. :

2. Communication cost: this cost depends on both the number of communi-
cation startups and the volume of data communicated. Usually, the startup
cost is 2-3 orders of magnitude higher than the per word transfer cost. One
method to reduce the effect of startup cost is to group data to be commu-
nicated into long vectors. ' o

3. Overlapped communication and computation: it is desirable that com-
munication be overlapped with computation as far as possible. Increasing
the amount of overlapping, however, usually leads to finer granularity of
communication which then leads to a higher number of startups.

4. Bursty communication: such communication could overwhelm the net-
work’s throughput capacity temporarily leading to increased communication
cost and process waiting time. Some amount of burstiness is inevitable since
parallel programs are usually written in the SPMD (single program multiple
data) style. There is also usually an inverse relationship between bursty data

and the number of communication startups. '

From the above discussion it is clear that there is a subtle relationship among
communication startup cost, overlapping communication with computation,
and bursty communication. After some experimentation, we chose to decom-
pose the domain by blocks along the axial direction only.

For the solution of Navier-Stokes equations, hereafter referred to as Navier-
Stokes, each internal subdomain exchanges its two flux values, velocity, and
temperature along the boundary with its appropriate (left or right) neighbor.
To reduce the number of communication startups, we group communication-
first, all the velocity and temperature values along a boundary are calculated
and then packaged into a single send. We use a similar scheme for the fiux
values that need to be communicated.

The computational and communication requirements of the application are
shown in Table 1. It is seen that the solution of Euler equations, hereafter
referred to as Euler, has roughly 50% of the computation and roughly 75% of
the communication requirements of Navier-Stokes. Note that the commu-
nication requirements are shown on a per processor basis. To give some idea
of the effects of communication, consider Navier-Stokes to be executing on
a network of 10 workstations connected via Bthernet. Assume a reasonable
throughput of 20 MFLOPS per processor and the maximum throughput of

A-171
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Table 1: Application Characteristics

Appln Total Comp. Comm. /Processor
(in FP Ops (x 10%)) | Start-ups | Volume (MB)
N-S 145,000 80,000 | 125 (1000Mb)
Euler 77,000 60,000 95 (760Mb)

Table 2: Computation-Communication Ratios

No. of Procs. FPs/Byte FPs/Start-up
Nav-Stokes | Euler | Nav-Stokes | Euler
1 0 00 00 o0
2 580 - | 405 906K 642K
4 290 203 453K 321K
8 145 101 227K 161K
16 73 51 113K 80K

10 Mbps for Ethernet. The computation time will then be approximately 725
seconds (145,000/(10 x 20)) while a lower bound on the communication
time, ignoring the effect of startups, is 1000 seconds (1000 x 10/10)! Table
2 shows the ratio of computation to communication for the application in
units of floating point operations/byte transferred per processor and floating
point operations/startup per processor. '

The parallelization on the Cray Y-MP was done differently (it was much
easier also) since it is a shared memory architecture: we did some hand opti-
mization to convert some loops to parallel loops, used the DOALL directive,
and partitioned the domain along the orthogonal direction of the sweep to
~ keep the vector lengths large and to avoid non-stride access to most of the
variables. :

6 Experimental Methodology

The performance indicator is the total execution time for Navier-Stokes
and Euler. All experiments were conducted in single user mode. In almost
all the experiments, Navier-Stokes and Euler show similar trends; hence,
unless otherwise mentioned, quantitative comments refer to Navier-Stokes.

Experiments using & single processor were done on an IBM RS6K (Model
560) workstation of LACE. The performance of the original code for both
applications is shown in Figure 2.

We found that most parts of the application were limited by the poor perfor-
mance of the memory hierarchy involving the cache and the main memory.
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Figure 2: Execution time on a single processor (RS6000/560)
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Improved cache performance was the key and this was achieved by access-
ing arrays in stride-1 fashion wherever possible (using the loop interchange
optimization). The modified program, called Version 3 (the optimizations
were performed in a different order than presented in the paper), resulted
in this version running faster by approximately 50%, compared to Version
2. We experimented with a number of other modifications, the following of
which yielded some improvement: better register usage by collapsing multiple
COMMON blocks into a single one (Version 5), strength reduction (replace
exponentiations by multiplications wherever feasible- Version 2), replace di-
vision by multiplication wherever feasible since the former are relatively ex-
pensive {a reduction from 5.5x 10° divisions to 2.0x10° was achieved— Version
4). All these optimizations yielded an overall improvement of roughly 80%
(from 9.3 MFLOPS to 16.0 MFLOPS) as illustrated in Figure 2. (The op-
timizations were incorporated in sequence so that Version 5 contains all the
above mentioned optimizations).

We parallelized Version 5 on different computing platforms in accordance
with the ideas presented in the last section. On each platform, we measured
the execution time as a function of the number of processors (up to 8 with
Cray Y-MP, up to 16 with LACE, IBM SP, and Cray T3D). One important
goal of the study has been to examine the scalability of NOW. Toward this
end, we have studied the performance of LACE with four networks of differing
characteristics using “off-the-shelf” PVM as the message passing library.

With the IBM SP, we have studied the impa.ct of parallelizing the application
with two message passing libraries- IBM’s native MPL and a customized
version of PVM called PVMe.

In all experiments, wherever feasible, we have separated the execution time
into two additive components: processor busy time and non-overlapped
communication time. The processor busy time is itself composed of the
actual computation time and the software overheads associated with sending
and receiving messages. An accurate separation of these components is not
possible, however, unless we have hardware performance monitoring tools.
The non-overlapped communication time could also include the idle time of
a processor waiting for a message.

Version 5 of the application does not make any special attempts to overlap
communication with computation. Version 6 does overlapping by comput-
ing the stress and flux components of the interior part of each subdomain
while the processor is waiting for the velocity and temperature vectors from
its neighbors. As mentioned earlier, the two “flux columns” nearest each

" boundary are combined into a single send. We have experimented with send-
ing the flux columns one at a time to avoid bursty communication. This
variant is called Version 7.

We found that the execution time improvement with Versions 6 and 7 were
either minimal or even worse in many experiments. Hence all our experiments
were conducted with Version 5. We do mention, however, the impacts of these
versions on different networks of LACE. '

The next section presents a detailed discussion of the results of our experi-
ments.
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7 Results

The execution times of Navier-Stokes and Euler have been plotted as a
function of the number of processors for each computing platform, using a
log-log scale to facilitate meaningful presentation. '

7.1 Performance of LACE

4
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Figure 3: Navier-Stokes execution time on LACE

Figures 3 and 4 show the performance of Navier-Stokes and Euler re-
spectively on different networks of LACE- ALLNODE-F, ALLNODE-S, and
the upper-half Ethernet. The performance of the ATM and the FDDI net-
works are almost identical with ALLNODE-F and ALLNODE-S respectively.
Hence the performance of the ATM and FDDI networks are not shown.

The close performance of ALLNODE-F and ATM, and ALLNODE-S and
FDDI can be attributed to the following reason: the slower link speed of
ALLNODE (64 Mbps/32 Mbps) is balanced by its ability to set up multiple
contention-free paths while ATM (155 Mbps) or FDDI (100 Mbps) with their
faster links do not permit multiple physical paths in the network.

The execution time falls almost linearly with increasing number of proces-
sors with ALLNODE- sublinearity effects begin to show, however, beyond 12
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Figure 4: BEuler execution time on LACE
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processors. The LACE setup does not permit the use of more than 16 proces-
sors using the faster networks. ALLNODE-F is about 70%-80% faster than
ALLNODE-S. This can be attributed to both an improved network (which
is twice as fast) and the superior performance of the 590 model (33% faster
clock, data and instruction caches which are 4 times bigger, and memory bus
which is 4 times wider than the 560- these contribute to faster instruction
execution, better cache hit ratios, and lower cache miss penalty respectively).

Not surprisingly, Ethernet performance reaches its peak at 8 processors for
Navier-Stokes and at 10 processors for Euler. Beyond this, the communi-
cation requirements of the application overwhelm the network. The inability
of Ethernet to handle traffic beyond 8 processors is shown by the following
simple argument: Table 2 shows that with 8 processors, Navier-Stokes,
on the average, produces a byte for communication after it has completed
145 floating operations on the average. Consider a 1 second interval and
each processor operating at 20 MFLOPS. During this interval, each proces-
sor produces 0.14 MB or 1.12 Mb for communication, on the average. This
translates to approximately 9Mbs from all the 8 processors. Ethernet is capa-
ble of supporting 10Mbps peak; it is not surprising, therefore, that Ethernet’s
performance gets steadily worse beyond 8 processors.
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Figure 5: Components of execution time (Navier-Stokes; LACE)

Figures 5 and 6 aid in a more in depth analysis of the performance of LA.OE.
The execution time is separated into two additive components as exgla.med
in the previous section. It is seen that the processor busy time falls linearly

13
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with the number of processors. With Ethernet, the non-overlapped commu-

nication time increases superlinearly with the number of processors. With

10 : e
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Figure 6: Components of execution time (Euler; LACE)

both ALLNODE switches, this time remains steady up to 10 or 12 processors
beyond which it begins to rise. For Navier-Stokes with 16 processors, the
communication time is comparable to the computation and PVM setup time
while the ratio is about 60% for Euler. The difference in processor busy
times and the communication times between the two ALLNODE configura-
tions can be attributed to the superior node and the network respectively.
A detailed examination of the data shows that both of these enhancements
together contribute to the overall improved performance.

Figures 7 and 8 show the performance of Versions 3, 6, and 7 with Ethernet
and ALLNODE-S (the trends are similar with ALLNODE-F). The perfor-
~mance of Version 6 {with overlapped communication and computation as
explained in Section 6) is very close to that of Version § for both Ethernet
and ALLNODE-S. Overlapping does not increase the number of communi-
cation startups. With Version 6, since computations for the subdomain have
to be broken into separate ones for the interior and the boundary (only the
former computations can be overlapped with communication), the loop setup
overheads are higher. Further, the cache performance also degrades slightly
due to loss of temporal locality. Consequently, these overheads offset any
gain due to overlapping. '

Version 7 attempts to reduce bursty communication at the cost of increased
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number of communication startups. Not surprisingly, Ethernet performs
better with Version 7 than with Version 5. The performance of ALLNODE-
S is appreciably worse than Version 5, however. Since ALLNODE-S can
handle the communication requirements of the application, reducing bursty
gommunication only harms the performance since the number of startups
increase.

7.2 Comparative Performance
Figures 9 and 10 show the performance of the application on the four com-

puting platforms we have chosen for this study- LACE, Cray Y-MP, Cray
T3D and IBM SP. The performance of LACE is reported for ALLNODE-F

and ALLNODE-S.
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Figure 9: Execution time of Navier-Stokes on computing platforms

Surprisingly, LACE, even with ALLNODE-S, outperforms SP even though
the former uses off-the-shelf PVM and the latter uses MPL, IBM’s native
message passing library. With (our version of) MPL, we were forced to
use either blocking send or a constrained form of non-blocking send (for
our communication requirements, both of the send primitives give similar
results). This could possibly be one contributing factor to the relatively poor
performance. The CPU on the SP is intermediate in speed (62.5 MHz clock)
between the 560 (50 MHz) and the 590 (66.6MHz). Another contributor to

17
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the poor performance of the SP is attributable to the data cache which is
just 32KB (compared to 64KB on LACE/560 and 256KB on LACE/590).

For a comparison of ALLNODE-F and ALLNODE-S, see Section 7.1 (Fig-
ures 3, 4, 5, and 6).

4 A
10 :‘x b
r ~
0. -
-~ AN

-~ “-\
19 R \El‘-“ “-\

S

L -~ b 4 e

10 N S-S |

Execution Time (sec)
L
o

100 +——+ Cray YMP

& — A IBM SP (RS6K/370)
G- - -0 ALLNODE-S
¥.-¥ Cray T3D

G -- 9 ALLNODE-F

10

L n L TR S
1 10
Number of Processors

Figure 10: Execution time of Euler on computing platforms

Another surprising result is the relatively poor performance of Cray T3D
which is consistently worse than ALLNODE-F and is worse than ALLNODE-.
S for less than 8 processors. The T3D’s CPU has a peak rating which is 2.3X
and 3X the rating of the 590 and 560 models respectively. We attribute the
T3D’s poor performance to the small direct-mapped cache of 8KB size (both
the 560 and 590 have 4-way set-associative date caches of sizes 64KB and
256 KB respectively; in addition they have 2-way set associative instruction

_ caches of sizes 8KB and 32KB). Poor single processor performance on the
T3D has also been reported elsewhere [17]. Beyond 8 processors, T3D with its
superior network speed (150 MB/sec peak transfer rate and a relatively small
setup cost) performs better than ALLNODE-S. The T3D is still superior to
the IBM SP.

The above results stress the importance of superior cache design to the overall
performance.

Both T3D and SP exhibit very good speedup characteristics, with an almost
linear drop in the execution time- indicating that the corresponding net-
works can sustain the communication requirements of the application. With

18
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ALLNODE, a flaitening of the speedup is seen beyond 12 processors. It is
only reasonable to expect this trend to continue with increasing number of
ProCessors.

With architectures which use message passing libraries, the relatively poor
performance can be attributed to large setup overheads and the resulting
increase in processor waiting times with increasing number of processors.
These overheads arise mainly from the multiple times that data to be com-
maunicated is copied and from the context switching overheads that arise in
transferring a message between the application level and the physical layer
of the network for transmission or reception. If NOW architectures are to be
feasible as massively parallel processors, it is clear that both the intercon-
nection network and the message passing library be implemented efficiently.
Such effort is already under way [18]. :

Cray Y-MP has by far the best performance. The execution time shown is the
connect time in single user mode (this includes the I/O time also which we
were not able to separate from the computation time). The performance of
LACE/590 with 16 processors is comparable to the single node performance
of the Y-MP. The Y-MP (with a maximum of 8 processors) scales quite well
for the applications.

7.3 Comparison of Message Passing Libraries

Figures 11 and 12 compare the performance of the PYMe and the MPL mes-
sage passing libraries on the SP. The graphs show that MPL is consistently
faster than PVMe by approximately 75% for Navier-Stokes and approx-
imately 40% for Euler. Observe also that the amount of non-overlapped
communication is not only negligibly small but that it decreases with the
number of processors though the actual communication increases. This is an
interesting phenomenon since it implies that there is increased overlapping
of computation and communication with the number of processors. Note
however that the computation part also includes the setup overheads of com-
munication. This phenomenon is not seen in case of LACE (see Figures 3
and 4) where the non-overlapped communication increases, further attest-
ing to our previous observation that the MPL (and PVMe) library does not
perform as well as PVM does on LACE.

7.4 Load Balancing

Finally, how well is the application load balanced? The amount of com-
putation for the application is evenly distributed but this may not always
translate to a load balanced execution. We were able to measure the proces-
sor busy times (this time does not include the processor waiting time) for
Navier-Stokes on each processor of the SP. Figure 13 shows that we were
able to achieve almost perfect load balancing.
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8 Conclusion

In this paper we have studied the computational, communication, and scal-
ability characteristics of a typical CFD application on a variety of architec-
tural platforms. The study indicates that NOW have the potential to be
cost-effective parallel architectures if the networks are made reasonably fast
and message passing libraries are efficiently implemented to circumvent the
traditional overheads involved in transferring a message between the appli-
cation level and the physical layer of the network.

The study also highlights the importance of single processor performance to
achieve good performance. With fast, off-the-shelf RISC processors available,
the bottleneck seems to be the performance of the cache and the memory
hierarchy. A proper cache design is critical to good performance. We believe
that the reason for relatively poor performance of the T3D, in spite of a fast
processor, is the small, direct-mapped cache.

A traditional vector multiprocessor still outperforms multiprocessors of mod-
est to medium size. Parallelizing an application using message passing li-
 braries is rather tedious and even error-prone but with distributed memory
multiprocessors, this effort is worthwhile since good scalability is achievable.

Resource limitations have forced us to limit our study to 16 processors. We
hope to extend-the study to larger multiprocessors and to other paralleliza-
tion tools as resources become available. We will then explore other problem
decompositions such as blocking along the radial direction, for example, and
study their impact on the performance.
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‘MIT Media Lab Projects

Research at the Media Lab is divided into three general areas

Leamning and Common Sense

Society of Mind - Marvin Minsky

"School" of the Future - Seymour Papert

Tools to Think With - Mitchel Resnick
Autonomous Agents - Pattie Maes

Machine Understanding -~ Kenneth Haase
Gesture and Narrative Language - Justine Cassell
Media That Learn - Henry Lieberman

Visual Intelligence - Matthew Brand

Perceptual Computing

Cognition - Whitman Richards

Looking at People - Alex Pentland

Synthetic Listeners and Performers - Barry Vercoe
Advanced Human Interface - Richard Bolt

Vision Texture - Rosalind Picard

Computers Understanding Action - Aaron Bobick
Speech - Christopher Schmandt

Information and Entertainment

Structured Video - Andrew Lippman

Spatial Imaging (Holography) - Stephen Benton
News in the Future - Walter Bender

Opera of the Future - Tod Machover
Information Appliances - Michael Hawley
Physics and Media - Neil Gershenfeld
Scamless Media Design - Hiroshi Ishii
Object-Oriented Video - V. Michael Bove, Jr.
Interactive Cinema - Glorianna Davenport
Intelligent Graphics - Ron MacNeil
Electronic Paper - Joseph Jacobson
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MIT MEDIA LAB RESEARCH CONSORTIUMS

Many of the MIT Media Laboratory research projects described in the Project List are conducted under the
auspices of three sponsor-supported, interdisciplinary Media Laboratory consortia. These are:

News in the Futare

‘The News in the Future (NiF) research consortium provides a forum for the MIT Media Laboratory and member
companies to explore and exploit technologies that will affect the collection and dissemination of news. The
goals include enhancing the efficiency of production, the timeliness of delivery, the convenience of presentation,
and the relevance of editorial and advertising content to the consumer. NiF focuses on four areas: description of
news by and for computers; observation and modeling of consumer behavior; presentation and interface design;
and application. The consortium develops technologies for managing data, building linkages between news
providers and consumers, and enabling new approaches to the look and feel of news content. It investigates the
application of these technologies by means of experiments at MIT and field experiments set up in cooperation
with individual member companies. ‘

Television of Tomerrow

Television of Tomorrow (TVoT) explores the advent of digital television: one of the few realities in today's
communications revolution. Tomorrow's television will be more than entertainment-it will be the lingua franca
of commerce, education, research, and personal information. The research of this program is the foundation for
distributed digital libraries, on-demand audiovisual entertainment, and personalized, content-aware networks.
"Television" is used as a metaphor for its breadth and reach: the deeper issue is inventing new computational
media that will have the capability to paint a canvas unique for each viewer. This consortium draws on an
international group of sponsors who are information providers, channel-makers, and hardware manufacturers.
Current rescarch areas include: Media Bank, Structured Video, Structured Audio, Cheops, Holographic Video,
Content Coding, Electronic Landscapes, and Story Representations.

‘Things That Think

This new consortium, officially inaugerated at the Laboratory's 10th birthday celebration, explores ways of
moving computation beyond conventional sites, such as PCs or laptops, and adding intelligence to objects that
are first and foremost something else. By sensing the movements or feelings of their owners-or by learning their
owners' habits-common devices such as toasters, doorknobs, or shoes, will be able, in their own right and
through communication with one another, to solve meaningful problems. By becoming truly responsive and
unobtrusive, the information technology in the inanimate things around us will enhance the quality of daily
living. Things That Think (TTT) brings together an unusual range of interdisciplinary talent and builds upon the
close research partnership between the Laboratory and its sponsor community.
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Research Groups
The following are some of the major research groups at the Lab

*Autonomous Agents

*Design Interaction Paradigms
*Epistemology and Learning
sMachine Listening

*Physics and Media

*Spatial Imaging

#Visible Language Workshop
sVision & Modeling
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MIT Media Lab Projects 1995

Real-Time Modeling and Characterization
Professor Neil Gershenfeld

Digital systems that are used fo describe realities, experiment with possibilities, or realize fantasies require
efficient algorithms for the real-time modeling and characterization of complex systems. Because first-principle
models of nontrivial systems quickly become computationally intractable, we are studying the use of state-space
reconstruction techniques to develop compact models of the solution space of a system from measurements of
the nonlinear input-output relationship. One area in which we are exploring this promise is in new musical
instruments, both because of its significance for their evolution and because they provide an extremely
demanding environment which requires the integration of multiple degrees of freedom of reai-time 1/O with
high-speed computing.

Interface Transducers
Professor Neil Gershenfeld

Intelligent processors continue to be put in dumb boxes, yet the ability of computers to solve useful problems is
increasingly limited by the ability of the user to interact with the machine. The interface of many of the most
historically successful technologies, such as a Stradivarius violin or a Gutenberg bible, resides in the
sophistication of the physical interaction with the device. We are developing the transducers needed for modern
technology to capture this sophistication and naturalness. First, we have found that user actions can
inexpensively and unobtrusively be measured with millimeter and millisecond resolution by detecting the tiny
currents that arise from the interaction between people and varying electric fields. The limits of this technology
are being explored, including 3-D imaging, and the use of more sophisticated measurement strategies for
biometric characterization of the material in the field. This technology removes the wires from the user, but still
requires wires to the sensor. A second project is to develop the use of active remote far-field interrogation of
passive near-field structures to detect the ID, Jocation, and state of tags. Finally, we are investigating the
mechanisms and applications of smart materials for providing tactile feedback.

information, Computation, and Physics
Professor Neil Gershenfeld

Information exists as high-level meaning (ideas), and as low-level physical representation (bits). Although thesc
two levels of description are usually clearly separated, many of the most serious constraints and exciting
possibilities in information technologies are at this interface. Physical insights can be applied to help understand
computers. We are studying the use of techniques from the study of nonlinear time series for optimizing
computer performance, and in the thermodynamic limit, and how this leads to fundamental bounds on energy
and entropy budgets for practical tasks. Physical insights can also lead to new paradigms for computation. We
are exploring the feasibility of classical and quantum computation in bulk materials through resonant spin
interactions, and we have developed nonlinear dissipative generalizations of linear feedback shift registers,
which overcome some of their important limitations.
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MIT Media Lab Projects

THE VISIBLE LANGUAGE WORKSHOP

The thrust of research at the Visible Language Workshop (VLW) is toward the integration of two main
directions: first, the study of the design of form and content in the new electronic information medium; second,
the potential relationships among artificial intelligence, graphics, and technology. We continue to build a
seamless, sophisticated graphical, dynamic, and interactive testbed to use for prototyping tools, editors, and
scenarios. Simultancously we are developing new artificial intelligence methods to help filter, prioritize, and
design information on-the-fly, and to capture qualitative and intuitive design knowledge.

Information Landscapes
Ronald MacNeil, David Small and Suguru Ishizaki

In contrast to the discontinuous jumps between flat pages provided by the ubiquitous hyperlinked Web browser,
an information landscape provides a continuum of paths from place to place, allowing loose and spatially
meaningful relationships between information objects. Navigation of such spaces should not only reveal needed
and appropriate information, but should do so in such a way that the journey itself has meaning.

Galaxy of News - This system embodies a scalable approach to visualizing and navigating through large
quantities of independently created pieces of information, in this case news stories. It combines the cffective
aspects of both searching and browsing, and the ability to switch between these modes of operation scamtessly
within a single interface. The system automatically organizes disconnected articles into dynamically formed
groups, based on the content of the articles, and allows quick access to related information and the ability to
understand the relationships among articles quickly.

Financial Viewpoints - (with Lisa Strausfeld): This project was the "virtual” manifestation of an earlier
"physical" 3-D model built out of parallel planes of Plexiglas and threaded metai rods. Dynamic, transparent
intersecting planes are used to represent complex information. Six mutual funds are compared on the basis of
seven features such as risk and rate of return. Depending upon the way in which we approach the information--
literally, the direction from which we zoom into the field of data--we can examine differently the features and
the context that influence them. For example, we can retrieve straightforward pumerical data from a chart to see
how much a given fund rose or fell over a particular period of time. We are also able to pull up bar graphs to
chart the annual rate of return against risk over the last 10 years, or look up the profiles of the men and women
who direct the funds. The transparent quality of the visual structures and the variable focus of data help the
viewer maintain the context. This helps prevent the feeling of being lost in a 3-D typographic space.

- GeoSpace(with Ishantha Lokuge): The visualization of complex geographic information is a challenging design
problem. Our goal was to create an interactive visualization system that can defermine the interest of information
seekers based on their queries, and can visually guide their attention in the complex data space. We have
adopted information-secking dialogue as a fundamental model of interaction, and have implemented a prototype
geographic information system that progressively provides information upon a user's queries. The user-queries
trigger presentation plans composed by domain knowledge that reflect a user’s interest. The presentation plans
are linked by an activation spreading network which creates a highly responsive visual environment. Dynamic
use of various visual design techniques, such as transparency, 3-D graphics, and typography, are integrated to
enhance the clarity of the visual display.

Millennium Project (with Earl Rennison and Lisa Strausfeld): In 1912 the S.S. Titanic sank on its maiden
voyage, Woodrow Wilson won the U.S. presidential election, Sun Yat-sen founded The Kuomintang (the
Chinese National Party), C.G. Jung published The Theory of Psychoanalysis, Edwin Bradenburger invented 2
process for manufacturing cellophane, and Marcel Duchamp painted "Nude Descending a Staircase." How, if at
all, do these events relate to one another? Where, when, and what were the confluences of ideas and people that
influenced the outcome of these events? How do we acquire the knowledge to understand the complex
associations between people and ideas, across time and place, based on the artifacts and events they created?
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The Millennium Project set out to address these issues by developing a conceptual and computational approach
for enabling understanding of a large, multidimensional set of information. The goal of the Millennium Project
is to provide a knowledge secker with the ability to move through virtual time and space to explore and discover
the connections among artifacts of philosophy, painting, music, literature, science, and political events of a
pivotal time in world history: the years from 1906 to 1918. This virtual space continually constructs and
reconstructs itself based on the knowledge seeker's movements through and within it, much like the process of
moving through the conceptual spaces of our minds as we construct meaning. The conceptual framework for this
research is based on linguistics and cognitive science. This project shows how our concepts of embodied
cognitive models and visual discourse assist us in designing and building a computational environment that
enables people to understand large bodies of information.

Dynamic Timelines: Visualizing Historical Information in Three Dimensions (with Robin L. Kuliberg): This
research reinvents the fraditional timeline as a dynamic, 3-D framework for the interactive presentation of
historical information. An experimental visualization of the history of photography uses new visual techniques,
such as infinite zoom, translucency, and animation, to present a database of over 200 annotated phoiographs
from the collection of the George Eastman House. Dynamic, interactive design solutions address the
communicative goals of allowing seamless micro- and macro- readings of information at several levels of detail
and from multiple points of view.

Enhancing Air-Traffic Control Information (with Jeffrey Ventrella) - Conventional ATC displays are

- dangerously confusing. This prototype creates visual analogs for such ATC concepts as "green space” (allowable
distance between planes) and flight corridors in a 3-D space environment. Smooth transitions between tower,
pilot, and global views maintain context. What-if scenarios dealing with weather conditions and flight paths can
be replayed for training scenarios.

Intelligent Graphics: Meta-Design
Ronald MacNeil and Suguru Ishizaki

In order to design information in the age of dynamic, electronic media more effectively, we need a richer
understanding of the structure of information (i.c., the architecture of information), and the tools to manipulate
that structure. New tools for designers will incorporate these new structural representations to assist during
construction, or later during presentation, when the designer may not have the luxury of overseeing
information's design.

Dynamic Magical Environment (Ishantha Lokuge and Suguru Ishizaki): This project explores salient principles
of close-up magic as a means of creating engaging interactive systems. Although previous research has
identified the need to engage the user during the interaction process, there is a dearth of design methods for
doing so. The term "engaging" is generally defined as "to embody characteristics that include responsive
reaction, unobtrusive interface, guided navigation, suggestive exploration, and unexpected behavior.” Principles
in magic, such as framing context, focus of attention, continuity, adaptation, element of surprise, and timing and
pacing, are studied and used as a guide to designing engaging interactive systems. Two experimental
information systems have been implemented in the domain of geographic information: GeoSpace and
MediaMagic. Both systems demonstrate the application of the principles and exemplify an approach for
designing engaging interaction. '

Temporal Typography (Yin Yin Wong and Suguru Ishizaki): Text is no longer limited to a static presentation in
electronic communication. Typographic form can change in size, color, and position according to 2 reader’s
interaction in real time. This project proposes “temporal typography" as an area of study that incorporates the
dynamic visual treatment as an extension of written language. Presently, graphic design lacks ways to
conceptualize and describe temporal aspects of typography in a systematic and anatytical fashion. We have
developed a characterization scheme that provides a set of concepts and terminology that allows for the
description of typographic expressions that change dynamically over time. A software tool, along with a
scripting language, were implemented based on the scheme. This scheme has been examined through the
creation of various design examples that explore dynamic treatment of text, including expressive e-mail,
visualization of dialogue, and typographic tone of voice. Qur current effort focuses on the design of visual
interface that support the writing of temporally expressed text.
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VIA (Dr. Louis Weitzman) - This thesis describes research to support the design and presentation of information
in computer-based, multimedia documents. The "design and orderly arrangement” of information (i.e., the
architecture of information), is a growing problem for future computational environments. Increases in
computational power and the increased bandwidth of interconnected networks provide greater access to
information. These factors, combined with the realization that not all of this information can now be pre-
designed, necessitate new tools and techniques to ensure the effective presentation of computer-based
information.

This research investigates the use of relational grammars (an extension to traditional string languages) to enable
the design of dynamic documents based on formal visual languages. The description of design as a formal
language affords a number of different interaction styles and support tools to the process of design. This research
supports design in three distinct ways. First, information given to the system is antomatically presented within a
predefined language and style. This dynamic design reconfigures the same information, making it sensitive to
the output environment in which the documents are delivered. Second, the creation of information can be
supported by improved design decisions as the design progresses. These improvements help the user explore the
design space with incremental design decisions. Finally, this class of visual languages is constructed by
demonstration, using separate visual languages in a meta-design authoring tool.

TYRO - This is an evolving system which uses case-based reasoning for capturing and reusing media
communication design knowledge. The task in each domain--such as page layout, video editing, dynamic
electronic instruction manual production, or information landscapes--is to:

- express visually in editors and browsers the object attributes and behaviors, along with their underlying |
representation;

- provide a facility for demonstrating the canonical examples and capturing these in a case 1ibrary;' and

- for any novel case, be able to retrieve the most applicable cases and adapt them, given an evolving set of
adaptation reasoning mechanisms.

Typographic Performance (Suguru Ishizaki): This project explores the possibility of developing visual design
solutions for computational media that can continuously respond fo changes in the information and the goal of
its recipient. A design solution, such as a display of online news, is considered a performance composed of a
number of active design agents (or performers), each of which is responsible for presenting a particular aspect of
information, such as a headline and a news story. The individual design agent is sensitive to changes in its
situation (the information itself, the goals of the reader, and the other design agents in the visual scene). The
solution as a whole emerges from the dynamic activities of coliaborating agents. This model is fundamentally
different from the traditional view, -which considers a design solution to be a set of affirmative statements. This
proposed model suggests a new perspective on the way designers perceive a design solution: an "active entity”
consisting of a collection of design agents. A multi-agent design testbed system has been implemented, along
with high-quality typographic tools. We are currently developing various design examples in order to help
evaluate the model as well as the computational technique. -

' Darwin Meets Disney (with Jeffrey Ventrella) - This rescarch shows the use of genetic algorithms in graphic
design. It emphasizes expression and motion style as demonstrated by animated characters. The animated
characters can evolve behaviors like walking, using automatic evolution. They can also evolve expressive style
to their motions via interactive techniques from the user.

DataWall: Large-Scale High-Resoluﬁon Displays
Ronald MacNeil

A 2000 x 6000-pixel seamless hybrid made by overlapping three 200-inch 2K x 2K Sony monitors, i.s s.till thfa
highest resolution "TV" in the world. It supports experiments in group decision-making, testing the lfmlts o‘f _]_ust
how much information can be displayed at once. A fully dynamic, large-scale DataWall projection dispiay is in
the works. '
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Information Appliances
Professor Michael Hawley

Tools and appliances of all sorts, from wristwaiches and notebooks to concert grand pianos and home
entertainment systems, ate sprouting digital components. To interoperate harmoniously, and to ease the personal
interface to a global information system, appliances need to communicate with each other. This project studies
the languages and systems required for an open and scalable architecture.

BodyNet
Professor Michael Hawley, Professor Alex Pentland, Professor Rosalind Picard, and Thad Starnér

Your interface to the worldwide network should be as convenient as 2 wristwatch and as comfortable as an old
sweater. Like jewelry and clothes, it should be so comfortable and convenient that it is always available, always
connected. The BodyNet is a very local, wireless network that will integrate all the information appliances on
your person: cameras, watches, calculators, notebooks, datebooks, checkbooks, credit cards. Advanced displays,
phones, radios, and other communication systems will be woven together to form an intimate, pervasive
interface to the Net.

The Library Channel
Professor Michael Hawley

The future of public libraries is in the living room: the wealth of great libraries will in time be digitized and
made universally accessible through home and personal appliances, via a plurality of wired and wireless means.
The Library Channel project involves the Library of Congress, National Geographic, WGBH Television, and
other partners in the Television of Tomorrow program. Our initial emphasis is on prototype interfaces to media
banks.

Personal Embroidery
Professor Michael Hawley

We have built a custom embroidery language and tools to drive computerized sewing peripherals. Think of this
as "Media Fab." Think of an embroidery machine as a 254-thread-per-inch multicolor printer, which outputs to
garments instead of photocopy paper. And think of thread as potentially being conductive wire, or optical fiber.
We are playing not only with custom clothing design, but also with fanciful embroidered circuitry.
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MIT Media Laboratories - Vision and Modeling Group

The Vision and Modeling Group of the MIT Media Laboratory was formed in 1987 to study problems in
computer vision and scene modeling. Since that time, the group has grown from 2 faculty and 4 graduate
students to its current size of 4 faculty, 1 research staff, 2 post docs, 27 students, 3 adminstrative staff and -
several visiting faculty and research affiliates. Current research projects range from image compression and
synthesis to knowledge-based video interpretation and the perception of human action. '

The Vision and Modeling Group
The MIT Media Laboratory

20 Ames Street

Cambridge, MA 02139

Tel: 617-253-0369

Fax: 617-253-8874
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The Vision and Modeling Group
Journal, Book, and Conference Publication List

Listing (by author) of group publications in academic journals, books, and conference proceedings.

Adelson, Edward, and P. Anandan

"Ordinal Characteristics of Transparency.” Proceedings of the AAAT Workshop on Qualitative Vision, Boston,
MA, pp. 77-81. Tuly 1990.

Adelson, Edward, and James Bergen

"The Plenoptic Function and the Elements of Early Vision." Chapter 1 in Computational Models of Visual
Processing, edited by M. Landy and J.A. Movshon, pp. 3-20. Cambridge, MA: MIT Press, 1991.

Adelson, Edward, and James Bergen

"Spatio-Temporal Energy Models for the Perception of Motion." Journal of the Optical Society of America A,
Vol. 2, No. 2, pp. 284- 299. February 1985.

Adelson, Edward, William Freeman, and Eero Simoncelli

"Pyramids and Multiscale Representations.” In Pyramids for Early Vision, edited by A. Gorea, pp. 3-16. New
York: Cambridge University Press, 1991.

Adelson, Edward, Eero Simoncelli, and Rajesh Hingerani

"Orthogonal Pyramid Transforms for Image Coding." Proceedings of SPIE, Visual Communications and Image
Processing 1I, Cambridge, MA. October 1937,

Adelson, Edward, and Alex Pentland

"The Perception of Shading and Reflectance.” In Channels in the Visual Nervous System: Neurophysiology,
Psychophysics, and Models, edited by B. Blum, pp. 195-207. London, England: Freund Publishing, 1991.

Adelson, Edward, and Eero Sim_oncclli

"Subband Image Coding with Three-Tap Pyramids." Proceedings of Picture Coding Symposium, Cambridge,
MA. March 1990.

Adelson, Edward, and John Wang

"Single Lens Stereo with a Plenoptic Camera." IEEE Transactions on Pattern Analysis and Machine Intelligence,
Vol. 14, No. 2, pp. 99-106, February 1992. -

Adelson, Edward and J.Y.A. Wang

"Single Lens Stereo with a Plenoptic Camera.” IEEE Transactions on Pattern Analysis and Machine Intelligence, '
vol. 14, no. 2, pp. 99--106, February 1992.

Adelson, Edward and 1.Y.A. Wang

"A Stereoscopic Camera Employing a Single Main Lens." In Proceedings of the IEEE Computer Vision and
Pattern Recognition Conference, pp. 619--624, Hawaii, June 1991.
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Azarbayejani, Ali; Bradley Horowitz, and Alex Pentland

"Recursive Estimation of Structure and Motion using Relative Orientation Constraints."” Proceedings of IEEE
Conference on Computer Vision and Pattern Recognition, New York, NY. June 1993.

Bergen, James, and Edward Adelson
"Early Vision and Texture Perception." Nature, Vol. 333, No. 6171, pp. 363-364. May 1988.
Bobick, Aaron

"Representational Frames in Video Annofation."Proceedings of IEEE Signals and Systems Conference,
Asilomar. November 1993.

Bobick, Aaron

"Verification Mode Vision: An Example from Egomotion and Optic Flow.” IEEE Computer Vision and Pattern
Recognition, New York. June 1993. '

Bobick, Aaron

"Concurrent Evolving Object Descriptions in Support of Autonomous Navigétion." Proceedings SPIE, Bosion.
1992, '

Bobick, Aaron, and Robert Bolles

"Multiple Concurrent Object Descriptions in Support of Autonomous Navigation." Proccedings of the SPIE.
November 1992,

Bobick, Aaron, and Robert Bolles

"The Representation Space Paradigm of Concurrent Evolving Object Descriptions.” IEEE Transactions on
Pattern Analysis and Machine Intelligence, Vol. 14, No. 2, February 1992.

Bobick, Aaron, and Robert Bolles

" An Evolutionary Approach to Constructing Object Descriptions." International Symposium on Robotics
Research, Tokyo. Angust, 1989.

Bobick, Aaron, and Robert Bolles

"Representation Space: An Approach to the Integration of Visual Information.” Proceedings of IEEE Computer
Society Conference on Computer Vision and Pattern Recognition, San Diego, CA. June 1989.

Bobick, Aaron, and Robert Bolies

"Exploiting Temporal Coherence in Scene Analysis for Autonomous Navigation.” Robotics and Automation,
Scottsdale. May, 1989.

Bobick, Aaron, and Yvan Leclerc

"The Direct Computation of Height from Shading." Proceedings of IEEE Conference on Computer Vision and
Pattern Recognition, Maui, HI June 1991. -

Casey, Michael A., William G. Gardner, and Sumit Basu

"Vision Steered Beam-forming and Transaural Rendering for the Artificial Life Interactive Video Environment
(ALIVE)." Proceedings of the 99th Convention of the AES, October 1995 (preprints).
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Darrell, Trevor; Azarbayejani, Ali, and Pentland, Alex

"Robust Estimation of Multiple Models in the Structure from Motion Domain", Proc. JEEE Workshop on
Performance vs. Methodology, CVPR-94, Seattle.

Darrell, Trevor; Essa, Irfan, and Pentland, Alex

"Correlation and Interpolation Networks for Real-time Expression Analysis/Synthesis", G. Tesauro, D. S.
Touretzky and T. K. Leen, eds., Advances in Neural Information Processing Systems (NIPS-7), MIT Press,
1995. .

Darrell, Trevor; Maes, Pattie; Blumberg, Bruce, and Pentland, Alex

" A Novel Environment for Situated Vision and Behavior", in Landy, M., ed., Exploratory Vision: The Active
Eye, Springer-Verlag, 1995. also in Proc. JEEE Workshop on Visual Behaviors, IEEE Computer Society Press,
Seattle, 1994,

Darrell, Trevor and Pentland, Alex

"Robust Estimation of Multiple Models using Support Maps", IEEE Transactions on Pattern Analysis and
Machine Intelligence, May 1995.

Darrell, Trevor and Pentland, Alex

"Recognition of Space-Time Gestures using a Distributed Representation”, in Artificial Neural Networks with
Applications in Speech and Vision, Chapman and Hall, London, 1993.

Darrell, Trevor and Pentland, Alex

"Attention-driven Expression and Gesture Analysis in an Interactive Environment", Proc. Intl. Workshop on
Automatic Face and Gesture Recognition, Zurich 1995. '

Darrell, Trevor and Pentland, Alex

"Classifying Hand Gestures with a View-Based Distributed Representation"”, in J. Cowan, G. Tesauro, and J.
Alspector, eds., Advances in Neural Information Processing Systems (NIPS-6) Morgan Kaufman, 1994.

Darrell, Trevor and Pentland, Alex

"Space-Time Gestures", in Proc. IEEE Conference on Computer Vision and Pattern Recognition {(CVFR '93)
IEEE Computer Society Press, New York, 1993,

Darrell, Trevor and Pentland, Alex

"Against Edges: Function Approximation with Multiple Support Maps”, in J. Moody, S. Hanson, and R.
Lippman, eds., Advances in Neural Information Processing Systems (NIPS) 4, Morgan Kaufman, 1992.

Darrell, Trevor and Pentland, Alex

:"Robust Estimation of a Multi-Layer Motion Representation" Proc. IEEE ‘Workshop on Visual Motion, IEEE
Computer Society Press, Princeton, NJ, 1991,

Dairell, Trevor and Pentland, Alex

"On the Representation of Occluded Shapes", Proc. IEEE Conference on Computer Vision and Pattern
Recognition (CVPR '91), IEEE Computer Society Press, Maui, 1991.
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Darrell, Trevor and Pentland, Alex

"Segmentation by Minimal Description”, Proc. IEEE Third International Conference on Computer Vision (ICCV
3), IEEE Computer Society Press, Tokyo, 1990.

Darrell, Trevor and Simoncelli, Ecro

"Nulling Filters and the Separation of Transparent Motions" in Proc. IEEE Conference on Computer Vision and
Pattern Recognition (CVPR '93)}, IEEE Computer Society Press, New York, 1993.

Darrell, Trevor and Wohn, K.

"Depth from Focus using a Pyramid Architecture”, Pattern Recognition Letters, 11(12), pp. 787-796, December
1990.

Essa, Irfan and Alex Pentland

"Facial Expression Recognition using a Dynamic Model and Motion Energy”, In Proceedings of International
Conference on Computer Vision (ICCV 95), Cambrdige, Massachusetts, June 20-23 1995. IEEE Computer
Society Press, 1995. '

Essa, Irfan and Alex Pentland

"Facial Expression Recognition using Visually Extracted Facial Action Parameters", In Proceeding of
International Workshop on Automatic Face and Gesture Recognition 19935, Zurich, watzerland June 26-28
1995.

Essa, Irfan; T. Darrell, A. Azarbeyajani, S. Scairoff and Alex Pentland

"Looking at People: Extracting Human Movements", In Proceedings of International Workshop on Computer
Vision and Paralle]l Processing 1995, Islamabad, Pakistan, January 2-5 1995.

Essa, Irfan; Trei{or Darrell and Alex Pentiand
"Tracking Facial Motion." IEEE Workshop on Nonrigid and Articulated Motion, Austin, TX., November 1994.
Essa, Irfan and Alex Pentland

"A Vision System for Observing and Extracting Facial Action Parameters." Proceedings of IEEE Computer
Vision and Pattern Recognition Conference, Seatile, WA., pages 76-83, June 1994,

Essa, Irfan; Stan Sclaroff, and Alex Pentiand

"Physically-based Modeling for Graphics and Vision." Ralph Martin, editor, Directions in Geometric
Computing. Information Geometers, UK., 1993. ’

Essa, Irfan; Alex Pentland, and Stan Sclaroff

"A Unified Approach for Physical and Geometric Modeling for Graphics and Animation." Computer Graphics
Forum, Eurographics '92, Vol. 11, No. 3, pp. C129-C138. September 1992.

Freeman, William, and Edward Adelson

"The Design and Use of Steerable Filters." IEEE Transactions on Pattern Analysis and Machine Intelligence,
Vol. 13, No. 9, pp. 891-906. September 1991.

Freeman, William; Edward Adelson, and David Heeger

"Motion Without Movement." Computer Graphics, Vol. 25, No. 4, pp. 27-30. July 1991.
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Friedmann, Martin; Alex Pentland, and Thad Starmer

"Device Synchronization Using an Optimal Linear Filter." Proceedings of ACM Symposium on Interactive 3D
Graphics, Cambridge, MA, Vol. 26, No. 2. March 1992. :

Gorkani, Monika M. and Rosalind W. Picard

"Texture Orientation for Sorting Photos 'at a Glance'." Proceedings of International Corference Pattern
Recognition, Jerusalem, Israel, Vol I, pp. 459--464, October 1994,

Heeger, David, and Eero Simoncelli

"Model of Visual Motion Sensing." In "Spatial Vision in Humans and Robots", eds. L. Harris and M. Jenkin,
Cambridge Untversity Press, 1992,

Heeger, David, and Eero Simoncelli
"Sequential Motion Analysis." Proceedings of AAAI Robot Navigation Symposium, March, 1989.
Intille, Stephen, and Aaron Bobick

"Disparity-Space Images and Large Occlusion Stereo.” Proceedings of the 1994 European Conference on
Computer Vision, Stockholm, Sweden. May, 1994, :

Intille, Stephen, and Aaron Bobick

"Incorporating Intensity Edges in the Recovery of Occlusion Regions.” Proceedings of the 1995 International
Conference on Pattern Recognition, Isreal. October 1995.

Izui, Yoshio, and Alex Pentland

" Analysis of Neural Networks with Redundancy.” Neural Computation, Vol. 2, ﬁo. 2, pp- 226-238. 1990.
Johnson, Michael; Trevor Darrell, and Pattie Maes

"Evolving Visual Routines." In-house Publication, March 1993. 15 pages.

Lippman, Andrew; E. H. Adelson; A. N. Netravali; W. R. Neuman, and W. F. Schreiber

"Single-Channel Backward- Compaiible EDTYV Systems." SMPTE Journal, pp. 14-19. January 1989.
Liu, Fang and Rosalind Picard

"Periodicity, directionality, and randomness: Wold features for perceptual pattern recognition.” Proceedings
International Conference Pattern Recognition, Yerusalem, Israel, Vol. II, pp. 184--185, October 1994,

Mann, Steve

"Compositing Multiple Pictures of the Same Scene", Proceedings of the 46th Annual IS&T Conference,
Cambridge, Massachusetts, May 9-14, 1993

Mann, Steve and Rosalind Picard

"Virtual Bellows: constructing high-quality images from video" Proceedings of the IEEE first international
conference on image processing, Austin, Texas, Vol. I, pp. 363-367, November 1994.
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Mann, Steve and Rosalind Picard

"On being ‘undigital' with digital cameras; Extending Dynamic Range by Combining Differently Exposed
Pictures.” Proceedings of IS & T's 48th Annual Conference, Washington, DC, pp. 422-428, May, 1995.

Pentland, Alex

"Modal Descriptions for Recognition and Tracking." Proceedings of IAPR Workshop on Machine Vision
Applications, Tokyo, pp. 435-444. December 1992,

Pentland, Alex

"Shape Information From Shading: A Theory of Human Vision." Spatial Vision, Vol. 4, No. 2/3, pp. 165-182.
1989. '

Pentland, Alex; Moghaddam Baback, and Thad Starner

"View-Based and Modular Eigenspaces for Face Recognition." IEEE Conference on Computer Vison & Pattern
Recognition, 7 pages. 1994,

Pentland, Alex; Trevor Darrell; W. Huang, and Matthew Turk

"A Simple, Real-Time Range Camera." Proceedings of IEEE Conference on Computer Vision and Pattern
Recognition, San Diego, CA, pp. 256-261. June 1989.

Pentland, Alex; Glorianna Davenport; Rosalind Picard, and Bill Welsh

"The BT/MIT Project on Advanced Image Tools for Telecommunications: An Overview."” Image'Com '93, 2ad
International Conference on Image Communications, Bordeaux, France, pp. 397--400, March 1993. OUT OF
PRINT.

Pentland, Alex; N. Eicoff; A. Masoiu; O. Oliyide; T. Starner, and M. Turk.

"Experiments with Eigenfaces." Looking At People Waorkshop, IJCAI '93, Chamberry, France. August 1993.

Penﬂand, Alex, and Bradley Horowitz

"Recovery of Nonrigid Motion and Structure.” IEEE Transactions on Pattern Analysis and Machine Intelligence,
Vol. 13, No. 7, pp. 730-742. July 1991.

Pentland, Alex, and Kenji Mase

"Automatic Lipreading by Optical-Flow Analysis." Systems and Computers in Japan, Vol. 22, No. 6, pp. 67-76.
1991. '

Pentland, Alex; Rosalind Picard, and Stan Sciaroff

“Photobook: Tools for Content-Based Manipulation of Image Databases." SPIE PAPER 2185-05 Storége and
Retrieval of Image and Video Databases II, San Jose, CA, pp. 34-47, February 6-10, 1994.

Pentland, Alex; Rosalind Picard; Glorianna Davenport, and Stan Sclaroff

"Project Reports: Video and Image Semantics: Advanced Tools for Telecommunications." IEEE Muitimedia,
~ pp. 73--75, Summer 1994.

Pentland, Alex, and Stan Sclafoff.

"Closed-Form Solutions for Physically-Based Shape Modeling and Recognition.” IEEE Transactions on Pattern
Analysis and Machine Vision, Vol. 13, No. 7, pp. 715-730. 1991.
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Pentland, Alex, and John Williams

"Goed Vibrations: Medal Dynamics for Graphics and Animation." Computer Graphics, Vol. 23, No. 4, pp. 215-
222, July 1989.

Perry, Chris and Rosalind Picard

"Synthesizing Flames and their Spreading." Fifth Eurographics Workshop on Animation and Simulation, Oslo,
Norway, September 1994,

Picard, Rosalind

"Structured Patterns from Random Fields." Proceedings of Asilomar Conference on Siganals, Systems, and
Computers, Pacific Grove, CA, pp. 1011-1015. October 1992.

Picard, Rosalind

"Random Field Texture Coding." Proceedings of Society for Information Display 1992 International
Symposium, Boston, MA, Vol. XXIII, pp. 685-688. May 1992.

Picard, Rosalind

"Gibbs Random Fields:Temperature and Parameter Analysis ." Proceedings of IEEE Conference on Acoustics,
Speech and Signal Processing, San Francisco, CA, Vol. I, pp. 45-48. March 1992.

Picard, Rosalind

"Markov/Gibbs Modeling: Texture and Temperature." Proceedings of SPIE Conference on Intelligent Robots
and Computer Vision X: Algorithms and Techniques, Boston, MA, pp. 15-26. November 1991.

Picard, Rosalind, and Tbrahim Elfadel

"On the Structure of Aura and Co-occurence Matrices for the Gibbs Texture Model." Journal of Mathematical
Imaging & Vision, No. 2, pp. 5-25. 1992.

Picard, Rosalind; Ibrahim Elfadel, and Alex Pentland

"Markov/Gibbs Texture Modeling: Aura Matrices and Temperature Effects.” Proceedings of IEEE Conference
on Computer Vision and Pattern Recognition, Mani, HI, pp. 371-377, June 1991.

Picard, Rosalind, and Monika Gorkani

"Finding Perceptually Dominant Orientations.” Special Julesz birthday issue of Spatial Vision, Vol. 8, No. 2, pp.
221-253, 1994,

Picard, Rosalind, and Tanweer Kabir

"Finding Similar Patterns in Large Image Databases." Proceedings of IEEE Conference on Acoustics Speech and
Signal Processing, Minneapolis, MN, Vol. V, pp. 161-164. April 1993.

Picard, Rosalind; Tanweer Kabir, and Fang Liu

"Real-Time Recognition with the Entire Brodatz Texture Database." Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, New York, NY, pp. 638-639. June 1993.

Picard, Rosalind, and F. Liu

"A new Wold ordering for image similarity.” Proceedings of IEEE Conference on Acoustics, Speech and Signal
Processing, Adelaide, Australia, Vol. V, pp.129--132, April 1994.
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Picard, Rosalind, and T. Minka

"Vision Texture for Annotation." ACM/Springer-Verlag, Journal of Multimedia Systems, Vol. 3, pp. 3-14, 1995.
Popat, Kris, and Rosalind Picard |

"Cluster-based Probability Model Applied to Image Restoration and Compression." Proceedings of IEEE
Conference on Acoustics, Speech, and Signal Processing, Adelaide, Australia, Vol. V, pp-381--384, April 1994,

Popat, Kris, and Rosalind Picard

"Novel Cluster-Based Pfobability Model for Texture Synthesis, Classification, and Compression.” Proceedings
of the SPIE Visual, Communications and Image, Boston, pp- 756-768. Nov. 1993,

Popat, Kris and Rosalind Picard

"Exaggerated Consensus in Lossless Image Compression." Proceedings of IEEE First International Conference
on Image Processing, Austin, Texas, Vol. II, pp. 846--850, November 1994,

Popat, Kris, and Kenneth Zeger

"Robust Quantization of Memoryless Sources Using Dispersive FIR Filters." IEEE Transactions on
Communications, Vol. 40, No. 11, pp. 1670-1674. November 1992,

Sclaroff, Stan, and Alex Pentland

"A Modal Framework for Correspondence and Description." Proceedings of the Fourth International Conference
on Computer Vision, pp. 308-313. May 1993. ‘ :

Sclaroff, Stan, and Alex Pentland

"Generalized Implicit Functions for Computer Graphics." Computer Graphics, Vol. 25, No. 4, pp. 247- 250. July
1991.

Sherstinsky, Alex, and Rosalind Picard

"M-Lattice: A Novel Non-Linear Dynamical System and Its Application to Halftoning." Proceedings of the
IEEE Conference on Acoustics, Speech, and Signal Processing, Adelaid, Australia, Vol. IL, pp. 565--568, April
1994,

Sherstinsky, Alex, and Rosalind Picard

"Reaction-Diffusion Systems for Image Processing.” Paper presented at Workshop on Synergetic Engineering:
Applications of Nonlinear Dynamical Systems to Image Processing, Sydney, Australia. April 1993.

Sherstinsky, Alexand Rosalind Picard

"Orientation-Sensitive Image Processing with M-Lattice: A Novel Non-linear Dynami'cal System.” Proceedings
of IEEE First International Conference on Image Processing, Austin, Texas, Vol. III, pp. 152--156, November
1994,

Sherstinsky, Alex and Rosalind Picard

"Restoration and Enhancement of Fingerprint Images Using M-Lattice -- A Novel Non-Linear Dynamical

System."” Proceedings International Conference Pattern Recognition, Jerusalem, Israel, Vol. I, pp. 195--200,
October 1994.
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Simoncelli, Eero, and Edward Adelson

"Subband Transforms." Chapter 4 in Subband Image Coding, ed. J. Woods, pp. 143-192. Norweli, MA: Kluwer
Academic Publishers, 1990.

Simoncelli, Eero, and Edward Adelson

"Non-Separable Exiensions of Quadrature Mirror Filters to Multiple Dimensions." Proceedings of the IEEE,
Vol. 78, No. 4, pp. 652-664. April 1990.

Simoncelli, Eero, _and Edward Adelson

"Subband Image Coding with Hexagonal Quadrature Mirror Filters.” Proceedings of Picture Coding
Symposium, Cambridge, MA. March 1990.

Simoncelli, Eero; Edward Adelson; William Freeman, and David Heeger

"Shiftable Multiscale Transforms." IEEE Transactions on Information Theory, Vol. 38, No. 2, pp. 587-607.
March 1992.

Simoncelli, Eero; Edward Adelson, and David Heeger

"Probability Distributions of Optical Flow." Proceedings of IEEE Computer Vision and Pattern Recognition
Conference, Maui, HI, pp. 310-315. June 1991.

Turk, Matthew, and Alex Pentland
"Eigenfaces for Recognition.” Journat of Cognitive Neuroscience, Vol. 3, No. 1, pp. 71-86. 1991.
Wang, John Y.A.; Edward Adelson, and U.Y. Desai

"Reducing Coding Artifacts in a Layered Representation Coding System." In Proceedings of the Picture Coding
Symposium, Sacramento, California, September 1994.

Wang, John Y.A. and Edward Adelson

"Representing Moving Images with Layers.” In IEEE Transactions on Image Processing Special Issue: Image
Sequence Compression, vol. 3, no. 5, pp. 625-638, September 1994.

Wang, John Y.A. and Edward Adelson

"Spatio-Temporal Segmentation of Video Data." In Proceedings of SPIE: Image and Video Processing II, vol.
2182, pp. 120-131, San Jose, CA, February 1994.

Wang, John Y.A. and Edward Adelson

"Apply Mid-level Vision Techniques for Vidco Data Compression and Manipulation." In Proceedings of SPIE:
Digital Video Compression on Personal Computers: Algorithms and Technologies, vol. 2187, pp. 116-127, San
Jose, CA, February 1994.

Wang, John Y.A. and Adelson, Edward

"Layered Representation for Motion Analysis." In Proceedings of the IEEE Computer Vision and Pattern
Recognition Conference, pp. 361-366, New York, June 1993.

Wang, John Y.A. and Edward Adelson
*Layered Representation for Image Sequence Coding." In Proceedings IEEE ICASSP, vol. 5, pp. 221-224,
Minneapolis, MN, April 1993.
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MIT Media Laboratories
Vismod Tech-Reports

Rosalind W, Picard
TR#358: Toward a Visual Thesaurus

Aaron F. Bobick and Claudio S. Pinhanez
TR#357: Divide and Conquer: Using Approximate World Models to Control View-Based Algorithms

Thad Starner, Steve Mann, Bradley Rhodes, Jennifer Healey, Kenneth B. Russell, Jeffrey Levine, and Alex
Pentland
TR#355: Wearable Computing and Augmented Reality

Rosalind W. Picard :
TR#354: Digital Libraries: Meeting Place for High-Level and Low-Level Vision

Christopher R. Wren, Ali Azarbayejani, Trevor Darrell, Alex Pentiand
TR#353: Pfinder: Real-Time Tracking of the Human Body

Michael A. Casey, William G. Gardner, and Sumit Basu (1995)
TR#352: Vision Steered Beam-forming and Transaural Rendering for the Artificial Live Interactive Video
Environment (ALIVE)

A. Pentland (1995)
TR#350: Machine Understanding of Human Action

T. P. Minka and R. W. Picard (1995)
TR#349: Interactive learning using 2 "society of models”

Steve Mann (1994)
TR#348: Recording “lightspace’' so shadows and highlights vary with varying viewing illumination.

M. Szummer (1995)
TR#346: Temporal Texture Modeling

Yair Weiss and Edward, H. Adelson (1995)
TR#344: Motion Estimation and Segmentation Using a Recurrent Mixture of Experts Architecture

A. Azarbayejani and A. Pentland (1995}
TR#341: Camera self-calibration from one point comrespondence

R. W. Picard (1995)
TR#339: Light-years from Lena: Video and Image Libraries of the Future

Steve Mann and Rosalind W. Picard (1995)
TR#338: Video orbits of the projective group; A new perspective on image mosaicing

A. Wilson and A. Bobick (1995)
TR#337: Learning Visual Behavior for Gesture Analysis

Chahab Nastar and Alex Pentland (1995)
TR#334: Matching and Recognition Using Deformable Intensity Surfaces

S. Niyogi (1995)
TR#332: Detecting Kinetic Occlusion
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D. P. W. Ellis and D. F. Rosenthal (1995)
TR#330: Mid-level representations for Computational Auditory Scene Analysis

A. Bobick and C, Pinhanez (1995)
TR#329: Using Approximate Models as Source of Contextual Information for Vision Processing

T. Starner (1995)
TR#328: Human Powered Wearable Computing

Matthew Brand and Irfan Essa (1995)
TR#327: Causal Analysis for Visual Gesture Understanding

Baback Moghaddam and Alex Pentland (1995)
TR#326: Probabilistic Visual Learning for Object Detection

Irfan Essa and Sandy Pentland (1995)
TR#325: Coding, Analysis, Interpretation, and Recognition of Facial Expressions

C. Pinhanez and A. Bobick (1995)
TR#324: Intelligent Studios: Using Computer Vision to Control TV Cameras

R. W. Picard (1995)
TR#321: Affective Computing

F. Liu and R, W, Picard (1995)
TR#320: Periodicity, directionality, and randomness: Wold features for image modeling and retrieval

S. A. Niyogi (1995)
TR#319: Kinetic Occlusion

Thad Starner (1994)
TR#318: Wearable Computing (replaced by #3355)

- Baback Moghaddam and Alex Pentland (1995)
TR#317: An Automatic System for Model-Based Coding of Faces

Thad Starner (1995)
TR#316: Visual Recognition of American Sign Language Using Hidden Markov Models (S.M. Thesis)

Y. Weiss and E.H. Adelson (1995)
TR#315: Perceptually organized EM: A framework for motion segmentation that combines information about
form and motion

T. Darrell and D. Fleet (1995)
TR#314: Second-order Method for Occlusion Relationships in Motion Layers

(1995)
TR#313: (substituted by TR # 329)

Trevor Darrell and Alex. P. Pentland (1995)
TR#312: Attention-driven Expression and Gesture Analysis in an Interactive Environment

Stan Sclaroff (1993) o
TR#311: Modal Maiching: A Method for Describing, Comparing, and Manipulating Digital Signals [PhD
Thesis]

L. Campbell and A. Bobick
TR#309: Recognition of Human Body Motion Using Phase Space Constraints
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A. Wilson and A. Bobick
TR#308: Using Configuration States for the Representation and Recognition of Gesture

1. Essa and A. Pentland (1995)
TR#307: Facial Expression Recognition using a Dynamic Model and Motion Energy

T. Starner and A. Pentland (1995)
TR#306: Visual Recognition of American Sign Language Using Hidden Markov Models

K. Russell, T. Stamner, and A. Pentland (1995)
TR#305: Unencumbered Virtual Environments

S, Sclaroff and A. P. Pentland
TR#304: Modal Matching for Correspondence and Recognition

Irfan A, Essa (1994) .
TR#303: Analysis, Interpretation and Synthesis of Facial Expressions {9385 kBytes]

R. W. Picard and T. P. Minka
TR#302: Vision Texture for Annotation

Baback Moghaddam and Alex Pentland (1994)
TR#301: Face recognition using view-based and modular eigenspaces

A. 5. Sherstinsky (1994)
TR#300: M-Lattice: A System For Signal Synthesis And Processing Based On Reaction-Diffusion

A. Sherstinsky and R. W. Picard
TR#299: Applications of M-Lattice to Image Processing

A. Sherstinsky and R. W. Picard .
"TR#298: On Stability and Equilibria of Analog Feedback Networks

S. Intille
TR#296: Tracking Using a Local Closed-World Assumption: Tracking in the Football Domain

R. W. Picard
TR#295: Content Access for Image/Video Coding:™ The Fourth Criterion™

S. Intille and A. Bobick
TR#294: Visual Tracking Using Closed-Worlds

F.Liu and R. W, Picard
TR#293: Periodicity, directionality, and randomness: Wold features for perceptual pattern recognition

M. Gorkani and R. W. Picard
TR#292: Texture Orientation for Sorting Photos "at a Glance"

A Sherstinsky and R. W, Picard .
TR#291: Restoration and Enhancement of Fingerprint Images Using M-Lattice — a Novel Non-Linear

Dynamical System

S. A. Niyogi and E. H. Adelson (1994)
TR#290: Analyzing gait with spatiotemporal surfaces

K. Popat and R. W. Picard
TR#289: Exaggerated Consensus in Lossless Image Compression
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A. Sherstinsky and R. W. Picard _
TR#288: Orientation-Sensitive Image Processing with M-Lattice: A Novel Non-linear Dynamical System

C. H. Perry and R. W. Picard
TR#287: Synthesizing Flames and their Spreading

Ujjaval Yogesh Desai
TR#286: Coding of Segmented Image Sequences

Steve Mann :
TR#285: Lightspace and the Wyckoff principle: algebraic relationships between pictures of the same scene

T. Darrell, I. Essa, A. Pentland ,
TR#284: Correlation and Interpolation Networks for Real-time Expression Analysis/Synthesis

A. Pentland, R. Picard, G. Davenport, K. Haase
TR#283: Project Reports: Video and Image Semantics: Advanced Tools for Telecommunications

T. St.amer, J. Makhoul, R. Schwartz, G Chou (1994)
TR#282; On-line Cursive Handwriting Recognition Using Speech Methods

T. Darrell, A. Azarbayejani, and A. Pentland (1994) _
TR#281: Robust Estimation of Multiple Models in the Structure from Motion Domain

Bili Gardner and Keith Martin (1994)
TR#280: HRTF Measurements of 2 KEMAR Dummy-Head Microphone

1. Y. A. Wang and E. H. Adelson (1994)
TR#279: Representing Moving Images with Layers

8. Mann and R. W. Picard
TR#278: "Video Orbits" for Scene Change Detection

Christopher H. Perry
TR#277: Synthesizing Interactive Fires

1. Martin, A. Pentland, R. Kikinis ' _
TR#276: Shape Analysis of Brain Structures Using Physical and Experimental Modes

Stan Sclaroff and Alex Pentland (1994)
TR#275: On Modal Modeling for Medical Images: Underconstrained Shape Description and Data Compression

Alex Pentland and Martin Bichsel (1994)
‘TR#274: Extracting Shape-From-Shading

Stan Sclaroff and Alex Pentland (1994) 7
TR#273: Physically-Based Combinations of Views: Representing Rigid and Nonrigid Motion

Irfan Essa, Trevor Darrell & Alex Pentland (1994)
TR#272: Tracking Facial Motion [2048 kBytes]

A. Sherstinsky and R. W. Picard (1994) _
TR#271: On The Efficiency Of The Orthogonal Least Squares Training Method For Radial Basis Function
Networks

Nassir Navab and Amnon Shahsua

TR#270: Algebriac Description of Relative Affine Structure: Connections to Euclidean, Affine and Projective
Structure
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E. Adelson and A.P. Pentland
TR#268: The Perception of Shading and Reflectance

S. Sclaroff and A. P. Pentland
TR#267: Object Recognition and Categorization Using Modal Matching

Pentland, Darrell, Bssa, Azarbayejani, Sclaroff
TR#266: Visually Guided Animation

I. M. Elfadel and R, W. Picard
TR#265: Gibbs Random Fields, Cooccurrences, and Texture Modeling

A, Sherstinsky and R. W, Picard
TR#264: Restoration and Enhancement of Fingerprint Images Using M-Lattice - a Novel Non-Linear
Dynamical System

J. Y. A. Wang, E. H, Adelson, U. Desai
TR#263: Apply Mid-level Vision Techniques for Video Data Compression and Manipulation™

J. Y. A. Wang, E. H. Adelson
TR#262: Spatio-Temporal Segmentation of Video Data

Trevor Darrell, Pattie Maes, Bruce Blumberg, Alex P. Pentland (1994)
TR#261: A Novel Environment for Situated Vision and Behavior.

S. Mann and R. W. Picard _
TR#260: The Virtual Bellows: A new perspective on the rigid planar patch

S. Mann and R. W, Picard
TR#259; Virtual Bellows: Constructing High Quality Stills from Video

Ali Azarbayejani, Alex Pentland
TR#258: A Generalized Extended Kalman Filter with Applications to Visual Motion Estimation .

Maes, Darrell, Blumberg, Pentland
TR#257: The ALIVE system: Full-body interaction with animated autonomous agents

A. Pentland, R, Picard, S. Sclaroff _
TR#255: Photobook: Tools for Content-Base Manipulation of Image Databases

R. W, Picard and A. P. Pentland
TR#254: Temperature and Gibbs Image Modeling

Kris Popat and R. W, Picard
TR#253: Cluster-based Probability Model Applied to Image Restoration and Compression

D.P. W. Ellis
TR#252: A simulation of vowel segregation base on across-channel glottal-pulse synchrony

Aaron Bobick
TR#251: Representational Frames in Video Annotation

S. Mann and S. Haykin
TR#250: The Chirplet Transform: A new signal analysis technique based on afﬁne relationships in the time-

frequency plane.

J.C.Brown
TR#249: Determination of the meter of musical scores by autocorrelation
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J.C.Brown and M.S.Puckette ‘
TR#248: A high resolution fundamental frequency determination based on phase changes of the fourier
transform '

I. Essa and A. Pentland [1822 KBytes]
TR#247: A Vision System for Observing and Extracting Facial Action Parameters

S. Intille and A. Bobick (1993}
TR#246: Incorporating Intensity Edges in the Recovery of Occlusion Regions

Alex Pentland, Baback Moghaddam and Thad Starner (1993)
TR#245: View-Based and Modular Eigenspaces for Face Recognition

T. Darrell and E. P. Simorcelli (1993)
TR#244: Separation of Transparent Motion into Layers using Velocity-Tuned Mechanisms

A. Azarbayejani and A, P. Pentland
TR#243: Recursive Estimation of Motion, Structure, and Focal Length

A. Azarbayejani, T. Galyean, B. Horowitz, and A. P. Pentland
TR#242: Recursive Estimation for CAD Model Recovery

G. T. Chou
TR#239: Visual Motion Perception: Uncertainty, Estimation and Control

‘R. W. Picard and F. Liu
TR#237: A new Wold ordering for image similarity

Amnon Shashua
TR#236: On Geometric and Algebraic Aspects of 3D Affine and Projective Structures from Perspective 2D
Views

K. Popat and R. W. Picard
TR#234: Novel Cluster-Based Probability Model for Texture Synthesns Classification, and Compression

Jeff A. Bilmes
TR#232: Techniques to Foster Drum Machine Expressivity

A. Sherstinsky and R. W. Picard
TR#231: M-Lattice: A Novel Non-Linear Dynamical System And Its Application To Halftoning

Kns Popat and Kenneth Zeger
TR#230: Robust Quantization of Memoryless Sources Using Dispersive FIR Filters

R. W. Picard and M. Gorkani (1993)
TR#229: Finding Perceptually Dominant Orientation in Natural Textures

E. H. Adelson and J. Y. A. Wang
TR#228: Representing Moving Images with Layers

Alex P. Pentland
TR#227: Modal Descriptions For Vision And Graphics

A. Pentland, S. Scherock, T. Darrell, and B. Gired
TR#226: Simple Range Cameras Based on Focal Error

Judith C. Brown
TR#225: Musical fundamental frequency tacking using a pattern recognition method
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D P W Ellis
TR#224: A Compuier Implementation of Psychoacoustic Grouping Rules

Sourabh A. Niyogi and Edward H. Ade¢lson (1993)
TR#223: Analyzing and recognizing walking figures in XYT

M. M. Gorkani
TR#222: Designing an Orientation Finding Algorithm Based on Human Visual Data

1. Y. A. Wang and Edward H. Adelson
TR#221: Layered Representation for Motion Analysis

~ S.Intille and A. Bobick (1993)
TR#220: Disparity-Space Images and Large Occlusion Stereo

D P W Eliis
TR#219: Hierarchic models of hearing for sound separation and reconstruction

1.C. Brown and M.S. Puckette
TR#218: An Efficient Algorithm for the Calculation of a Constant Q Transform

J.C. Brown
TR#217: Musical Fundamental Frequency Tracking using a Pattern Recognition Method

J.C. Brown
TR#216: Calculation of a Constant Q Spectral Transform

R. W. Picard, T. Kabir, and F. Liu
TR#215: Real-Time Recognition with the Entire Brodatz Texture Database

Pawan Sinha
TR#211: Interactions between motion and contour perception processes in the primate visual system

Pawan Sinha and Edward Adelson
TR#210: Structure from Motion is Only Half the Story

Eero Simoncelli (1-993)
TR#209: Distributed Representation and Analysis of Visual Motion

Aaron Bobick :

TR#208: Verification Mode Vision: An example from egomotion and optic flow

A. Azarbayejani, B. Horowitz, and A. Pentland
TR#206: Recursive Estimation of Structure and Motion using the Relative Orientation Constraint

R. W. Picard and T. Kabir
TR#205: Finding Similar Patterns in Large Image Databases

LM. Eilfadel and R. W. Picard
TR#204: Gibbs random fields, co-occurrences, and texture modeling

R. W. Picard and T. Kabir
TR#203: The Brodatz Texture Database: Characterization by Shift-Invariant Principal Components

Eero Simoncelli (1992)
TR#202: Distributed Representations of Image Velocity
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S. Sciaroff and A. Pentiand
TR#201: A Finite-Element Framework for Correspondence and Shape Description

R. W. Picard (1992)
TR#200; Structured Patterns from Random Fields

P. Sinha and E. Adelson (1992)
TR#199: Recovering reflectance and illumination in a world of painted polyhedra

Trevor Darrell and Eero Simoncelli (1992)
TR#198: On the use of Nulling Filters to Separate Transparent Motions

T. J. Darrell and A. P. Pentland (1992)
TR#197: Space Time Gestures

W. T. Freeman {1992)
TR#196: Exploiting the generic view assumption to estimate scene parameters

David Heeger, Eero Simoncelli, EJ Chichilnisky (1992)
TR#195: OBVIUS: Object-Based Vision and Image Understanding System, version 2.2

Pentland, A., Starner, T., Etcoff, N., Masoiu, A., Oliyide, O., and Turk, M. (1993)
TR#194: Experiments with Eigenfaces

David J. Heeger and Eero P. Simoncelli (1992}
TR#191: Model of Visual Motion Sensing

William T. Freeman .
TR#190: Steerable Filters and Local Analysis of Image Structure

‘Martin Friedmann and Alex Pentland (1992)
TR#189: Distributed Physical Simulation

A. Sherstinsky and R. W. Picard (1992)
TR#188: On Training Gaussian Radial Basis Functions for Image Coding

Martin Bichsel and Alex Pentland
TR#186: Human Face Recognition and the Face Image Set's Topology

R. W, Picard
TR#185: Random Field Texture Coding

Irfan A. Essa, Stan Sclaroff and Alex P. Pentland (1992)
TR#184: Physically-based Modeling for Graphics and Vision

Matthew A. Turk
TR#183: Interactive-Time Vision: Face Recognition as a Visual Behavior

Edward H. Adelson (1991)
TR#181: Layered Representations for Image Coding

A. Azarbayejani, T. Starner, B. Horowitz, Alex P. Pentland (1991)
TR#180: Visually Controlled Graphics

Irfan A. Essa, Stan Sclaroff and Alex P. Pentland (1992)
TR#179: A Unified Approach for Physical and Geometric Modeling for Graphics and Animation (See TR 184)

Irfan A. Essa and Alex P. Pentland (1991)
TR#178: Control of Nonrigid Robotic Systems using Visual Data
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R. W. Picard
TR#177: Gibbs Random Fields: Temperature and Parameter Analysis

Friedmann, Stamner, Pentland (1992)
TR#176: Device Synchronization using an Optimal Linear Filter

R. W. Picard and A. P. Pentland (1991)
TR#175: Markov/Gibbs Image Modeling: Temperature and Texture

Alex Pentland
TR#173: ThingWorld Users Manual

Martin Bichsel and Alex Pentland (1991)
TR#172: A Simple Algorithm for Shape from Shading

Yasufumi Amari (1991)
TR#171: Single-Eye Range Estimation by Using Displaced Apertures With Color Filters

Alex P. Pentland
TR#170: Surface Interpolation Networks

Alex P. Pentland (1991)
TR#169: Surface Interpolation Using Wavelets

R, W, Picard
TR#168: Texture Modeling: Temperature Effects on Markov/Gibbs Random Fields

Stephen F. Scherock ,
TR#167: Depth From DeFocus of Structured Light

Sven J. Dickinson, Alex Pentland, Azriel Rosenfeld -
TR#166: From Volumes to Views: An Approach to 3-D Object Recognition

- Eero P. Simoncelli and Edward H. Aelson (1990)
TR#165: Computing Optical Flow Distributions Using Spatio-Temporal Filters

R. W. Picard, 1. M. Elfadel, and A, P. Pentland
TR#164: Markov/Gibbs Texture Modeling: Aura Matrices and Temperature Effects

Trevor Darrell and Alex Pentland (1991)
TR#163: Cooperative Robust Estimation Using Layers of Support

-Eero Simoncelli, Witliam Freeman, Edward Adelson, and David Heeger (1991)
TR#161: Shiftable Multi-scale Transforms

R. W. Picard and 1. M. Elfadel
TR#160; On the Structure of Aura and Co-occurrence Matrices for the Gibbs Texture Model

I. M. Elfade] and R. W. Picard :
TR#159: New Miscibility Measure explains the Behavior of Grayscale Texture Synthesized by Gibbs Random
Fields ‘

Martin Friedmann, T. Starner, and Alex Pentland (199_1)
TR#157: Synchronization in Virtual Realities

William T. Freeman, Edward H. Adelson, and David J. Heeger
TR#156: Motion without Movement
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Edward H. Adelson, Eero P. Simoncelli, and William T. Freeman
TR#155: Pyramids and Multiscale Representations

Matthew Turk and Alex Pentland
TR#154: Eigenfaces for Recognition

Dickinson, S. and Pentland A.
TR#153: A Unified Approach to the Recognition of Expected and Unexpected Geon-Based Objects

Alex Pentland and Bradley Horowitz
TR#152: A Practical Approach to Fractal-Based Image Compression

Stanley Sclaroff and Alex Pentland (1991)
TR#151: Generalized Implicit Functions For Computer Graphics

Edward Adelson and P. Anandan
TR#150: Ordinal characteristics of transparency

Edward Adelson and James R. Bergen
TR#148: The plenoptic function and the elements of early vision

Edward Adelson, John Wang
TR#147: Single lens stereo with a plenoptic camera

| Alex Pentland
TR#145: Thingworld Modeling System

Dickinson, Alex Pentland, and Rosenfeld i
TR#144; 3-D Shape Recovery Using Distributed Aspect Matching

Alex P. Pentland _
TR#143: Finite element and regularization solutions using wavelet basis

Bernd Girod and Stephen Scherock
TR#141: Depth from DeFocus of Structured Light

 Edward H. Adelson and Alex P. Pentland (1990)
TR#140: The Perception of Shading and Reflectance

Takanori Senoo, Bernd Girod (1930)
TR#139: Vector Quantization for Entropy Coding of Image Subbands

Takanori Senoo, Bernd Girod, Andrew Lippman (1990)
TR#138: Optimization of Subband Vector Quantization for Moving Images

Eero Simoncelli and Edward Adelson (1989)
TR#137: Subband Transforms

Alex Pentland, Bradley Horowitz (1990)
TR#136: Recovery of Non-Rigid Motion and Structure

Alex Pentland, Stan Sclaroff (1990)
TR#135: Closed-Form Solutions for Physically Based Shape Modeling and Recognition

William Freeman
TR#134: Steerable Filters for Early Vision, Image Analysis, and Wavelet Decomposition

Emerson, Bergen, Adelson
TR#133: Directionally Selective Complex Cells and the Computation of Motion Energy in Cat Visual Cortex
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Matthew Turk, Alex Pentland (1990)
TR#132: Representing Faces for Recognition

Alex Pentland, Jeff Koo (1990)
TR#131: Three-Dimensional Interpretation via Local Processing

Alex P. Pentland, Irfan Essa, Martin Friedmann, Sclaroff, S., Bradley Horowitz, Stanley Sclaroff (1990)
TR#130: The ThingWorld Modeling System: Virtual Sculpting by Modal Forces

Alex P. Pentland
TR#129: Computational Complexity versus Stimulated Environments

Yoshio Izui and Alex Pentland
TR#128: Analysis of Neural Networks with Redundancy

Michael Sokolov (1990)
TR#127: Visual Motion: Algorithms for Analysis and Apphcatlon

William T. Freeman and Edward H. Adelson (1990)
TR#126: Steerable Filters for Image Analysis

David J. Heeger (1989)
TR#125: Computational Model of Cat Striate Pliysiology

David J. Heeger and Allan Jepson (1989)
TR#124: Visual Perception of Three-Dimensional Motion

David J. Heeger and Eero Simoncelii (1989)
TR#123: Sequential Motion Analysis

David J. Heeger, Greg Hager
‘TR#122: Egomotion and the Stabilizéd World

Alex P. Pentland (1989)
TR#120: Photometric Motion

Eero P. Simoncelli and Edward H. Adelson (1989)
TR#119: Non-separable Extensions of Quadrature Mirror Filters to Multiple Dimensions

W.T. Freeman and E.H. Adelson
TR#118: The Design and use of Steerable Filters

A.P. Pentland and K. Mase
TR#117: Lip Reading: Automatic Visual Recognition of Spoken Words

A.P. Pentland
TR#116: A Neural Mechanism for Computing Shape From Shading

~ A.P.Pentland and I. Williams
TR#115: ood Vibrations: Modal Dynamics for Graphics ard Animation

A.P. Pentland and I. Kuo
TR#114: The Artist at the Interface

A.P. Pentland and J. Williams
TR#113: Perceiving Material Properties
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A.P. Pentland, T. Darrell, M. Turk, and W. Huang
TR#112: A Simple, Real-Time Range Camera

A.P. Pentland and J. Williams
TR#111: Virtual Manufacturing

1. Williams and A.P. Pentland
TR#110: Superquadric Object Representation for Dynamics of Multi-body Structures

P. Kube and A. P. Pentland
TR#109: On the Imaging of Fractal Surfaces

AP. Pentland
TR#108: Parallel Part Segmentation for Object Recognition

AP, Pentland
TR#106: Linear Shape From Shading

A.P. Pentland
TR#104: Automatic Extraction of Deformable Part Models

"AP. Pentland
TR#103: Shape Information From Shading: A Theory About Human Perception

AP. Pentland
TR#102: On the Extraction of Shape Information From Shading

E. Simoncelli, E. H. Adelson
TR#101: Mutti-Scale Image Transforms

E. Simoncelli
TR#100: Orthogonal Sub-band Image Transforms

E.H. Adelson, E.P. Simoncelli, R. Hingorani
TR#99: Orthogonal pyramid transforms for image coding
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MIT Media Laboratories
Vismod Projects

This is a listing of the major faculty-directed projects in Vismod

Mid-Level Vision
Professor Edward Adelson

We are developing early and mid-level vision mechanisms that emulate the processing that occurs in primate
visual cortex and are designing algorithms that apply them with high computational efficiency. The mechanisms
are useful for edge detection, texture analysis, motion analysis, and image enhancement.

X-Y-T Image Analysis

Professor Edward Adelson
Professor Aaron Bobick

We treat a sequence of images as a three-dimensional volume, with the dimensions of x, y, and t (time). Motion
analysis involves orientation-selective filtering within this volume. We are developing techmques for dealing
with difficult situations such as motion occlusion and motion transparency.

Dynamic Scene Annotation
Professor Aaron Bobick

In a dynamic scene, what is in the image is less important than what is happening in the scene. We are
developing dynamic description mechanisms capable of extracting the important aspects of the behavior or
motion present in a scene. Two domains we are exploring are charting football plays and extracting
choreography from a ballet sequence.

Smart Cameras
Professor Aaron Bobick

We are developing techniques that will allow a camera coniro] system to understand enough about a dynamic
scene that it will be able to respond to requests for specific camera shots. Such a system must understand enough
about the intent of a director, the semantics and dyanmics of a scene, and the computer vision techniques
capable of localizing specific objects and action to decide where to aim a camera. The integration of this
knowledge requires a common framework for representing the action in the scene.

Looking at People

Professor Alex Pentland
Professor Aaron Bobick
Dr. Irfan Essa

This large, multiyear research project called "Looking at People" is composed of several different subprojects
including real-time tracking people's body positions as they point and move about in the work environment,
gesture and expression recognition, and continued development of our real-time face recognition system.
Currently there are two "test bed" applications of this technology: a real-time virtual reality system calied
ALIVE (with Professor Pattic Maes) and a "smart" teleconferencing system.
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Model-Based Image Coding

Professor Alex Pentland
Dr. Irfan Essa

This research project is developing generic, physically based models that allow ultra-low bandwidth image
compression. Using such models we can concisely describe an object’s appearance, and predict how its
appearance will change as the object and camera move. Using these techniques we have been able to achieve
high-quality still-image compression with 50:1 to 100:1 compression ratios, and high-quality video compression
at only 8 kilobits/second.

Video and Image Libraries: Representation and Retrieval

Professor Rosalind W. Picard
Professor Alex Pentland

One of the most significant problems with multimedia tcchnology is that you can't find what you want. This is
because, unlike text-only systems, you can't ask a computer about the contents of images or video. For instance,

“you can't ask the computer to "find another video clip like this one, but shot from another angle," or "find a
video clip of me on the beach." We are working to solve these problems by making computers able to "see” the
contents of images and video. '

Affective Computing
Professor Rosalind W. Picard

Recent neurological evidence indicates that emotions are not a luxury; they are essential for "reason" to function
normally, even in rational decision-making. Furthermore, emotional expression is a natural and significant part
of human interaction. Whether it is used to indicate like/dislike or interest/disinterest, emotion plays a key role in
multimedia information retrieval, user preference modeling, and human-computer interaction. Affective
computing is a new area of research focusing on computing that relates to, arises from, or deliberately influences
emotions. The focus of the present project is on giving computers the ability to recognize affect. Current
applications include better learning systems (computer recognizes interest, frustration, or pleasure of pupil), and
smarter "things" such as a steering wheel/seatbelt that sense when a driver is angry or incapacitated.

Virtual Bellows for Video
Professor Rosalind W. Picard

Artists exercise viewpoint freedom with cubism and collage, and photographers flex their camera bellows; both
desire to express what they see from multiple perspectives. This rescarch harnesses the power of perspective
mathematically, allowing one to extract and modify perspective in video. Applications include image mosaicing,
high-resolution digital cameras, high-resolution printing, and recognition of video scene changes and camera
motion.

Perceptual Similarity Measures

Professor Rosalind W. Picard

People are great at identifying similar patterns -- in pictures, sound, or human behavior. But, how they do it
remains a mystery. Based on results from how humans recognize visual patterns, we are building computer

models to mimic recognition of perceptual similarity. Particular attention is given to how humans interpret
directionality, periodicity, randomness, contrast, translation, rotation, pérspective and scale in natural scenes.
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Semantic Image Modeling

Professor Rosalind W. Picard

If I state "Atlanta is in Cincinnati" today, it is unlikely you will think I am coherent. If, however, we are talking

~ baseball, then the sentence is very clear. The context makes the interpretation not only easier, but possible.
Similarly, with pictures, if you see blue at the top then it's probably sky. The goal of this work is to begin setting
up two-way interaction between available contextual information and the models used to represent visual
information, The ultimate goal is the one Shannon missed - putting semantic meaning into "information" theory.

WearCam: Video Orbits for Visnal Memory

Professor Rosalind ‘W, Picard

We are building a wearable wireless head-mounted video camera (WearCam) for diverse uses such as a hands-
free sports camera or a systemn for augmenting visual memory. However, the digital video processing problems
are immense. This research explores combinations of physiclogical signals from "Affective Computing" with

signal processing algorithms from "Video Orbits" for reducing the amount of video that must be processed and
assisting the user in deciding what video should be "remembered."”
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MIT Laboratories
Physics and Media Publications

Field Mice: Extracting Hand Geometry From Electric Field Measurements Joshua R. Smith, to appear in the
IBM Systems Journal. '

Signal Entropy and the Thermodynamics of Computation Neil Gershenfeld, to appear in the IBM Systems
Journal.

Musical Applications of Electric Field Sensing Joe Paradiso and Neil Gershenfeld, preprint.

Entrainment and Communication with Dissipative Pseudorandom Dynamics Neil Gershenfeld and Geoff
Grinstein, Physical Review Letters (74), p. 5024 (1995).

Applying Electric Field Sensing to Human-Computer Interfaces Tom Zimmerman, Joshua R. Smith, Joe
Paradiso, David Allport, and Neil Gershenfeld. Proceedings of CHI-95.

Electric Field Sensing and the "Flying Fish” David Allport, Thomas G. Zimmerman, Joseph A. Paradiso, Joshua
R. Smith and Neil Gershenfeld. To appear in the December 1995 ACM special issue on Multimedia and
Multisensory Virtual Worlds.

Lattice Polymer Automata Steen Rasmussen and Joshua R. Smith. Figures missing. Berichte der
BunsenGesellschaft fur Physikalische Chemie 98, 1185-1193 (1994) No. 9.

Information in Dynamics Neil Gershenfeld, in Proceedings of the Workshop on Physics of Computation, D.
Matzke ed., pp. 276-280 (IEEE Press, New York 1993).

The Future of Time Series Neil Gershenfeld and Andreas 'Weigend, in Time Series Prediction: Forecasting the

Future and Understanding the Past, Andreas Weigend and Neil Gershenfeld eds., Santa Fe Institute Studies in
the Sciences of Complexity, (Addison-Wesley, Reading MA, 1993).
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<APPENDIX 5>
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December 11, 1995
_ PNC VISIT

December 12, 1995
GUEST: Hiroyuki Oshima
CRAY COUNTRY ESCORT: Kazuya Terauchi
GUEST SERVICES: Linda Yetzer - 612/683-3556
HOTEL ACCOMMODATIONS: Embassy Suifes (airport) - 612/854-1000
AGENDA

TUESDAY, DECEMBER 12 - CRAY RESEARCH PARK - G35A - ROOM 285A

9:.00 am  Company and Products Overview Vito Bongiorno, Director
- Marketing Programs
10:00 am  T3E Overview and Futures Williama White, MPP Product
' : Manager
10:30 am  Programming Environmenton MPP. ~  Kathy Nottingham, Director
. : Software Product Management
11:00 am  Applications - oo R Jef Dawson, Manager
, - CFD Applications

_ Steve Behling, CFD Applications
12:00 am  Data Center Tour - Jim Kramer , Manager CCN Eng.
12:30 pm  Lunch - (catered 234.2D) Steve Behling

1:30 pm  Departure

A-1368
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CRAY T3E
Software Plans

Kathy Nottingham
Director, Software Product Management
Cray Research, Inc.
kin@cray.com

G ANy

"RESEABCH, INC.:
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- Slide 2

T3E Software

® Software Strategies
® Serverized UNICOS Operatmg System

— Strategies
— Evolving features/functionality

® Programming Environments
— Compilers/languages
— Libraries
~ Programming tools

12/12/95
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E
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Industry/Technology Trends

T3IE Software

1976 1986 | 1996 2006

| Cray Operating I UNICOS _ l Serverized I
System UNICOS

COS
| - Changing Trends
Proprietary OS ——p= Open and Standard OS 4 Distributed OS

Single CPU ———— Multiple CPUs ——® Massive Parallel

& heterogeneous
CPUs

~ Continuing Trends
Globally Addressable, Real Memory Support

B
Production Quality Multi-user . _
L

UNIX

12/12/95

Sides ST
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(Common OS for Cray systems)

Multi-threaded
UNICOS on
Vector SMP

12/12/95
Slide 7

SRS

il 2 o= systems

Self hosted pK
based UNICOS
for MPP

YT

pK based
UNICOS is
common OS
for future Cray

i }S'urf;urt FE
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" - Strategies

T3E Software

¢ Scalablllty

— Efficient memory and processor usage, less replication
® Single system image

— Centralized administration and support

~ Centralized resource management

—Long term: SSI across multiple, heterogeneous systems
® Customization

— Configure servers to meet workload demands
* Distributed Operating System

— Distribute OS functions for improved scalability of OS services

—Long term: distribute OS functions across heterogeneous
systems for even greater scalablllty

12/12/95 = .oy
Slide 8 ‘
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-~ Requirements

® Compliance with current and emerging standards

® Full functionality, production-quality environment

—Support UNICOS extensions: fast I/0, batch, on-line tapes, checkpt/
restart, security, enhanced accounting, multi-user support, etc.

® Consistent UNICOS interface

— Simplify transntlon from UNICOS on Vector SMP (PVP) systems
—User-level

°* commands (cc, Is, grep, etc.)

° utilities (TotalView, make, etc.)
- Application-level ‘

° libraries, system calls, signals

12112705 : e et e T T . M -
Slide 9 : | et — P
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T3E Software

* Distributed
implementation of
UNICOS

° Single OS, single
system image

° OS services
~distributed across
processors

User/application
interface equivalent
to UNICOS

¢ Global access to
data from any PE

12/12/95
Slide 10

R A"
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Programming Environments

T3E Software

* Priorities
— Single-PE performance (explicit parallel programming)
— Native implementation
— Implicit parallel programming model
® Compilers, languages, and programming
models
® Libraries
- —System libraries
— Scientific libraries
® Tools
- Cray TotalView Debugger
- MPP Apprentlce

DR R G . S it 00 D0l P10 T e 2 s T T LS L a2 L et S

12/12/95 ERANY
Slide 18 | - SR
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T3E

™

High performance

message passing/data passing

-

Implicit parallel

programming model

"

Optifnizing éompilers

Advanced programming

environment simplifies the creation
of efficient parallel code - allows you
to concentrate on your application,
not the system architecture

12/12/95
Slide 19

-
Parallel libraries
T
Advanced

programming tools

P00—96 0096NL DONd
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T3E Software

® CF90 (Fortran 90) Programming Environment
— Full Fortran 90 compiler (supports Fortran 77 also)
—CF90 2.0 “equivalent” for CF77 for performance/optimization
® Programming Models
- Message-passing:' PVM and MPI

—Data-passing/one-way messaging: libsma (SHMEM_GET, .
SHMEM_PUT) Bo r tuhi’

—Implicit global addressing modelﬁ HPF and CRAFT

12/12/95
Slide 20

"

/
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- Model Priorities

T3E Software

° Portability
¢ Performance
eEase of use

12/12/95
Slide 21

#00—96 0096NL DNd
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Programming Models

4—-—-—-__— Work Distribution -——-—*

4 ﬁ'g

age

o

T
ing

enor

ta ass

Explicit

Data Exchanges

12/12/95 _
Slide 22 : RESEARCH,

Explicit ' . Implicit

Implicit

$00—96 0096N.L ONd
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Model Directions

Cray PVP Cray MPP Other scalable_
) systems

|Explicit: ~ PVM,MPI  PVM, MPI PVM, MPI

SHmem <+—— SHmem —* MPI-2?

Implicit: HPF HPF HPF

? | 2
T CcRAFT— " °

_ Autotasking 3;2::%1‘[;;

12/12/95 B
; o
Slide 23 '

.',
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T3E Software

® C++/C Programming Environment
~ Native C++ compiler
—~ANGSI C compiler

® Programming Models
— Message-passing: PVM and MPI

— Data-passing/one-way messaging: libsma (shmem_get,
- shmem_put)

* Implicit Model?
—No clear industry direction in the foreseeable future

Slide 24 '
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- Libraries
T3E Software : |
® Communication libraries
—PVM-3 message-passing library
—MPI message-passing library
—libsma (SHMEM) library
* get/put transfers, fast global operations, synchronization

- ® Standard I/O libraries (libc, libf, libu)

— Private Fortran_ I/O on private data
— Standard (stdio), asynchronous queued I/O
— 64-bit Cray to |IEEE floating point format conversion

12/12/95
Slide 26
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)} Shared-Memory
ol ~ Library

® Read or write any word on any PE at any time

® T3E timings and estimates not yet available
— 1 to 2 microsecond latency on CRAY T3D
—shmem_put -- up to 130 MB/sec bandwidth on CRAY T3D

® Callable from Fortran and C

12/12/95
Slide 27
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Message-Passing

T3E Software - |
- ® Most portable, scalable programming option

~Workstations, clusters, Vector SMP servers, SuperCluster, MPP

° PVM-3

— Compatible and interoperable with ORNL PVM
— Optimized for PE-PE communications |
—Network connections for communications outside CRAY T3E

°* MPI

— Full MP1 specification
— Optimized for PE-PE communications

12/12/95
Slide 28
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T3E Software L ’brar’es
® Libsci - Cray scientific library
— Optimized single-PE and paraliel functions
—BLAS Levels 1, 2, and 3
— LAPACK routines
— ScalLAPACK (BLACS, PBLAS, ...)
— FFTs, solvers, others

® Mathematical library
— 32-bit and 64-bit elementary math functions

¢ IMSL and NAG

— Third party "industry standard" scientific libraries
— Written in Fortran, call libsci routines for performance

12/12/95 . ' —
Slide 29 _ C_F Oy

CHBESERRCH,INC.
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debugger

T3E Software

Based on BBN's TotalView

Single and multi-PE
interactive debugger

Live, core file, and attach to
running process (future)

Supports Foriran and C/C++

Supports message-passing &
and CRAFT-90

Window-oriented
multiprocess debugger

12/12/95 - |~
Slide 30
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/

T3E Software

® Interactive environment
for browsing and editing
application source code

® Language/sensitive code
browser
— Foriranand C

® Source code analysns
features

— Cross Reference
— Variable tracing

12/12/95
Slide 31

¥ Cray Program Browser

:BESERBCH, ENE
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T3E Software

Source-oriented
performance analysis

Supporis Fortran and C/C++

Supports message-passing
and CRAFT-90

Integrated language-
sensitive source code
browser

Scalable, minimized impact
on program behavior

Expert system offers
performance observations
and suggestions

12/12/85
Slide 32 :
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Programming Environments

T3E Soﬂware

® Early 2Q96 (first T3E volume ships)

—~ CRAY PVP-based distributed programming environments
® cross-compile

— Single-PE code generation

— Message-passing and data-passing applications

° | ate 2Q96

— Native programming environments
— Single-PE performance optimizations
—Message-passing and data-passing applications

* 4Q96

— Impilicit parallel programming model support for Fortran 90
— Library enhancements

12/12/95 — P
Slide 33 | lﬁcxmmmm
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T3E Software

®* UNICOS/mk

- —Scalable, high performance
- —Production quality
—Reliable and resilient

® Programming Environments
—High performance
- Productive tools

— Advanced parallel programming environment

12/12/95
Slide 34

R Sy

HESEARCH,INC.

¥00—96 0096NL DNdJ



091-V

STAR-CD at Cray Research

Stephen R. Behling

CRESEARCH, INC.

Third Party Applications | | N Y e o

Applications Division

#00—96 0096N.L ONd
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STAR-CD at Cray Research

- CRI analyst is assigned to port and optimize code

 CRI regularly works with industry partners to
demonstrate value of large CFD analyses

« CRI has frequent contacts with Computat|ona|
Dynamics and ADAPCO "

( London )
- Computational Dynamics has Cray Y-MP EL on site

 CRI is committed to solving our customer’s problems

as fast as possible

Hesh - CAD SAMM [ Femi - Automatic Mesh MP‘tlﬂﬂlU!‘-"j)f)

$00—96 0096N.L ONd
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STAR-CD History with Cray Research

« Version 2.1 and earlier
-Ran poorly, no optimization had been done

o Version 2.112+

-Significant optimization efforts by CD and CRI.

~Excellent vector performance for some common
routines.

-No optimization of higher order difference schemes.

-Single CPU only.
 Version 2.21

-Excellent vector performance for all major sections.

~-Multiple CPU version.
-Released simultaneously with other platforms.

- Version 2.3
-Preparing for release now.

700—96 GO96NL DNd
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STAR-CD users on Cray supercomputers

Mercedes Benz
BMW
EDS/Opel
Volkswagen

Audi

Ford (U.S. and Europe)

General Motors

Hyundai

Chryslef
General Electric
Lotus Engr. (UK)
Renault

SNCF (France)
Nissan
Nippondenso

Matsushita

$00—96 0096N.L ONd
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le CPU Mfl

500
450
400

2
2. 350
300
250
200

o
£ 150
100
50

S

Improvements in STAR-CD
Performance

%
3
3
¥
}3
3
%
it

Version Version Version Version Version Version Version
211 2112 2112+ 22 221 221+ 23
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'STAR-CD Version 2.210
Performance

Engine benchmark: 157000 cells, 83000 boundaries, 20 iterations

1200 -
1000

L

e
e RN

51 CPU
24 CPU

o]
o
o

=2}
o
<

Elapsed Time (s)

2
RN
&‘\‘\\\\ \

i“&%&%@% SRR :\:\X\\\ \%\\\*&&\x ‘g%\\\\\\&

CRAY  CRAY CRAY SGl IBM
T90 Co0 - J9o PC 590H

Engineering Applications Group

ﬁppications Department

RESERRCH, INCy

¥00—96 0096NL DNd
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STAR-CD Shared Memory
- Parallelization

Version 2.21 parallelizes at the loop level on shared-memory machines.

Serial and parallel sections of code alternate throughout program.

(setenv NCPUS 4)

C serial work
Lonp 0 £ %) ITER = ITER + 1
J c parallel work

CMICS do autoscope parallel vector
- DO I=1,NCELL
X(I) = A(I)*S+B(I)

el P - ENDDO
4 CPUs | 1CPU C more serial
| | % = X(1) + X(NCELL)
\ C more parallel
CMICS do autoscope parallel vector

DO I=1,NCELL
, - | X(I) = X(I) / Z
I ' ENDDO .

3947 ¢ EUFOPORT

?00—96 0096N.L ONd -
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STAR-HPC Distributed Memory
Parallelization (1996 release)

Problem is divided into subdomains. Each subdomain is a separate
task assigned to a separate processor. Communication is needed at
- common boundaries and for global sums.

P00—96 O0096NL DONd

Fyi

o-Fivh R%: ®-Peragd
| Start job and o
distribute data g

...................................... . Domain 3
...................................... :\\ Domain 1
-------------------------------------- -4— Interprocessor ' ————-’//

PPN (R ;_ communication /
"""""" R / - Domain 4
| Domain 2 |

Eﬂr 'J\'l" ’1 h

--------------------------------------

<-—— Finish job
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STAR-HPC functionality

° STAR HPC functlonallty is a subset of the
regular STAR-CD code

o STAR-HPC will initially be based on Versmn
2.210 and not Version 2.3

 The following models cannot be used in
STAR-HPC:
— Radiation
— Multi-phase flows (droplets)
— Mesh connectivity changes using Events
— Other E\{ents which require concurrent Prostar
processing.
 Eventually, all models will be supported in
STAR-HPC

$00—96 0096NL DNdJ
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STAR-HPC on Cray syste'ms

* Cray J90

— CRI has developed shared memory message passing

libraries for the parallel-vector machines (Cray J90, C90,

T90) based on the Cray Macrotasking techniques.

— CRI will be releasing the Cray Message Passing Toolkit

as a product to support PVM, MPI and perhaps other
message passing formats.

— Elapsed time on “quiet” machine will be excellent when
. using STAR-HPC.

— Elapsed time on “busy” machine W|II be better using the
Version 2.3 autotasked code.

+ Cray T3E

— The Cray T3E will be based on the{DEC EV5 processors
with a very high bandwidth network.

~ STAR-HPC performance on EV5 is approximately the
same as other high end workstations.

$00—96 0096N.L DNJ
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HEXARD#EE & Iis

Automatic, Parallel and Fault Tolerant Mesh
Generation from CAD, |
on Cray Research Supercomputers

2R HE

Cray Research, Inc.
Engineering Applications Group
655E Lone Oak Drive, Eagan,MN 55121,USA.
Tel: (1) (612) 683-3645
Fax: (1) (612) 683-3099

Email: mochi@dione.cray.com -
CRAY RESEARCH, INC.

P00—96 0096N.L DONd
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HEXARBIZDE S

HEXARDYEE

HEXARD&ERL |
HEXARDZET 2 —ILIZDWT
HEXAR O s F {5l

HEXAR 1.10DH#EES L UHEXARFIFE DS
HEXARDTFE « EF

| 727 — MIDWT

DO N DO N

HEXAR : Automatic, Parallel and Fault Tolerant Mesh
| Generation from CAD, on Cray Research
Supercomputers

"CRAY RESEARCH, INC.
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KA DA R TIEOR 7 0 € 2

#00—96 0096N.L DN

Computation

N
_

LI

~ I

/ |
8 9
months
Solid 1eid Generation Grid Post
Modeling Grid Generation Improvement Processing
Preliminary

Post Processing

Ekample of a 1,000,000 element Automotive Under-Hood CFD Simulation

HEXAR : Automatic, Parallel and Fault Tolerant Mesh
| Generation from CAD, on Cray Research
Supercomputers

CRAY RESEARCH, INC
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EI LT Ay aERIEED.

ABD. YUy K (BHds) 2B TRT
FEE  TERFERLATLE

TORVWHETHD,

HEXAR : Automatic, Parallel and Fault Tolerant Mesh
Generation from CAD, on Cray Research
Supercomputers |

CRAY RESEARCH, INC.

AR EBEETE0 7

$00—96 O0096N.L DNJ



FLI-V

 GEAEE vs AEHER |
(ERERTFiED L CBATHREORA 5) |

6@1#5%% o AEHER
Cinicd. wamms | | ADNCERESHTSFEL LT
ERER FELDPED o, - FIY ok
%'C'Ii 'BFCif ' _ -‘7|\}\///7"7EI.‘/ I\if
- PATRAN. I-DEASDEk | PRI RTL S, )
. e SRy paRlaem | e
N FE)
(ﬁﬁﬂ‘g fg) CEEEROIE S AEREROBE
R - BEAEESE3ICE.
(a) BEFH (BHRE) ®#18X7, > (a) XL (BEHE) ZEXT,
(b) BEFEDORXRE % LT 3, | (b) ERDRE%E LT3,

HEXAR : Automatic, Parallel and Fault Tolerant Mesh
Generation from CAD, on Cray Research
Supercomputers

CRAY RESEARCH,INC
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HEXAR : Automatic, Parallel and Fault Tolerant Mesh
Generation from CAD on Cray Research
Supercomputers |

CRAY RESEARCH, INC
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HEXAR : Automatic, Parallel and.Fault Tolerant Mesh
Generation from CAD, on Cray Research
Supercomputers

CRAY RESEARCH, INC.
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HEXARDIEE |
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HEXAR : Automatic, Parallel and Fault Tolerant Mesh
(eneration from CAD, on Cray Research
Supercomputers
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HEXAR : Automatic, Parallel and Fault Tolerant Mesh

Generation from CAD, on Cray Research
Supercomputers
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CAD Systems [HBMRE@mth???ME®7D~ ;
CATIA
Computervision

Ford_PDGS igesgeo Translator HEXAR

Geodraw
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Intergraph -~ ™ -
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Supercomputers
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'HEXAR : Automatic, Parallel and Fault Tolerant Mesh
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HEXAR : Automatic, Parallel and Fault Tolerant Mesh
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Numerical Simulation Of
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Abstract

The collision of two ultra-relativistic, heavy-ions
is simulated by solving the time dependent
relativistic hydrodynamics eguations on an
Eulerian grid. A high resolution second order
upwind scheme based on the Harten Lax Van
Leer (HLLE} method is used in the calculations.
We have extended this method for simulating
ultra-relativistic, heavy-fon collisions . This
strategy is shown to be faster and or more
accurate than other published methods for the
simulation of ultra-relativistic  heavy-Ton
collisions.

Introduction

* Under normal conditions like those im an
isolated atomic nucleus, nuclear matter is
considered to be essentially incomp ressible.
This ‘normal' nuclear matter has a density of
p=pg, = 0.15 fm™ and a unique volume energy
per nucleon. In order to study the properties of
nuclear matter at higher densities, extreme
compressional forces are required.

The compression of nuclear matter is thought to
occur in two instances in nature, in the hearts of
neutron stars, and during the supernova
collapse. However, only limited observation of
these two instances can be made. The recent
development of very high energy accelerators is
providing new opportunities to study the
properties of nuclear matter at densities, p>> pg

and/or temperatures T > Bp = 16 MeV.

In the ultra-relativistic, heavy-ion collisions,
that can cumrently be produced in large

accelerators, energies of up to 100 GeV per
nucleon can be obtained. This energy
corresponds to a Lorentz gamma factor of 4=10.
In future accelerators, energies of up to tera
electron volts are anticipated. Due to the high
temperature, pressure and energy involved in

such collisions a new, compressed form of
nuclear matter may be produced. Current
theories, based essentially on the standard model
of elementary particles, predict a new state of
nuclear matter called the quark-gluon plasma
(QGP). It is not yet clear what conditions may
lead to this new state, but compressions of up to
five times normal density may be required. The

possibility of producing the quark-gluon plasma,

in relativistic heavy-fon collisions is currently

the subject of intense theoretical and
experimental investigations.

The conditions for the formation and evolution
of the QGP have been investigated using several
techniques. These can be roughly divided into
microscopic and collective models. One of the
most successful collective models is the
relativistic nuclear hydrodynamics model. .In
this model, the nucleus is considered to consist
of a compressible fluid and the methods of fluid
dynamics are used to describe the dynamical
properties. The collective motion of the fluid is
used fo describe the system, instead of the
interaction among the individual particles of the
system [3].

The validity of the model depends on the
assumption that the mean free path is
sufficiently small and the relaxation time is
sufficiently small that local equilibrium can be
established. This allows the laws of classical
hydrodynamics to be applied to the problem.
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While there is some question as to the validity of
the assumption of local equilibrium, the
hydrodynamics model has been very successful
in describing some of the reaction phenomena
[14]. For example, the hydrodynamics model is
particularly well suited to describe phenomena
such as shock formation and phase transitions.

At high energies relativistic effects become
important and must be included in the
formulation of the model. The relativistic
nuclear hydrodynamics model has been very
important in the development of the theory of
high-energy, heavy-ion collisions. One of the

most important successes was the discovery of -

collective flow through a comparison between
_ experiments.  Transverse momentum, which
was predicted by the nuclear hydrodynamics
model, was observed experimentally [ 17].

The collision of two heavy-ions at high energy is
represented schematically in Figure 1, which
illustrates four distinct stages. The collision is
assumed to take place in the center of
momentum reference frame [11, 14]. In stage
one, assuming straight line geomelry, the nuclei
approach each other with non zero impact
parameter. Although the nuclef are spherically
symmetric in their rest frames, they become
significantly distorted in the lab frame. This

distortion is due to the well known Lorentz
contraction. In stage two, a region of overlap,
known as the participant region, develops. The
other parts of the nuclef, the spectator regions,
which did not participate in the collision keep
moving without any knowledge the collision,
The separation of the participant and spectator
regions occurs due to the fact that the relative
speed of the nuclei is faster than the speed of
sound in the nuclear matter (about 0.2¢). In
stage three the participant region rapidly comes
into thermal equilibrium producing high

temperature and pressure. If the temperature and
pressure are high enough, a QGP may develop.
Stage four represents the cooling process, in
which the participant region disintegrates
emitting particles and photons. In the first
stages of the collision depicted the figure, the
nucleus may be described as a fluid and the
collision considered as hydrodynamic in nature,

Figure 1. A schematic representation of a
nuclear-nuclear collision at high energy.

Several different methods and techniques have
been developed to solve the relativistic
hydrodynamics equations. Schneider et al. [13]
have described three explicit methods based on
ultra-relativistic nuclear hydrodynamics. In

their paper, they used (HLLE) a high resolution
scheme [8,9], which was supplemented by ideas
from Einfeldt {6]. Schneider et al. adapted the
HLLE scheme for relativistic conditions. They
also used the ideas of Book and Boris [1] of flux
corrected algorithms and fthe extensions,
SHASTA [2]. Dean et. al. [3,4] have developed
a simulation based on an implicit, basis-spline,

collocation approach. They solved the one
dimensional problem and compared it with the

analytical solution. They claimed that their

method can be applied to non-uniform grids. A
comparison between the result of the two groups
was done [5] using the extension of the spline
method and the SHASTA method in three

- dimensional calculations. Trivedt et al. [16]

have calculated the ultra relativistic heavy on
collision using the first order relativistic HLLE.,
In this work we extend the HLLE scheme to the
second order.

Relativistic Nuclear Hydrodynamics Equations
and The Equation of State

The relativistic  nuclear  hydrodynamics
equations can be derived from the classic
hydrodynamics equations, after taking into
account the relativistic factor and the nuclear
equation of state. The equation that describes the
nuclear hydrodynamics problem in one space .
dimension is
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b e—=0 )

JU JF
I 9x

where U and F are the following vectors :

R ; Ru
U=| M, F=| Myu+p @
E (E+ pu

In three space dimension the equation takes the
form:

QU 9F 3G 9H_,

= 3
at+ax+ay+az ©

Where U, F, G and H are the following vectors :

R Ru
My Myu+p
U=] M, F=| Mu (43)
M, M, u
E (E+pu
Ry | Rw
G=|{My+p| H=|Mw
M,v M.w+p
(E+pv (E+pw

R is the mass density, and My, My and My are
the momentum density on x, y and z
respectively. M the total momentum. density,
can be written as

M={yM?+M?+ M}

and E is the energy density.
u, vand w are the value of the velocity on x, y
and z respectively. The total velocity is:

V=i +V + .

These quantities are related to the laboratory

frame  quantites via the relativistic

transformation equations:

R=y n

E=y* (e+p-p

M=y* (e+pV ©
i _

—r Vsl

7=

and the equation of state (the relativistic case):
p=T-D{e-n )

where I'is the gas constant.

The relativistic nuclear equation of state is
different from the ideal gas equation of state,
since the kinetic energy and the internal energy

both have to be considered, For the case of ultra-
relativistic nuclear hydrody namics, when e <<
n, and y=10, n can be neglected. Thus, the
equation of state becomes

p=(-Me 9
R, M, E and V are related via the equation

g(V) = [r(E"' MV) - M(I_ Vz)lz )
—(1=VOVIT -1 R =0

To find the velocity, the above equation has to
be solved. Finding procedure like Newton-

‘Raphson method can to be used. In the case of

the ultra-relativistic equation of state the
formela becomes simpler, and the velocity can
be obtained by solving the quadratic equation:

1

b ouT [(T-2)E+T2E? - 4(T-)M?]

e

p={T-De
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M
V=
(E+p)

M, e M, M,
(E+p (E+p)

The speed of sound can be calculated using the
equation

rr-ne-n

C= |—~—F2" 7, 9
s d n+C{e-n @
In this equation if n<< e, which is the case of
ultra-relativistic flow when the kinetic energy is
much Iarger then the internal energy, n can be

neglected in the equation and the relativistic
speed sound takes the form:

Ct=r-1 (10)

Mathematical Approach

Recently new nontypical approaches in solving
non relativistic computational fluid dynamics
problems, called “high resolution schemes”,
were developed. These methods are based on
upwind schemes which incorporate into the

~ numerical algorithm the direction in which the

physics of ‘the problem propagates. A very
simple upwind scheme was discussed by { 8] and
supplemented by [6]. In this report, the
relativistic extension, relativistic HLLE, is used
to simutlate the collision of two heavy-ions in the
ultra-relativistic case. The accuracy of first and
second order approximations is discussed. The

HLLE method is a so called Godunov-type.

upwind method in which the discretized
distributions of the conserved variables; mass,
momentum and energy density, are assumed to
be constant within each grid zone. This defines
an initial value problem consistent with the
Riemann problems. The information contained
in the solution of these Riemann problems can
be used to determine the fluxes between grid
zones.

An explicit numerical scheme for equation (1),
which retains the integral conservation
properties, is given by

Y&+

an“ = Uru - Mq&uz - ﬁuz) (11)

with A=At/AX,

The subscript 11 denote the number of the time
step, the indices I define cell centers, and the
indices #1/2 comespond to cell faces. Harten
[Harten 83] showed how to constructa simple
approximation of the Riemann problem, The
approximate Riemann solution has the form

U for x<ht
Ux.tU,U)={U, for btsx<ht, (12)
U for x>ht

This construction assumes that prior bounds for
the smallest and largest signal velocities by and

b,, as well as the unperturbed states on the left
and the right U, and U, are known. The
Intermediate state, U, is determined by

requiring consistency of the above approximate
equations over a grid zone.

U, = err - qu - F(U‘_) + F(Uj’) ) (13)
br = bI
The numerical flux for a first order

approximation associated with the previous two
equations is ‘ '

BFU)-HFU,) + b U, ~U) (14)

G(U[pU;) = ] b, _b"._

where
C,=05(Cy+C,)

¥=05(y;+v,)

- min Y=Cs %=Cy) (15)
f —mm(o'l—"—é;'l‘ V.I'Cs!’

;-i-E; Vr+C&. (16)
"1+vC, '1+v,C, '

b = max(0
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for strong shocks, Roe’s [13] procedure is used
to calculate the average signal velocities as

v ARV Ry |
RAR ‘”’

e ECRE
’ 'J_+‘JE (18)
+1" 1 1/

T R +JRT

The extension of the HLLE scheme to second
order is done using the MUSCL approach [10]
in which second-order accuracy is achieved by
introducing more upwind points in the scheme,
using the slop between the points i and I+1:

AL

yl = Ufi%s,” (19)

where S7 is the slop between the paints f and
i+1 and:

Ur=U-05 G-F) @
Gmulfz Q-HI‘Z l}wz (l+l}-
B2 T Y

A (21)

L}tuz bmfz (U('Kﬁ"l - U:T uz)

Lf;vz - bﬂw

The extension of the second order HLLE to the
three dimensions is straight forward. The slope
required for equation (19) is calculated in each
space dimension (x.y, and z) for each parameter
(R, My, My, M; and E). Then the first
intermediate parameters are calculated as in
equation (19). The intrinsic frame parameters
(pressure , velocity in each dimension and mass
density). Then the second intermediate
parameters are calculated as in equation (20).
Then the pressure , velocity in each dimension
and mass density are calculated at the half time

Step. G Gxlugne G G¥jvar Gljtae

and Gy . The new time step is calculated
using the equation:

. )

1
1 =
= Up? =M (Gxy b 5~ G b )

e s
-A, (GJ@;:,ﬁzk = G.Yg-ﬁzk) @2)
1 1
-4, (GZ;EM - Gz;g;z)

Results and Conclusion

The initial condition considered here is similar

to the initial condition considered in [5]. We
have used the collision of 238 uranium nucleus
with 28 silicon nucleus with velocity equal to
0.995c and -0.995c receptively, which
correspond to Lorentz gamma factor equal to 10
and a center-of-velocity energy of 200 GeV/A. .
Rest frame initial conditions to be that of a
Woods-Saxon density distribution

e(r) = W @3)

where e=0.156 GeV/fm® is the rest frame
nuclear density, ro is the nuclear density -
calculated using the equation

[ =1128AY* - 0894 29

where A js the mass number of the nucleus.

The calculations described here were obtained
using second order HLLE method described on.
an Eulerian grid.

The time evolution of the collision is shown in
Figures 2 and 3. The mass density is plotted in
these figures to illustrate the development of
high density tegions. In Figure 1, the results for
a head-on collision (b=0) is shown. In Figure 2.

the results for a non central! collision with
impact parameter b=5 (fm) is plotted. Both
figures show cuts in the xy plane of three
dimensional grid. The first picture represents

the initial conditions. The next seven pictures

1. Non central collision : is a collision in which
the impact parameter does not equal to zero.
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represent the time evolution of the collision with
a time interval of 0.5 (fm/c). The density profile
is calibrated between (0 and 4) for all pictures
(the normal nuclear density in the laboratory
frame is about 1.3 fm%). The nuclei in this
simulation exhibit a semi-transparent behavior
since one notes a continuation of material along
the original direction of each projectile.

The maximum energy density versus time is
plotted in Figure 4 for different impact
parameters. The highest peak refers to a head on

_ collision with impact parameter (b=0). The peak
height drops as the impact parameter rises. At
impact parameter (b > r 1+r2), it is expected that
there will be no peak in the plot, and the
maximum value of energy density is the initial
conditions.

Figure 5a. shows a comparison among our
results using second order refativistic HLLE and
the results of two other methods; Spline [3] and
SHASTA 113} methods (both groups have
compared thelr results in [ 5] ). In this figure, the
HLLE results seem to be shifted to earller times,
but this could be due to a difference in the initial
conditions. A small offset in the graph {as can
be seen in Figure 5b) shows very good
agreement with both methods, particularly with
the resuits of the spline method. The SHASTA
method overpredicts the value of the energy
density for times greater than three (fm/c).

The time évolution of the momentum on the
collision axis and transverse momentum are
plotted in Figure 6; the momentum is calculated -

using the equations:
Pe= 2 1] Puws= Y A(B+ D)
alf cells : all cells

where p is momentum and the collision axis is

- the x axis.

The time evolution of the total absolute
transverse momentum is plotted in Figure 7 for
different impact parameters. It can be seen that
large transverse flows occur when the impact
parameter is low. However, the probability of
the collision of two nuclel with small impact
parameter is correspondingly small. This
probability rises linearly with impact parameter.

Figure 8 shows the transverse momentum
multiplied by the probability of a particular
impact parameter plotted versus impact
parameter for the near asymptotic solution at
time (T=5 fm/c). .

The time evolution of the energy density along
the beam axis in the three-dimensional

calculations is plotted in Figure 9. The first
frame (labeled T=0) is the initial conditions.

The second frame (T=0.5) shows the start of the
colliston. We can see in this frame that the back

part of the large projectile (distance between 7-8
fm on the graph) has not yet suffered any
change, due to the fact that the collision is
supersonic and the velocity of the collision is
faster than the speed of sound in the nuclear
matter (speed of sound Cs = 0.2 ¢ the speed of -

light). The frame labeled T=1 shows an increase
in the energy density to a factor of three due to
the collision, and the rest of the frames show the

-expansion process. We can see from the last

three frames (T=3, 3.5 and 4) that part of the
projectile manages to escape the collision, due to
the fact that the nuclei at such high energy (200
GeV A) appear to be semi-transparent,
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Figure 2. The figure shows the different stages of a head on collision of a 238 Uranium nucleus with a
Silicon 28. The times for these stages are 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5 (fm/c) receptively. The variable
plotted is the mass density. The intensity of shading is normalized between black (density =0} and
white(density =4). The calculation was done using second order HLLE on an Eulerian grid in three
dimension. The plots are cuts on the xy plane. where x is the collision axis.

Figure 3. Shows the different stages of a collision of a 238 Uranium nucleus with a Silicon 28 nucleus
with impact parameter b=5(fim). The time s for these stages are 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5 {fm/c)
receptively. The variable platted Is the mass density. The intensity of shading is normalized between black
(density =0) and white (density =4). The calculation on this figure was done using second order HLLE on
Eulerian grid in three dimension. The plots are cuts on xy plane. where x is the collision axis. Normal
nuclear density considered to be equal to 1.3. '
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Figure 4. The maximum energy density versus
time for the collision of a 238 Uranium nucleus
with a 28 silicon nucleus for different impact
parameters is shown. In the plot b=0 refers to
head-on collision.

Figure 5b. A plot of maximum energy density

~versus time for the collision of a 238 Uranium

nucleus with a 38 Silicon nucleus for a head-on
collision is shown. In this figure, the HLLE data

is offset horizontally by two points to aid in
comparing the curves.
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Figure 5a. A plot of maximum energy density
versus time for the collision of a 238 Uranium
nucleus with a 28 silicon nucleus for head-on
. collision is shown. The spline and SHASTA
calculations { 5] are compared to HLLE.

Figure 6. The total of the absolute momentum
versus time for the collision of 238 Uranium
with 28 silicon for head-on collision is shown.
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Figure 8. The total of absolute transverse
momentum normalized to the geometrical cross
section versus impact parameter (Ptrans * B Vs
B ) for the collision of a2 238 Uranivm nucleus
with a 28 silicon nucleus is shown.
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Figure 9. The time evolution of energy density
along the beam axis for different time Intervals
is shown. The horizontal axis represent the
distance along the collision axis in ferml (fm).
The vertical axis represent the energy density
GeV/fm®. These graphs were calculated for a
three-dimenstonal head on collision (b=0) of a
238 uranium nucleus with 28 silicon nucleus
using the second order HLLE.

It is interesting to compare the CPU time of our
calculations to that used in the other mentioned
calculations [5]. Dean et. al have made a
comparison between the SHASTA and the basis
spline method. SHASTA calculations was done
using a grid of 128x128x64 points n ,~=n,=128,
n=64 (the collision- axis) and with
dx=dy=dz=0.2 (fm). The calculations were
done on an IBM 3090-600] VF computer and
took 120 of minutes CPU time. The basis spline
method used a 32x32x32 grid with dx=dy=1
(fm) and dz=0.2 (fm), where z was the collision
axis,  This calculation was dome on an
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iPSC/i860, 32 node parallel computer and took
3.5 hours of CPU time. Our calculations using

the second order HLLE were completed on a
60x20x20 grid with dx=0.2, and dy=dz=1 (fm)

where x was the collision axis. The calculation

was done on a Sun Sparcstation 2 computer and
the CPU time was 60 minutes. A meaningful

comparison between computations on different
computers is very difficult, however, it should be
noted that both the IBM 3090-600] VF
computer and the iPSC/i860, 32 node, parallel

computer are much more powerful than the
Sparcstation 2 computer. From these
preliminary observations we may conclude that
our 3-D HLLE method produces simulations
which agree well with the results of others but
require much less CPU time,

BIBLIOGRAPHY

1. A. Boris and David Book, Flux-Corrected
Transport, J. Compu. Phys. 11,38(1973).

2. A Boris, A. M. Landsherg, E. S. Oran and
J. H. Gardner, LCPFCT-A Flux Corrected
Transport ~ Algorithms  for  Solving
Generalized  Continuity =~ Equations,
Microfiche NRL/MR/  6410--93-7192,
Naval Research Laboratory (1993).

3. D. J. Dean, C. Bottcher, M. R. Strayer,

Spline Techniques for Solving Relativistic
- Conservation Equations, Int. J. Modern
Phys. C, 4, 723(1993).

4. D.]. Dean, C. Bottcher, M. R. Strayer, }. C.
Wells, Parallel Implementation of 3+1-
Dimensional Relativistic Hydrodynamics.
Int. J. Modem Phys. C 4, 1023(1993).

5. D, ]J. Dean, C. Bottcher, M. R. Strayer, J. C.
Wells, A. von Keitz, Pittstin, D. H. Rischke,
and J. A. Maruhn. Comparison of flux-
corrected and spline algorithms for solving
(3+1)-dimensional relativistic
hydrodynamics. Phys. Rev. E 49, 1726
(1994).

6. B. Einfeldt, C. D., SIAM J. Numer. Anal,
25,294(1988).

7. B. Einfeldt, C. D. Munz, P. L. Roe and B.
Sjogreen, On Godunov-Type Methods Near
Low Densities, J. Comp. Phys. 92,
273(1991).

8. A. Harten, P. D. Lax and B. van Leer, On
Upstream Differencing And Godunov-Type
Schemes for Hyperbolic Conservation Laws,
‘SIAM Rev. 25, 35(1983).

8. A.Harten, ] Comp. Phys. 49,357(1983).

10. C. Hirsch, Numerical Computaions of
External and Internal Flows, John wiley &
sons (1988).

1. R. B. Piercey, B. K. Soni, H. Tleimat and
Anita Trivedi, Grid-based numerical
algorithms for nuclear hydrodynamics,
Mississippi  State  University ~ Annual
Conference on differential equation and
computaional simulations, 1993. :

12. 'W. Schmidt, U. Katscher, B. Waldhauser, J.
A. Maruhn, H. Stocker and W. Greiner,
Viscocity and the equation of state in high
energy heavy-ion reactions. Phys. Rev. C
47, 2782(1993).

13. V. Schneider, U. Katscher, D. H. Rischke,
B. Waldhauser and J. A. Marulin, New
algorithms for ultra-relativistic numerical
hydrodynamics. J. Comp. Phys 105, 92
(1993).

14, Schukraft,  Ultra-relativistic  heavy-ion
collisions, Nuclear Physlcs News 2, 14
(1992).

15. A. C. Trivedi, R. B. Piercey, and B. K.
Soni, Numerical Simulation of High Energy
Heavy Ion Collision, AIAA-95-0154.

16. A. C. Trved, Computational Fleld -
Simulation of Relativistic Hydrodynamics,
Ph.D. Dissertation, Department of physics
and  astronomy,  Mississippi  State
University, 1994,

17. B. Waldhauser; U. Katscher, W. Schmidt, J.
J. A. Maruhn H. Stocker and W. Greiner,
High energy nuclear fluid dynamics.

- Physica Scripta. 132,195-201(1990).

A—200



